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Abstract: 

The study of the magnetic properties of Co nanoparticles (average diameter of 10.3 

nm) grown using a gas-phase aggregation source and embedded in Au and V matrixes 

is presented. We investigate how the matrix, the number of embedded nanoparticles 

(counted by coverage percentage), the interparticle interactions and the complex 

nanoparticles/matrix interface structure define the magnetic properties of the studied 

systems. A threshold coverage of 3.5 % of a monolayer was found in both studied 

systems: below this coverage, nanoparticles behave as an assembly of independent 
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single-domain magnetic entities with uniaxial anisotropy. Above the threshold it is 

found that the magnetic behavior of the systems is more matrix dependent. While 

magnetic relaxation and Henkel plots measurements stress the importance of the 

dipolar interactions and the formation of coherent clusters in the case of the Au 

matrix, the magnetic behavior of cobalt clusters embedded in vanadium matrix is 

explained through the formation of a spin glass-like state at the V-Co interface that 

screens the magnetic interactions between NPs. 

 

I – Introduction 

Magnetism of nanoparticles has become one of the main reaching forefronts 

nowadays. Telecommunications [1], catalysis [2] or photonics [3] represent some of 

the research fields that have experienced an intense development thanks to the 

advances in nanoscience. Also the increasing necessity for materials, which can be 

used as magnetic media in high-density magnetic data storage devices, has driven the 

attention on single-domain magnetic nanoparticles with uniaxial anisotropy [4]. Due to 

the fact that magnetic nanoparticles exhibit unique properties induced by the high 

surface/volume ratio, nanoscale magnetic materials have opened a new range of 

applications in the last decades such as high-density magnetic storage media [5,6], 

drug delivery [7], magnetic resonance imaging [8] and high-frequency electronics [9], 

from the technological viewpoint, whereas from a fundamental interest, features such 

as magnetic quantum tunneling has been studied [10]. 

In the case of bulk defect-free materials, the intrinsic magnetic properties (e.g., 

saturation magnetization Ms, coercive field Hc and Curie temperature Tc) only depend 
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on the chemical and crystallographic structure. The size and shape factors of bulk 

systems are not relevant on their final properties [11] and volume anisotropy is mainly 

determined by the magnetocrystalline anisotropy. However, when at least one of the 

dimensions of the studied system is reduced to the nanometer scale, the magnetic 

properties are strongly influenced by finite-size and surface effects. Finite-size effects 

result from quantum confinement of the electrons while surface effects come from 

symmetry breaking at the boundaries of the particle (i.e., lower number of coordinated 

atoms) and determine the surface magnetic anisotropy [12]. Hence, the progressive 

size reduction of the magnetic entities results in magnetic behaviors that are primarily 

dominated by the particle surface spins [13]. 

Apart from the intrinsic properties of nanoparticles, the surrounding material in 

contact with nanoparticles also plays an important role in the final properties of the 

system [14,15]. The understanding of the effect of such surrounding material (capping 

or matrix) is a key point for the use of nanoparticles because most of the nanoparticles 

cannot be used freely but need to be inserted in more complex systems. Surface and 

confinement effects produce novel optical, magnetic or dielectric properties in nano-

sized metals, which enable the possibility of using these nanostructures for 

technological applications by embedding them into appropriate matrixes 

[16,17,18,19]. Magnetic nanoparticles embedded into matrixes are expected to used in 

a wide range of applications such as optical devices with high magneto-optical activity 

and low optical absorption [20,21], in high-density magnetic data storage or high 

frequency devices [22,23,24], in plasmonic applications [25], among others [26,27,28]. 

The gas-phase deposition technique is increasingly used in order to produce the 

desired nanocomposites, probably due to its versatility in producing high purity 
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nanocomposites with the ability to fine-tune the size distribution and concentration of 

the nanoparticles. An increasing number of studies on magnetic nanoparticles grown 

using this technique and embedded in different matrix can be found in the literature 

including Co [29,30,31,32,33,34,35,36,37,38] Ni [38,39], Fe [31,37,38] and alloy 

[37,38,40,41,42] nanoparticles. Magnetic nanoparticles of 3d transition metals (usually 

Fe, Ni and Co) in contact with non-ferromagnetic matrixes present an interfacial 

anisotropy [43], whose origin strongly depends on the electronic structure of the 

nanoparticles, the matrix magnetic behavior and the interparticle interaction energies. 

Embedding nanoparticles can lead to encapsulation effects that prevent unwanted 

effects such as agglomeration and, therefore, the increase of effective magnetic size. 

Moreover spin disorder at the surface of the nanoparticles, not totally explained by the 

existence of dipolar interactions between particles [44] can lead to more complex 

systems with spin-glass states and random canting [45]. The magnetic characterization 

of these systems has put forward the controversial issue of distinguishing between the 

intrinsic properties of the particle itself or collective behavior induced by interparticle 

interactions [46,47]. Nevertheless, it is striking the lack of detailed knowledge about 

the relationships between nanoparticles morphology (shape/size distribution) and 

their geometrical arrangement, long-range interparticle interactions and local 

couplings, the matrix/nanoparticle interfaces and their intrinsic magnetic properties. 

The analysis of the interparticle distances is essential for the detailed understanding of 

any magnetic system made of nanoparticles. 

In the present work, we will focus on the influence of interparticle interactions 

on the magnetic behavior of Co nanoparticles (Co NPs) grown using a gas-phase 

aggregation source or Ion Cluster Source (ICS) and embedded in Au and V matrixes, 
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from physically isolated particles to 10.6 % of a nominal monolayer coverage. In 

addition to the study of the matrix influence to the magnetic interactions between 

nanoparticles, another motivation of the study is to investigate the dependence 

between spatial distribution of nanoparticles and the magnetic response of the 

systems. Gold has been selected as an ideal non-reactive matrix that prevents the Co 

NPs oxidation and also exhibits a weak polarization in contact with 3d transition metals 

[48]. Hence, the Co NPs embedded in an Au matrix are expected to preserve most of 

their intrinsic magnetic properties. On the other hand, vanadium that is paramagnetic, 

can exhibit non-zero magnetization under certain conditions such as loss of 

coordination, when its atomic volume is increased, or in contact with 3d ferromagnetic 

materials, despite its large paramagnetic susceptibility [49,50]. Co nanoparticles have 

been embedded in metallic hosts such as Pt [44], Nd [51], Cu [52], Mn [53], Ag [54] and 

Au [33]. On the other hand, although there are several studies of Co/V multilayers 

[55,56,57,58,59,60,61,62,63,64,65,66], as far as we know, the magnetic properties of 

Co NPs embedded in metallic vanadium matrix have not been reported. We will firstly 

investigate the morphology of Co nanoparticles deposited on flat Si(100) surfaces and 

calculate the occupation in terms of coverage percentage of a monolayer.  We report 

on the magnetic behavior of different coverage percentages of a monolayer of Co NPs 

embedded in Au and V matrixes and the evolution of the magnetic properties as a 

function of coverage percentage, paying special attention on the influence of magnetic 

interparticle interactions as well as the NP/matrix interface effects.  

 

II – Experimental details 
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The samples were fabricated combining the use of an ICS [67] and magnetron 

sputtering sources in an Ultra High Vacuum (UHV) system with base pressure in the 

low 10-9 mbar. Two series of samples were fabricated on Si(100) substrates. The first 

one consisted in cobalt nanoparticles embedded in two gold thin films, with nominal 

thickness of 40 nm [Si(100) / 40 nm Au / CoNPs / 40 nm Au]. The second series of 

samples consisted in cobalt nanoparticles embedded in two vanadium thin films, with 

15 nm nominal thickness and encapsulated in two Au 40 nm thick layers in order to 

prevent the oxidation [Si(100) / 40 nm Au / 15 nm V / CoNPs / 15 nm V / 40 nm Au]. All 

the samples were grown at room temperature on naturally oxidized Si(100) substrates 

and outgassed in-situ during 30 minutes at 423 K before deposition. Co nanoparticles 

were fabricated with the ICS and using a Co target of 99.95 % purity. The typical 

applied power to the magnetron was 50 W. During deposition, the pressure was in the 

low 10-5 mbar in the UHV system. Au and V thin films were deposited by DC magnetron 

sputtering using Au and V targets of 99.99 % and 99.7 % respectively. Ar pressure 

during sputtering process was in the low 10-3 mbar. Au and V magnetrons were 

operated at 20 W and the deposition rates were 0.2 nm·s-1 and 0.02 nm·s-1 for Au and 

V, respectively.  

AFM measurements were performed using the Cervantes AFM System from 

Nanotec Electrónica S.L. [68]. The AFM images have been recorded in the dynamic 

mode. Commercial silicon AFM tips were employed with a typical radius less than 7 

nm. AFM images were recorded on samples where Co nanoparticles were directly 

deposited on Si substrates. The analysis of the images was carried out using a 

combination of the WSxM [69] and ImageJ softwares [70]. 
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TEM measurements were performed in a Philips Tecnai 20F FEG analytic 

microscope, operating at 200 kV, equipped with an energy dispersive X-ray (EDX) 

analysis system and a STEM modulus with an HAADF detector for Z-contrast images. 

The measurements have been performed on plan-view images of Co nanoparticles 

deposited on carbon-coated TEM grids. The analysis of the TEM images was performed 

with the ImageJ software. 

Magnetic measurements have been performed in a Superconducting Quantum 

Interference Device (SQUID) Magnetometer from Quantum Design and equipped with 

a 5 Tesla (50 kOe) coil. Magnetic field was applied parallel to the sample surface. The 

samples were demagnetized before measurements. The evolution of the 

magnetization with temperature was measured applying a magnetic field of 1.5 kOe 

(which is in the linear response regime) from 1.8 K to room temperature, under Field 

Cooled (FC) and Zero-Field Cooled (ZFC). Magnetization loops have been measured at 

10 K after ZFC and FC and at 300 K. The diamagnetic contribution of the Si substrates 

has been measured for further subtraction from the raw data. For magnetic relaxation 

measurements, samples were cooled from room temperature to 5 K in 5 T applied 

field. Magnetization signal as a function of time has been measured each 5 minutes for 

approximately 2 hours. Henkel plots have been measured by ΔM technique [71], based 

on the comparison of the isothermal remanent magnetization (IRM) and direct current 

demagnetization (DCD) curves. ΔM (H) curves have been calculated using the 

measured DCD(H) and IRM(H) at 5 K.  

 

III – Results and discussion 
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III – a) Morphological characterization of Co nanoparticles deposits 

In figures 1a, 1c and 1e we present representative AFM images of Co 

nanoparticles deposits onto Si(100) substrates with different surface coverages. These 

AFM measurements were made in order to calibrate and check the reproducibility of 

nanoparticles deposits before matrix incorporation. The insets correspond to the 

profiles extracted from the AFM images (blue lines). AFM images recorded on large 

area (1 µm2) were not only measured at the center of the samples, but they were also 

made at several random positions on each sample to check the homogeneity of the 

samples. The deposition time has been varied in order to obtain different coverage 

percentages, ranging from 2.4 % to 10.6 % of a monolayer. The surface concentration 

has been determined assuming that 100 % surface concentration corresponds to a 

hexagonal close packed (hcp) array of nanoparticles. For the case of nanoparticles of 

diameter 10.3 nm, a surface of 1 µm2 contains 10732 nanoparticles in one monolayer 

of particles arranged in an hcp array. Since the number of nanoparticles per µm2 in 

figure 1a, 1c and 1e is approximately 260, 576, and 1135, the corresponding surface 

coverages are close to 2.4 %, 5.4 %, and 10.6 % respectively. Due to the intrinsic 

convolution between the AFM tip shape and the nanoparticles, in AFM images the 

coverage of the nanoparticles appears to be higher than the measured one [72]. This 

inherent feature of AFM affects the acquired surface topography image. In order to 

avoid further confusion, we display the distribution of the nanoparticles over the 

surface, in the three AFM examples presented: 2.4 % (Fig 1b), 5.4 % (Fig. 1d), and 10.6 

% (Fig. 1f). For such representation we have replaced each nanoparticle identified by 

AFM by a dot with diameter 10 nm (mean diameter). These representations give a 

better view of the real density and distribution of the nanoparticles despite the 



Ruano et al.  9 

approximation that the nanoparticles have a diameter of 10 nm. Fig 1b, 1d and 1f 

clearly show that the nanoparticles do not form systematically bigger agglomerates 

even at high coverages. 

Nevertheless, while the lateral convolution in AFM leads to such apparent 

bigger diameter of each nanoparticle, the determination of the height is very accurate 

and has been used for the determination of the nanoparticle size. The size 

homogeneity and the surface coverage of the deposits were checked by measuring 

several AFM images at different positions on relatively large samples (25 mm2). As it 

can be observed in the nanoparticles height distribution presented in the reference 

[35] (i.e., the same nanoparticles were embedded into a silicon oxide matrix), the 

mean average height is 10.3 ± 1.8 nm. The low standard deviation indicates that the 

height distribution is homogeneous in the sense that the deviation from the mean 

diameter is low. Therefore, not only the random distribution of the nanoparticles 

(homogeneous distribution over the substrates) but also the low deviation from the 

mean height (homogeneous distribution of height) was checked systematically on a 

number of deposits proving the homogeneity of the deposits and the reproducibility of 

the fabrication of the samples.  

A representative example of TEM image is displayed in Figure 1g in order to 

illustrate the mentioned size homogeneity and good homogeneity of nanoparticles 

distribution. The inset corresponds to the diameter distribution of the nanoparticles 

extracted from several TEM images. As can be observed, the TEM image is very similar 

to the representations of the nanoparticles over the surface (Fig 1b, 1d and 1f). The 

diameter distribution is homogeneous (low deviation from the mean diameter) and 
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the nanoparticles are homogeneously distributed over the surface (random 

distribution). Moreover, Co nanoparticles present a polycrystalline hcp structure with 

some presence of fcc structure in nanoparticles smaller than 3 nm [35,73].  

According to AFM and TEM measurements, nanoparticles have sizes that do not 

differ significantly from the mean size and are distributed homogeneously. In other 

words, the nanoparticles have a 10.3 ± 2.0 nm average diameter, with the same 

dimension in and out of the substrate plane, which implies a “soft-landing” of the NPs 

on the substrate. 

 

III – b) Interparticle distances study 

A detailed analysis of the interparticle distances (first, second and third 

neighbors) was performed as an attempt to find out the critical distance at which the 

nanoparticles start behaving collectively instead of individual entities as well as the 

geometrical factors that influence the magnetic response of the studied systems. With 

this purpose, a study of the interparticle distances has been performed with the 

statistical events of several AFM images of 1 µm2 area acquired on samples of Co NPs 

deposited directly on Si(100) substrates. The number of AFM images required for this 

analysis was dependent on the coverage percentage and ranged from three to six. 

First, second and third neighbor’s distances are related to the three nearest 

nanoparticles around each nanoparticle (see figure 2a). The analysis was carried out 

under the initial hypothesis of nanoparticles with spherical morphology and with a 

diameter of 10.3 nm as determined by AFM and TEM. By means of the ImageJ 

software the (xi,yi) coordinates of each of the N nanoparticles in the AFM images were 



Ruano et al.  11 

extracted (N is the total number of nanoparticles in the analyzed 1 µm2 AFM image). 

Equivalent AFM images are displayed for representative surface coverages in Fig. 1b, 

1d and 1f. In addition, Fig 1d and 1f show that our statistical analysis can be employed 

at high coverage percentages. 

With the set of coordinates, the first, second and third neighbor’s distances 

from each nanoparticle were calculated and the mean particle diameter was 

subtracted in order to obtain the interparticle distances from boundary to boundary 

(edge-to-edge distance is the relevant distance for the interparticle interactions). The 

interparticle distances distributions for first, second and third neighbors were fitted 

following the theoretical model of S. Srinivasa and M. Haenggi [74]. Srinivasa and 

Haenggi derived the probability density function (PDF) of the distance distribution of N 

points to the nth nearest neighbor for an l-sided regular polygon. We have applied 

their model to the case of a 2D square of side S=2*R, following the expression 

 

PDFn =
2d

4R2

1− d2

4R2( )
N−n

 d2

4R2( )
n−1

(N − n +1)  (n)

(N +1)

(1) 

Note that gamma function Γ becomes too high to be computed for high N (in 

fact, N > 170). In order to overcome this difficulty, we have fixed the number of NPs to 

120 for each coverage percentage, as good fitting results were obtained in previous 

works for such number of NPs [35]. Within this normalization, the square of a 1 µm 

side was divided into a proportional number of new squares, whose sides were 2R’ and 

contained a total number of 120 nanoparticles.  

The maximum of PDFn is a good approximation of the average n-th neighbor 

distance. In other words, the mean distance of the n-th neighbour is extracted from 
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the maximum of such PDF. Hence, the mean distance is give by the inflection point of 

the PDF where 
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leads to the following expression of the mean distance as a function of n 
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being,  =1+ 2(n −1) (4) 

That becomes α=1 (for n=1), 3 (for n=2), and 5 (for n=3). Hence, the mean distance can 

be written as, 

 

dN
−1
2  (5) 

 

The evolution of the experimental average first, second and third neighbor’s  

distances with the surface coverage is presented in figure 2b. Each curve has been 

fitted with equation (5). In average, the second and third neighbor’s distances are 1.7 

and 2.3 greater respectively than the first neighbors distance, in agreement with a 

recent interparticle study [75]. Error bars of coverage percentage are the statistical 

standard deviation of the mean average % value.

 In addition to the experimental determination of the first neighbor’s distances 

by using AFM images, the deposit of randomly distributed nanoparticles was also 

simulated, assuming spherical nanoparticles.  In other words, we have simulated the 

case of an ideal system where the final position of each deposited nanoparticle is not 

affected by interparticle interactions. Such random deposits were generated by 
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creating a series of random (xi,yi) coordinates using the Fortran Standard Generator of 

random numbers. Then, the interparticle distance distributions were extracted and 

finally the nearest-neighbor’s distances following the same method as for the 

experimental case. Figure 3 presents the experimental and simulated average first 

interparticle neighbor’s distances as a function of the coverage percentage (down 

triangles and orange diamonds, respectively). The resulting curve was fitted using 

equation (5). The dependence of the distance with the occupation percentage follows 

the expected tendency: the higher coverage the less average distance. In order to get 

more insight we have represented the difference between the two curves of figure 3 

(black line) and the corresponding differentiate (blue line) in the inset of Fig. 3. 

Experimental average first interparticle distance is systematically higher than the 

simulated average interparticle distance (for a random system) for coverages between 

1.7 % and 10.6 %. Taking into account the error bars (figure 3), it can be observed that 

the experimental and simulated tendencies are quite similar for coverage percentage 

lower than 3.5 %. Thus, it can be considered that nanoparticles are randomly 

distributed for low-density nanoparticles deposits. For coverage percentage higher 

than 3.5 %, there is a gap between the experimental and simulated data. The sign of 

the difference curve, Δ, clearly indicates that the dominant interactions are repulsive 

and a more complex magnetic response is expected above this critical coverage.  In 

these cases, interparticle interactions influence the final location of each nanoparticle 

during the deposition process and, consequently, it is not purely random, in agreement 

with studies of exchange-coupled systems [76,77,78]. Simulated and experimental 

data present deviations at intermediate and higher surface coverages that lead to a 

difference of 6.5 nm in the average first neighbors distance. 
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The interactions between nanoparticles are defined as a sum of the 

electrostatic interactions, van der Waals attractions and magnetic interactions [79]. 

We believe that the magnetic interactions can be neglected since the nanoparticles 

present a superparamagnetic behavior at room temperature and there is no applied 

magnetic field.  The steric repulsion interactions in the case of nanoparticles are 

associated to the deliberate coating of nanoparticle surface: charged molecules 

tethered onto the particle surface [80]. Obviously this is not the case for our systems 

that are grown under ultra high vacuum conditions. In solution, large isotropic van der 

Waals interactions induce the formation of spherical aggregates, in the absence of the 

dipolar interactions [80]. The van der Waals interactions are originated from the 

electromagnetic fluctuations due to the incessant movements of positive and negative 

charges within all type of atoms, molecules, and bulk materials [79]. Van der Waals 

interactions are expected to be attractive. The experimental average first neighbor’s 

distance being always higher that the simulated one clearly indicates that the 

dominant interaction is repulsive and, therefore, we can consider that the van der 

Waals attractive interactions are negligible. The electrostatic interactions can be either 

attractive or repulsive and their origins are due to charge-charge interactions and 

induce electrical polarization of the NPs [81]. As a consequence of our NPs fabrication 

process, 80 % of the nanoparticles can present an electric charge [82]. This charge can 

be very high due to the number of atoms in the 10 nm diameter NPs (more than 45 

thousands atoms). Although the fabrication process can lead to highly charged NPs, 

electrostatic repulsion is only plausible provided that the NPs keep their charges at 

least enough time to interact with their neighbors. Moreover, Guerrero-García et al. 

have studied the potential of mean force between identical charged nanoparticles in 
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the presence of a size-asymmetric monovalent electrolyte in the case of larger 

magnitude of the nanoparticle charge [83]. The interactions between two equal 

charged nanoparticles is the sum of a macroion repulsive core (Leonnard-Jones 

potential) plus a Coulomb interaction and authors observed that core and Coulomb 

interactions are repulsive, over distances higher than the nanoparticle diameter. 

Guerrero-García et al. verify that if nanoparticles present a large enough charge, the 

average interaction can present a repulsive behavior over the NP diameter distance.  

We cannot definitively conclude on the origin of the observed repulsive 

behavior, but the experimental fact cannot be neglected. Such interactions will be 

studied in the light of the magnetic response of the systems in order to understand the 

physics of the phenomenon that underlies.  

 

III - c) Magnetic properties  

Magnetic behavior of systems made of NPs embedded in matrixes depends on 

the properties of constituents (e.g. particle size, structure and composition) and on the 

interplay between magnetic anisotropy and interparticle interactions conditioned by 

the matrix [84]. The magnetic anisotropy energy of nanoparticles has two principal 

contributions. On the one hand, the volume anisotropy is mainly determined by the 

particles crystallographic structure via the magnetocrystalline anisotropy. On the other 

hand, the surface anisotropy has two origins. First, as the lower coordinated atoms at 

the surface are in a less symmetric environment, they present enhanced magnetic 

anisotropy energy as compared to the bulk. This surface anisotropy is intrinsic to the 

particle and independent of the matrix [85,86]. The second one is due to the 
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NPs/matrix interface, namely interfacial anisotropy. For example, in the case of 

metallic matrixes, the interfacial anisotropy is due to the spin-orbit coupling and 

hybridization between cluster and matrix orbitals, as already shown in Co/Pt 

multilayers [87] or Co clusters embedded in Pt matrixes [43]. Another typical interface 

anisotropy effect is the exchange anisotropy between a ferromagnetic and an 

antiferromagnetic phase such as in Co-CoO core-shell nanoparticles [88]. In addition, 

both local couplings and long-range interactions condition the magnetic response, 

which is consequently dependent on the magnetic size distribution, the surrounding 

matrix and nanoparticles/matrix interface structure. By varying the interparticle 

distance (i.e., the coverage percentage), the relative importance of these contributions 

can be tuned to a certain extent. Within this frame we discuss and interpret the 

presented magnetic results. 

The magnetic properties of Co nanoparticles inserted in the multilayered 

systems Si(100)/ 40 nm Au / CoNPs / 40 nm Au and Si(100)/ 40 nm Au / 15 nm V / CoNPs 

/ 15 nm V / 40 nm Au have been measured by SQUID as a function of Co NPs density or 

coverage percentage. As it can be seen in figure 4a (Au/V/Co/V/Au system), hysteresis 

loops show that the majority of Co nanoparticles are superparamagnetic at room 

temperature. This behaviour is also observed in Au/Co/Au system. In order to 

determine the nanoparticles magnetic volume, the superparamagnetic hysteresis 

loops have been fitted to the canonical Langevin function considering a magnetization 

saturation of bulk hcp Co. In Au and V systems and for all coverages, the magnetic 

diameter estimated from the fits of RT cyclates using the canonical Langevin function is 

around 7.0 ± 0.5 nm. Therefore, nanoparticles with physical diameter of 10.3 nm 

should be formed by a ferromagnetic core with a 7.0 nm average diameter and a shell 
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of around 1.6 nm width. However, as we will present later in the manuscript, our 

systems do not behave like canonical superparamagnets. Hence, the scaling law 

cannot describe the magnetic response [89]. In many superparamagnetic systems a 

lack of agreement between experimental data and the standard superparamagnetic 

theory is commonly observed. Other authors have shown that in the case of systems 

with interparticle interactions or size distributions (i.e. systems that do not behave as 

ideal superparamagnet), an apparently good fit of the magnetization curve with the 

Langevin equation often leads to inconsistent results [90,91,92]. In those systems, the 

magnetic size deduced from Langevin function fit can be quite different when 

compared to direct structural measurements [93]. Allia et al. [92] presented 

apparently good Langevin fitting curves of interacting particles systems. However, 

those fits led to magnetic moment and particle size smaller than the real ones. Monte 

Carlo simulations in a Co nanoparticles system with dipolar interactions [94] have 

clearly demonstrated that the results obtained from conventional fitting procedures 

are unrealistic. In conclusion, it cannot be excluded a priori that magnetic size does not 

increase with surface coverage. 

Interacting superparamagnetic model (ISP) considers dipolar interaction as a 

perturbation of the superparamagnetic regime, which can be taken into account by 

adding a phenomenological temperature T* to the real temperature [89]. The role of 

this additional temperature T* is to introduce a disorder of the magnetic moments, 

caused by the random dipolar field acting on each dipole, changing in direction, sign, 

and magnitude at a very high rate [89,95]. In this way, interaction effects are taken 

into account adding T* to the real temperature in the Langevin function. In order to 

extract the true values of magnetic moment (therefore, true magnetic volume), it is 
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necessary to estimate T*. For a distribution of magnetic moments, the low-field 

susceptibility χ of the ISP system is, 
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Being N, the number of moments per unit volume; α, a proportionality constant 

derived from the sum of all dipolar energy contributions; MS, the saturation 

magnetization ; and ρ is defined as the ratio, 
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where pi is the probability for the magnetic moment, µi in the distribution of magnetic 

moments and Vi is the magnetic volume associated to each µi. In a first approximation, 

ρ factor can be estimate by studying the average over the values of the distribution of 

nanoparticle sizes, extracted from AFM or TEM images. The curve 

 




as a function of T 

presents a linear behavior and can be obtained from the high-temperature region of 

the ZFC-FC curves (i.e., above blocking temperature) [93]. Thus, the fit was performed 

in the linear region of the normalized form of equation (6), 
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Being 

 

MS

10K  is the saturation magnetization (in emu) at 10 K (these magnetic 

measurements are presented below in the manuscript).  

The definition of T* is related with equation (8) as: 
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 Including T* in the modified Langevin function, we have estimated the 

magnetic diameter of a set of dipolar interacting nanoparticles in the 

superparamagnetic regime (see example in figure 4a). In the case of Au matrix, the 

magnetic diameter increases from 14.5  0.5 nm (2.6 %) to 20  1 nm (10.0 %) 

whereas, for V system, it remains around 11-12  0.5 nm for all concentrations.  

As it was previously mentioned, vanadium is paramagnetic in its bulk bcc form, 

but can display a different magnetic state in low-dimensional systems or in contact 

with ferromagnetic materials. Large V induced atomic magnetic moment coupled 

antiferromagnetically with reduced Co atomic magnetic moment have been reported 

at the V/Co interface of thin films [59,60,62,63,64,65,66]. Assuming that this 

antiferromagnetic coupling holds in the case of Co nanoparticles in V matrix, exchange 

bias (EB) effect has been investigated in V system. Note that such an antiferromagnetic 

interface is expected to contribute to the magnetization with a linear law, especially at 

high magnetic fields. The diamagnetic signal of Si substrate is one order of magnitude 

higher than the magnetic signal of nanoparticles at high magnetic fields. An 

antiferromagnetic shell contribution is hardly distinguishable from the slope in the 

curve after subtracting the effective negative lineal contribution. Moreover, the 

diamagnetic signal is the sum of the diamagnetic signals from the silicon substrate and 

the Au matrix. Nevertheless, since this possible antiferromagnetic shell only comprises 

a few V atomic distances, this contribution is almost negligible when compared to the 

high diamagnetic signal. The effective linear contribution that is mainly due to the 
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substrate has been systematically subtracted from our measurements in order to 

extract the magnetic signal from the nanoparticle layers.  

The exchange bias effect has been investigated for different coverage 

percentages in the systems of Co nanoparticles embedded in V and Au matrixes by 

measuring the ZFC and FC hysteresis loops after cooling the sample at 10 K under an 

applied field of 50 kOe. Figure 4b reveals the absence of exchange bias in hysteresis 

loops for a representative sample with 5.4 % coverage and Co NPs embedded in the V 

matrix. This result is not striking because V antiferromagnetic coupling to Co is 

confined at the interface with Co (i.e. it is extended over a few atomic layers) [59,60]. 

The antiparallel alignment of V atoms induced by Co atoms is always simultaneous to 

the ongoing Co magnetization. Hence, the antiferromagnetic volume or its anisotropy 

value or both factors are not enough to induce exchange bias effect [88]. The absence 

of EB has been also observed in the case of Co NPs embedded in the Au matrix as 

expected. In previous works, Co NPs were embedded in dielectric matrixes (SiOx), and 

this matrix induced the formation of an oxide shell that was detected through the 

presence of EB [16,35]. Fermento el at. reported that Co NPs presented a cobalt core 

(7-8 nm in diameter) surrounded by a cobalt oxide shell (1-2 nm thick), embedded in 

SiOx. The size of Co NPs in the present study is similar to references 16 and 35. On the 

other hand, an oxide layer would probably isolate the Co particles from the Au and V 

matrixes and the properties of the systems would not depend on the matrix that is in 

contradiction with the results presented later in the present manuscript. Moreover, we 

have studied the possibility of the oxidation of the NPs in the studied systems. If Co 

NPs are exposed to air and introduced again in the UHV system for the deposition, the 

hysteresis curves clearly show the EB as a consequence of the oxidation of the Co 
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nanoparticles. In any case, the absence of EB is not a definitive proof that the Co 

nanoparticles are not oxidized. Hence, if our Co nanoparticles presented an oxide shell, 

its thickness should be lower than 1 nm [16] and/or the oxide should be poorly 

ordered. 

Representative hysteresis loops of samples with different Co percentage 

coverage measured at 10 K after FC in the parallel configuration are presented in 

Figure 4c (Au system) and 4d (V system). The hysteresis loops have been normalized to 

the saturation magnetization (Ms) in order to facilitate the comparison. Hysteresis 

loops display the characteristic shape very close to the corresponding to single-domain 

particles with uniaxial anisotropy. Although Co NPs are polycrystalline, they are too 

small to sustain domain walls and are single-domain magnets [96]. The shape of the 

hysteresis loop changes with the coverage percentage. Below 3.5 % coverage, 

hysteresis loops exhibit narrowing/constriction that define smaller coercive fields in 

both systems. These constricted loops around H = 0 can be ascribed to the existence of 

small nanoparticles that remain superparamagnetic down to 10 K [88], but could also 

come from an induced magnetic anisotropy [97] whose origin remains unclear. Above 

this coverage, this magnetization narrowing is not observed. Based on this 

observation, two different contributions can be inferred depending on the coverage 

percentage: the first contribution would come from isolated nanoparticles, in the case 

of lowest coverage percentages, and the second contribution could be ascribed to 

nanoparticles that behave collectively [98], at coverage percentages higher than 3.5 % 

(in agreement with figure 3), forming interacting magnetic states. In order to 

understand the magnetic response of both systems and to verify this approach, the 
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evolution of the magnetic parameters versus the Co NPs coverage percentage and for 

both matrixes (Au and V) have been studied. 

Figures 5a displays the remanent magnetization Mr normalized to the 

saturation magnetization MS as a function of the coverage percentage for Au and V 

systems. Independently on the matrix, both systems display an increased Mr/Ms with 

coverage percentage, clearly defining two different regimes below and above 3.5 % 

surface coverage. Therefore, this coverage represents the critical coverage, dividing 

the magnetic behavior into two different evolutions. Mr/Ms ratio ranges between 0.43 

and 0.58 for Au system and, in the case of V system, between 0.46 and 0.56, describing 

an increase with coverage percentage. Mr/Ms≈ 0.5 at 3.5 % critical coverage 

corresponds to an assembly of randomly oriented macrospins non-interacting with 

uniaxial anisotropy compatible with a Stoner-Wohlfarth model [99]. Thus, there is a 

not an evident contradiction with Stoner-Wohlfarth model at the lowest coverage 

percentages.  

Coercive fields (HC) extracted from all sets of hysteresis loops are displayed in 

figure 5b as a function of the coverage percentage for both Au and V systems. It should 

be noted that, in both systems, the evolution of the coercivity with coverage 

percentage does not reflect a single-domain to multi-domain magnetic transition, or at 

least, there is no evidence of a monotone decrease in the HC curve that reflected a 

multi-domain transition, even though the coverage percentage reached values of 10.6 

% of the full monolayer. 

For all coverage percentages studied, the influence of the matrix that surrounds 

the Co NPs is reflected in the absolute values of the magnetic parameters. Vanadium 
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system presents higher HC values as compared to the gold system. In other words, the 

vanadium matrix hardens the magnetic response of the system. One possible origin for 

such differences between Au and V systems could be the greater role that the 

interface anisotropy plays in V system. Vanadium atoms at the nanoparticles edge can 

enhance this interface anisotropy through surface strains, antiferromagnetic exchange 

and magnetoelastic coupling [61,64]. In the case of gold matrix, this interface 

anisotropy would not play a crucial influence in the Co ferromagnetic behavior of the 

nanoparticles due to the absence of strong coupling [48].  

The continuous increase of HC in both systems could be caused by dipolar 

interactions originated from nanoparticles in direct contact, giving rise to the 

formation of clusters together with a coercivity increase (i.e., nanoparticles undergo an 

enhancement in the barrier against magnetization reversal process and each NP 

cannot reverse independently its magnetization leading to the appearance of a 

collective state) [98]. Henkel Plots and Magnetic Relaxation measurements have been 

performed in order to demonstrate not only the presence of interparticle interactions 

but also their nature and relevance in the studied systems.   

The magnetic relaxation data have been represented as a function of time. In 

Figure 6a we display a representative example of magnetic relaxation measurements 

for 4.4 % coverage in V matrix. Best fits were obtained using a logarithmic decay with 

the time for all surface coverages in both systems. In other words, the reorientation of 

the magnetic moment of each nanoparticle depends on the internal magnetic field, 

which includes the average dipolar field from surrounding nanoparticles [100].  
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Figure 6b shows Henkel Plots in both systems: 5.4 % coverage in Au matrix and 

4.4 % coverage, for V system. ΔM is defined as a function of external applied magnetic 

field, H: 

 

M =Md (H)− Mr()−2Mr(H) =Md (H)− Ms −2Mr(H)  (10) 

Being 

 

Md (H)  the direct current demagnetization response, 

 

Mr() =Ms the 

saturation magnetization and 

 

Mr(H)  is the isothermal remanent magnetization [71]. 

This formalism has been widely used to describe systems with interacting particles. It 

can be observed in figure 6b that ΔM is negative for most of the applied magnetic 

fields. A direct current demagnetization smaller than isothermal remanent 

magnetization suggests an interaction with demagnetizing character [101,102]. This is 

in agreement with the demagnetization due to dipolar interaction as observed by 

Kechrakos and Trohidou by means of Monte Carlo simulation [78]. Both, relaxation 

measurements and Henkel plots demonstrate the presence of dipolar interparticle 

interactions between NPs. The low signal measured in both characterizations makes 

difficult to draw quantitative conclusions on the interactions with the coverage 

percentage or with the matrix. 

In figure 7 we present the representative ZFC and FC magnetization curves 

measured from low (a,b), medium (c,d) and high (e,f) coverage percentage in Au and V 

systems. The diamagnetic contribution of Si substrate and Au matrix are not negligible 

in the magnetization versus temperature curve. The diamagnetic signal is equal to 

610-6 emu at an applied magnetic field of 1500 Oe. I.e., this diamagnetic signal is one 

order of magnitude smaller than the magnetic signal of nanoparticles in Fig. 7. 

Nevertheless, this background is a small constant value independent on temperature, 
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as the magnetization of a diamagnet is independent on temperature. Therefore, M(T) 

curve shape cannot be modified by the background and the magnetization value can 

be hardly increased. However, background contribution is very significant when the 

measurement is performed with high magnetic fields. In the case of the Au/Co/Au 

system, the blocking temperature (TB) that is associated to the maximum of the ZFC 

curve and reflects the transition from the ferromagnetic to the superparamagnetic 

regime has been extracted from the curves. In the case for Au/V/Co/V/Au system, the 

evolution of the ZFC and FC magnetization curves follows a different tendency. The 

large irreversibilities between ZFC and FC curves, point out toward the presence of 

disorder and magnetic frustration in the systems. Indeed, in V system, an anomaly or a 

hint of it can be spotted for low and medium coverages samples at around 50 K (cf. 

figure 7b and 7d) in both, FC and ZFC curves, and that could be interpreted as a spin or 

cluster-glass like transition defined with a Tg transition temperature. At low coverage 

(figure 7a and 7b), the transition temperatures are around 50 K in both systems (55 ± 7 

K in Au and 52 ± 4 K in V). These values are in the range that is also compatible with a 

superparamagnetic/ferromagnetic transition reported for Co nanoparticles of similar 

diameter [52,103,104,105] and might be shadowed in the Au/V/Co/V/Au system due 

to the presence of a spin or cluster-glass like transition. As the coverage percentage is 

increased, the evolution of the magnetization with temperature depends markedly on 

the matrix. For the V system, the Tg is almost suppressed at higher coverage (figure 7f) 

and a broadening of the curves together with a moderate displacement of the blocking 

temperature to higher temperature is observed. For the case of Co NPs embedded in 

Au, a different evolution with the coverage percentage is observed: an extremely 

broad peak at higher temperatures (between 175 K and 235 K) is measured, indicating 
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a wide distribution of energy barriers in the samples. The width of this peak prevents 

the identification of a single blocking temperature. The temperature at which the 

blocking transition occurs primarily depends on particle magnetic volume. A broad 

maximum such as the ones shown in figures 7c and 7e, may result from a wide 

distribution of particle magnetic sizes. A broad peak in ZFC curves is also observed 

when magnetic interactions occur between particles producing a collective magnetic 

behavior, in addition to a possible increase of the magnetic size. In ZFC curves, this 

magnetic size distribution is evidenced by the unblocking of the nanoparticles at 

different temperatures and do not contribute to the net magnetization, whereas, the 

unblocked behavior does not affect the magnetization in the FC measurement. Such 

collective behavior observed in the Au system is not observed in V system, where the 

matrix isolates magnetically the Co NPs and hinders possible collective behaviors. The 

observed differences in the magnetic response highlight the importance of the 

surrounding matrix of NPs. 

Figure 8 represents the evolution of the blocking temperatures extracted from 

magnetization vs. temperature curves (from Fig. 7). There are several standard 

methods to estimate the blocking temperature, TB. In the majority of the literature, the 

blocking temperature has been extracted as the maximum of d(MFC-MZFC)/dT curves as 

a function of the temperature. However, with this procedure, the estimated TB leads to 

a unique average blocking temperature of the system [106]. In our case this method 

does not allow a clear determination of a unique blocking temperature. We have 

rather represented Log(MFC-MZFC) as a function of the temperature for M vs T of Figure 

7 for Au and V systems. For the Au matrix case, we can distinguish two regions that are 

fitted with a 2th order polynomial function. Each minimum of the curve, obtained by 
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the fitting differentiate, defines a blocking temperature (Fig. 8). For the V matrix case, 

only one region can be distinguished, which leads to only one blocking temperature. 

Figure 8 has been presented in order to highlight the different magnetic behaviors 

between the systems with V and Au matrixes. In the case of Au matrix, TB1 (red circles) 

is the blocking temperature associated to the magnetic response of 10 nm physically 

isolated NPs. TB2 (open squares) corresponds to the assembly of NPs that have 

agglomerated and therefore display a bigger magnetic volume as a result of 

inteparticles dipolar interactions. The huge deviations of the blocking temperatures 

reveal different magnetic responses of both systems. 

The possible higher interface anisotropy in the case of V system in comparison 

with the Au system, does not explain the higher TB in Au system for coverage higher 

than 3.5 %. These tendencies are in contradiction with other previous works [33,107]. 

Tamion et al. and Rohart et al. reported that the higher effective anisotropy is, the 

higher values of the characteristic magnetic parameters are. Moreover, Domingo et al. 

and Skumryev et al., reported that in the case of Co-CoO exchange biased systems, the 

exchange anisotropy between ferromagnetic core and antiferromagnetic shell induced 

a shift of the superparamagnetic limit to higher temperatures and an increased 

coercivity [53,108]. Therefore, in our cases the difference in TB between the two 

systems at coverages higher than 3.5 % cannot be explained by a rise of the interface 

anisotropy in the V system. 

As surface coverage increases, the number of interacting Co nanoparticles rises. 

When the percentage is higher than 3.5 %, magnetic clusters of interacting 

nanoparticles start to be relevant and give rise to the modification of the magnetic 
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properties. The direct exchange interaction can be negligible when the average edge-

to-edge distance between neighbor nanoparticles is higher than 10 nm and in that case 

the magnetic properties of the nanoparticles are determined by the energy field dipole 

and magnetic anisotropy energies [100]. However, at 10.6 % surface coverage, 48 % of 

the first neighbor’s distance is lower than 10 nm, where direct exchange interactions 

can exist (Fig. 2). In addition, ΔM measurements have evidenced the presence of 

exchange interactions (ΔM > 0 at several external applied magnetic fields) although 

dipolar interactions are dominant (ΔM < 0, Fig. 6b). The increase in the TB with particle 

coverage has been reported and attributed to dipolar interactions between particles 

[109,110,111,112,113,114,115]. At high coverage percentages, strong dipolar fields of 

coherent clusters are formed, favored by the increase of direct exchange interaction 

[116] that results from reduced interparticle distances. These dipolar fields are likely to 

introduce an extra anisotropy in the system and induce the increase of TB2 [53,117] 

whereas TB1 ranges between 49 ± 9 K and 78 ± 14 K. Interactions are able to overcome 

the thermal decay and shift the superparamagnetic transition to higher temperature. 

This is the case of Au matrix were the dipolar interactions influence the magnetic 

behavior of the Au system [53]. In addition, the presence of a magnetic size 

distribution increases the maximum broadening of ZFC curves and explains the 

magnetic response displayed in Figures 7c and 7e. Therefore, Au matrix does not 

screen the magnetic interactions between nanoparticles, leading to a collective 

behavior at higher coverage percentages in accordance to the relaxation time 

measurements and Henkel plots (Fig. 6). Moreover, the FC magnetization curve is 

distorted experiencing a bowing to lower values below the blocking temperature, 
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which is a fingerprint of a contribution of collective interactions between nanoparticles 

[118,119]. 

In the vanadium case, the absence of collective behavior between 

nanoparticles is reflected in the nearly constant value of Tg with coverage and can be 

explained taking into account a spin glassy like behavior at the interface. This behavior 

may be caused by the combination of two factors. The first one takes into account the 

difference between the magnetic behavior of the particle surface from that 

corresponding to the core, due to the lower coordination number of the outermost 

atoms. The second factor is the antiferromagnetic coupling between V and Co at the 

Co-V interface together with the V induced magnetic moment and reduced Co atomic 

magnetic moment [59,60,62,63,64,65,66]. The reduced coordination between surface 

spins that induces spin canting and the presence of antiferromagnetic order are 

compatible with a spin or cluster-glass like behavior at the surface [30,88,120,121]. In 

other words, the presence of short-range correlated areas that remain limited in size 

and noncollinear ordering of magnetic moments define the magnetic state at the Co-V 

interface. A canonical spin glass could be defined as a magnetic system with a 

combination of ferromagnetic and antiferromagnetic interactions, characterized by a 

cooperative and random freezing of spins at a transition temperature, Tf. Below Tf a 

high irreversibility develops. The main contributions are mixed interactions, 

competition among them (frustration) and disorder. The formation of a spin glass like 

surface layer is the most reliable explanation for the experimental evidence presented 

in our work: i) The anomaly or sharp maximum around 50 K (colored zone in grey in 

Figures 7b and 7d), hardly observed in gold system. Similar behavior has been 

described in other nanoparticles systems [122,123] in which, decreasing temperature, 
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surface-spin fluctuations slow down and short-range interactions between surface 

spins develop, result in a progressive formation of regions of magnetically correlated 

spins of growing size that finally give rise to a frozen, disordered surface-spin state 

(likely a cluster-glass state). ii) The observed difference in the values of TB1 and Tg in Fig. 

8 at coverage percentages equal or higher than 3.5 %. iii) The antiferromagnetic 

polarization between V and Co at an interface with high structural disorder. This 

polarization was demonstrated in thin films [59,60]. On the other hand, it is known 

that surface effects result basically from symmetry breaking of the lattice, which leads 

to site-specific, generally unidirectional, surface anisotropy, and from broken exchange 

bonds, which lead to surface spin misalignment with respect to the ordered core spins 

and to surface spin disorder and frustration, for small enough particle sizes, as 

reported for ferrimagnetic particles [124,125], and references there in. In this context, 

we show here that the disorder at the Co/V interface, when it is located at a 

nanoparticle surface can induce the formation of a spin glass like stage. The Co-V 

disordered magnetic interface screens the magnetic interactions between 

nanoparticles preventing a collective response of the system. This also explains the 

higher magnetic hardening in comparison with Au system (Fig. 5b). Finally, the 

observed difference in the values of TB1 and Tg in Fig. 8 at coverage percentages equal 

or higher than 3.5 % is compatible with the tendency of magnetic sizes deduced from 

the fits with modified Langevin function with T* in both systems. 

 

IV – Conclusions  
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We have analyzed the magnetic response of well-characterized Co 

nanoparticles of 10.3 nm average diameter embedded in Au and V matrixes and with 

different coverage percentage of a monolayer (from 1.7 to 10.6 %). In both, Au and V 

systems, 3.5 % represents the critical coverage percentage at which there is a change 

in the tendency of the magnetic parameters extracted from the hysteresis curves, TB 

and the evolution of the average interparticle distance of the studied systems. Below 

this coverage threshold, i) nanoparticles are randomly distributed and ii) the 

interparticle distance is such that Co nanoparticles present the magnetic response of 

isolated nanoparticles. Above this critical coverage, interparticle interactions start 

playing an important role on the final magnetic response of the system in the 

Au/Co/Au case. The final location of each NP during the deposition is influenced by the 

already deposited NPs, which results in a distribution that is not totally random. The 

system morphology evolves towards the formation of coherent clusters, associated to 

the nanoparticles agglomeration that has been attributed to interparticle interactions. 

Henkel plots and magnetic relaxation measurements have demonstrated not only the 

presence of interparticle interactions but also their dipolar nature and relevance in the 

studied systems. Moreover, independently of the magnetic volume studied in this 

work, the single-domain magnetic nature seems to be maintained.  

As the surface coverage increases above the critical value, changes in the 

magnetic properties are observed that also depend on the matrix element. In Au 

system, there is a size distribution that results in a competition between isolated 

nanoparticles and nanoparticles that act collectively. Its magnetic response is 

influenced by dipolar interparticle interactions, leading to two blocking temperatures. 
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On the other hand, V matrix has a larger influence on the final magnetic 

response of the system. The different magnetic behavior between core and non-

ferromagnetic shell of the nanoparticles, in addition to antiferromagnetic coupling 

between V and Co surface spins, make the system more complex and more difficult to 

be reversed by the magnetic field. This adds more magnetic frustration in the V-system 

enhancing the glassy behavior that appears through the anomaly detected at around 

50 K. This magnetic disorder would prevent the dipolar interaction between the 

ferromagnetic cores. We observed a unique nearly constant value of Tg. Hence, V 

system presents higher HC with regard to Au system. 
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Figures 

 

Figure 1. 1 µm x 1 µm AFM images of 2.4 % (a), 5.4 % (b) and 10.6 % (c) surface 
coverage of cobalt nanoparticle deposits onto Si(100) substrates. Each coverage 
percentage is in terms of a monolayer. Insets correspond to the profiles extracted from 
the blue lines in the AFM images. AFM equivalent representation displaying the 
distribution of the nanoparticles in the case of 2.4 % (b), 5.4 % (d) and 10.6 % (f) where 
each nanoparticle identified by AFM image is a dot with diameter 10 nm. 550 x 550 
nm2 TEM image of Co nanoparticles deposited on a TEM grid. Inset corresponds to 
diameter histogram obtained from the statistical events of several TEM images. A 
lognormal distribution has performed as fitting function.   
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Figure 2. (a) Schematic definition of first, second and third neighbors distance using an 
AFM image. (b) Representation of the experimental first, second and third neighbors 
interparticle average distance as a function of the coverage percentage. 

 

 

Figure 3. Representation of the experimental and simulated average first neighbor 
distance as a function of the coverage percentage. Inset corresponds to the difference 
between experimental and simulated curves (Δ, black line) and the Δ differentiate (δΔ, 
blue line).  
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Figure 4. Normalized hysteresis loops of Au/V/Co/V/Au system for 5.4 % coverage 
percentage: measured at 300 K and fitted to modified Langevin function (a) and 
measured at 10 K following the Zero Field Cooled (ZFC) and Field Cooled (FC) 
procedure (b). Overlap of normalized hysteresis loops of some representative coverage 
percentages of Au/Co/Au (c) and Au/V/Co/V/Au systems (d) measured at 10 K 
following the FC procedure.  
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Figure 5. Comparative representation of remanent magnetization normalized to 
saturation magnetization (a) and coercive field (b) as a function of the Co coverage 
percentage in vanadium and gold systems. The values were extracted from the 
measured hysteresis loops.  
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Figure 6. Magnetic relaxation as a function of the time for Au/V/Co/V/Au system with 
5.4 % coverage of Co NPs (a). A logarithmic decay is presented. Henkel Plot for 5.4 % 
Au/Co/Au and 4.4 % Au/V/Co/V/Au systems (b).  
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Figure 7. Zero Field Cooled (ZFC) and FC evolution of the magnetization as a function of 
temperature for Au system with 2.6 % (a), 5.4 % (c) and 10.0 % (e) Co percentages of a 
monolayer and V system with 2.8 % (b), 4.4 % (d) and 10.0 % (e) Co percentages of a 
monolayer. 

 

 

Figure 8. Transition temperatures of the Au/Co/Au and Au/V/Co/V/Au systems 
extracted from the magnetization vs. temperature curves (Fig. 6) as a function of 
coverage percentage. In the case of Co nanoparticles embedded in Au matrix, there 
are two blocking temperatures. TB1 corresponds to the blocking temperature for 
isolated nanoparticles. TB2 is the blocking temperature associated to nanoparticles’ 
population acting collectively.  
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