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Abstract
We explore the dynamics of dense streamer channel fronts. We introduce a novel, fully
three-dimensional, adaptive mesh refinement streamer simulation code, which leverages the
power of general-purpose graphical processing units to accelerate computations. Our code
enables the simulation of systems comprising several parallel-propagating streamers, using
appropriate boundary conditions to emulate an infinitely extended front of positive streamers in
ambient air. Our findings reveal that denser streamer packings result in slower front propagation
and increased electric field screening within the streamers. To interpret these results and
progress towards developing a coarse-grained corona model, we present a streamlined model
that effectively approximates the behavior of the comprehensive microscopic system.

Keywords: streamer, streamer front, electrical discharge, GPU, adaptive mesh refinement

1. Introduction

A streamer discharge is a weakly ionized filament that propag-
ates by enhancing the electric field in its tip, where electrons
gain enough energy to further ionize the embedding medium
[1]. Because this mode of propagation is driven by fast elec-
trons and does not require significative heating of the medium,
streamers are initiated more readily than other types of gas
discharges. They often precede and surround hot discharges
such as leaders [2, 3] and, in the presence of a spatially exten-
ded electric field, streamers can form complex filamentary
structures. One example of these structures where individual
streamers can be optically resolved are upper-atmospheric dis-
charges called sprites [4–7]. Fast breakdown occurring within
thunderclouds is presumably also composed of streamer chan-
nels, possibly numbering around 108 [8, 9] per event, although
in this case individual streamers have never been independ-
ently observed. Fast breakdown [10–12] is the likely source
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of narrow bipolar events, which are very low frequency radio
pulses with durations of tens of microseconds, associated with
high frequency radiation [13–15] and also of Blue LUminous
Events (BLUEs) [9, 16, 17] optical emissions emanating from
thunderclouds.

In sprites, in fast breakdown and in the corona that sur-
rounds a leader there is a large number of simultaneously
propagating streamers. One natural question to ask about these
phenomena is whether streamer interaction has to be con-
sidered and, in that case, what is its influence on the global
dynamics of the streamer system. The collective dynamics
of streamer fronts have been investigated previously with
models that treated streamers as one-dimensional advancing
conductors [18, 19] but a detailed, microscopical model of a
streamer front requires expensive, three-dimensional compu-
tations that only recently have become within reach [20–22].

Here we apply a new code that combines adaptive mesh
refinement (AMR) with graphical processing unit (GPU) com-
putations to simulate the interactions between parallel stream-
ers in a sufficiently dense front. Whereas AMR allows us to
reduce the number of computations per time step, running
these computations in a GPU allows us to perform many of
these computations in parallel, achieving a higher throughput
(that is, more operations per second). GPUs perform well
for our task of solving the partial differential equations for
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streamer evolution because most of the computations consist
in applying relatively simple operations to each cell inside a
structured grid, which a GPU can process in parallel.

As we describe below, the physical system that we simulate
is an infinite, planar front of positive streamers propagating in
a common direction. We model this infinite front by a lattice
of identical square blocks, each containing a few streamers. In
practice only one of these blocks needs to be considered in the
simulation, the remaining lattice being taking into account by
imposing periodic boundary conditions. The dynamics of the
front is partly determined by the surface density of streamers,
which we adjust by means of the number of streamers inside
the representative lattice cell. We consider cases where the
density is high enough that the interaction affects the streamer
propagation.

This article is divided as follows: in section 2 we describe
our microscopic streamer model and geometrical configura-
tion, section 3 reports simulation results that are discussed
with the aid of a macroscopic model in section 4 and finally
section 5 provides some concluding remarks.

2. Model and configuration

2.1. Numerical implementation

The simulation code uses tree-based structured AMR (SAMR)
and it features a total variation diminishing (TVD) method for
the drift-diffusion equation based on the monotonized central
(MC) flux limiter [23], and full approximation scheme (FAS)
full multigrid (FMG) to solve the Poisson and Helmholtz
equations [24].

An adaptive mesh was required since streamers are
multiscale phenomena that cover a great span of spatial scales.
However, as discussed in [25], there are different types of
AMR to choose from. The twomain classes of AMRare: struc-
tured AMR (SAMR), and unstructured AMR (UAMR). From
our investigation, we found that UAMR (the common example
of which is the finite element method (FEM) meshes) is most
suited for a mesh that will change little in time. Streamer beha-
vior is at odds with this requirement because the tip of the
streamer (the region that requires the highest resolution) is in
constant movement.

Still, within SAMR there are two main approaches: tree-
based SAMR, and patch-based SAMR. Tree-based SAMR
usually refers to a quadtree or octree data structure where
each node corresponds to a cell. However, here we associate
each node to a small square or cubic patch of cells. Patch-based
SAMR, uses a base grid to cover the entire domain of the sim-
ulation, and then uses a collection of rectangular patches to
cover the regions that require more resolution. We found the
distinction here to be similar to the one between SAMR and
UAMR. The more structured of the two, Tree-Based, is better
suited for meshes that have to constantly change in time, as is
our case.

The final mesh, which we exemplify in figure 1, is also
well suited for parallelization, particularly on GPUs. This is

because all the patches have the same structure independently
of the resolution.

However, figure 1 only shows a static snapshot of the mesh.
During an actual simulation, the mesh will have to adapt to the
local need for resolution (or lack thereof). To do this we will
define a criterium based on local and global characteristics that
will define for each grid cell whether it needs a finer grid or it
can have a coarser grid. Then, for each quadrant or octant of a
patch wewill create a finer patch if a single cell requires higher
resolution. If all cells in the patch can work with lower resolu-
tion that patch is marked for removal. We provide an example
of the adaptive grid in one of our simulations in figure 2.

When designing a GPU-based application there are usually
two main options to choose from: CUDA or OpenCL. In this
case, we chose CUDA because of its wider range of numerical
libraries, because it supports more C++ code features, and
because it is more often available in computing servers. We
run all our simulations in Nvidia Tesla P100 accelerator cards
(released in 2016, 12GB of high-bandwidth memory, theoret-
ical peak double-precision performance of 4.7 TFLOPS, i.e.
4.7× 1012 floating-point operations per second).

Regarding the programming language, two common
choices are to directly develop in C++ or use PyCUDA.
Although PyCUDA can reduce the development time by min-
imizing the code length, it suffers from an outdated interface
and misses features from newer CUDA versions. So, we chose
to write directly in C++.

Performant GPU-based computations rely on methods
called kernels than simultaneously apply an operation to a
large number of elementary input data (for example, all cells
in the domain of a streamer simulation). Launching each ker-
nel as a significant overhead, so ideally one has to minimize
the number of launchings.

Most of the compute-intensive calculations needed
throughout one of our simulations can be implemented inde-
pendently on each patch (figure 3) and therefore a single
kernel suffices. However, for this to be possible the commu-
nication between patches needs to as efficient as possible.
To achieve this we keep a data structure where each patch
has easy access to the patches it needs to fill its ghost cells.
We improve performance further by using a single kernel
launch per refinement level of the mesh. The kernel covers
all the ghost cell boundaries, including direct copy, iterpola-
tion, and boundary conditions. Although this uses branching
in the code—usually a problem for GPUs—as long as the
boundaries have at least 32 cells, the cost is reasonably small
because the kernel operations are divided into small subsets
(warps) and we ensure that all operations inside a warp are
equivalent.

2.2. Physical model and configuration

We use a fluid model for streamers in dry air at atmospheric
pressure as previously described in other streamer studies [1,
26–28]. We consider electrons that drift and diffuse at rates
that depend on the local electric field. The electron number
density ne follows
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Figure 1. Two-dimensional example of tree-based SAMR grid used in our simulation code. Notice the use of ghost cells which are used to
communicate data between the patches.

Figure 2. Example of adaptive mesh refinement (AMR) in our
code. For one of our simulations with the system and configuration
described in section 2.2 (in this case four streamer seeds) we plot
the electric field in the plane x= 1.955cm at time t= 30ns,
together with the intersections with the oct-tree cube blocks that
form the mesh. Each block consists of 8× 8× 8 grid cells. The plot
represents the same simulation and time instant as figure 5.

∂ne
∂t

−∇ · (neµE+D∇ne) = Sl+ Sph, (1)

where µ is the electron mobility, D is a scalar electron diffu-
sion coefficient, Sl is the net local ionization rate and Sph is

the source of free electrons due to photo-ionization. Positive
and negative ions, being much heavier than electrons, are con-
sidered immobile. We neglect ion-ion or electron-ion recom-
bination so positive and negative ions can be added into a
single variable ni. This is governed by

∂ni
∂t

= Sl+ Sph. (2)

The net charge resulting from electrons and ion generates an
electric field E=−∇ϕ where the electrostatic potential ϕ sat-
isfies Poisson’s equation

ϵ0∇2ϕ =−e(ni − ne), (3)

where ϵ0 is the vacuum permittivity and e is the elementary
charge.

The local ionization source includes impact ionization and
attachment, both dissociative and three-body:

Si = νeffne, (4)

where νeff is an effective net ionization rate. The second source
of ionization is photo-ionization, which is modeled through a
non-local term; for this we follow Zhelezniak’s model [29],
whichwe approximate by solving a set of Helmholtz equations
[30] using the two-term fit described by [31].

In order to facilitate the validation of our code (see
appendix) and the comparison with existing streamer codes,
for the electron mobility µ and diffusion coefficient D as well
as for the net ionization rate νeff we use the functional forms
described in [28].

The configuration used in our simulations is sketched in
figure 4. We model a planar front composed by a large number
of streamers propagating approximately in parallel in the z dir-
ection. To make this system feasible for numerical simulations
we divide the xy plane into an infinite lattice of square cells
with a side length L and consider identical dynamics for each
cell. With this simplification we reduce the system to the sim-
ulation of a single cell on which we impose periodic boundary
conditions on each of its four sides. As we see below, each

3
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Figure 3. Scheme of the internal representation of the computational grid. At each refinement level grid is divided into blocks with identical
size (left) that are then arranged into a tree structure (right). Given a tree structure, we compute the necessary data structures to store the
connections between nodes. These structures are used to communicate the boundary conditions for blocks efficiently in a single kernel
launch for each computational level.

Figure 4. Sketch of the geometry used in our simulations. We consider an infinite, periodically arranged system of positive streamers
propagating almost in parallel between two electrodes separated a distance H. The system is composed by a square cell of side L that repeats
indefinitely in the two directions perpendicular to the propagation; this is modeled by considering a simulation domain with size L× L×H
on which we impose periodic boundary conditions in the lateral boundaries (left picture). The sketch represents a configuration of two
streamers per cell.

cell contains from one to five streamers. A similar approach
to modeling streamer fronts was undertaken by [32], although
there the emphasis was on reproducing 2D (planar) analytical
results.

Modeling the front as a periodic lattice adds a long-range
order to the front which is not present in real streamer coro-
nas. The assumption here is that for long-range interactions
the precise locations of companion streamers are not import-
ant. However, the interaction between close neighbors must be
modeled with some detail, which is why several streamers are
included in our computational domain.

All our simulations share similar initial conditions. The
simulation box has dimensions L= 4.096cm and H=
8.192cm (respectively 212 and 213 × 10µm). A uniform
electric field is established by setting a potential ϕ= 0 on
the bottom plate (where the streamer seeds are placed) and

a potential of ϕ = 204.8kV on the top plate, generating a
background electric field of E= 2.5MVm−1, which we selec-
ted as representative of a high electric field but lower than the
breakdown field. To initiate the streamers several seeds, with
equal densities of electrons and positive ions, are placed ran-
domly on the bottom plate (anode, to initiate positive stream-
ers). Each seed is a super-Gaussian cylinder capped with a
super-Gaussian semi-sphere, resulting in the following initial
electron density for N initial seeds:

n(x) = nbg +
N∑
i=1

(nmax − nbg)

×

 exp
(
− |x−xi−x·̂z|6

r6

)
if |x · ẑ|< l− r

exp
(
− |x−xi−(l−r)ẑ|6

r6

)
if |x · ẑ|⩾ l− r

, (5)

4
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where xi is the center of the randomly placed ith seed (always
in the z= 0 plane), the maximum density is nmax = 1019m−3,
the seed radius is r= 0.5mm, and the seed length is l= 2mm.
With our parameters the probability of two seeds being close
enough to produce a single streamer was low and we did not
observe such an event. Finally, a background ionization nbg =
1015m−3 is added throughout the simulation box.

One of the big challenges was to create a refinement cri-
terium specific for streamer simulations. We start by defining
3 levels of refinement that take into account the time t:

• high: set to 10µm until t= 14ns and to 20µm afterwards;
• medium: set to 20µm until t= 15ns and to 40µm after-
wards;

• low: set to 40µm until t= 16ns and to 80µm afterwards;

By adapting the highest resolution we limit the number of
patches in late stages of the simulation, which require less
resolution due to larger streamer radius. We also run simula-
tions without this reduction and noticed negligible difference
in the results despite significantly longer simulation times. The
staggered lowering of the resolution for each level prevents the
simultaneous collapse of multiple resolution levels. The con-
ditions for each level are as follows:

• high: if S1ph > 1× 1020m−3s−1 until 7ns and if S1ph > 2×
1020m−3s−1, afterwards;

• medium: if 5× 1017m−3 < ne < 2× 1019m−3;
• low: if ne > 1× 1016m−3;

where S1ph is the first term in the Helmoltz approximation of
the photo-ionization as found in [31]. The specific values lis-
ted above were selected as a compromise after testing several
simulations. We checked our refinement criterium in a small-
scale simulation where we compared with a simulation with a
homogeneous high-resolution mesh, seeing no significant dif-
ference in the results. The small differences that we observed
when we reduced the minimum grid size are discussed
below.

3. Results

With the code and configuration described above we run simu-
lations containing from one to five initial seeds, imitating seed
surface densities approximately from 0.06 cm−2 to 0.3 cm−2.
In order to collect meaningful statistics, the initial locations
of the seeds were randomly selected 4 times for each of these
initial densities, resulting in a total of 20 simulations. Table 1
shows the average time taken per simulation depending on the
number of streamers, as well as the number of grid points at
the end of the simulation. We appreciate a sub-linear scaling
of the computational resources required to simulate increasing
numbers of streamers which we attribute to the overlap of the
fine meshes around the streamers.

Figure 5 shows a snapshot from one of the simulations with
four streamers, obtained at time t= 30ns after the start time.
The streamers have similar lengths but in this case one of them

Table 1. Performance of the code for different number of streamers
in the simulation box. Second columns is the average simulation
time in minutes on a Nvidia P100. Third column is the average
number of grid points at the end of the simulation.

Number of streamers Simulation time (min.) Grid points (106)

1 211 18.4
2 354 28.8
3 451 35.5
4 538 40.1
5 626 42.9

Figure 5. State of a simulation with four streamers (a surface
density of 4/L2 ≈ 0.24cm−2) at time t= 30ns. The upper left panel
shows the maximum of the electron density along lines aligned with
the x axis. The upper right panel shows the average magnitude of the
electric fields along these same lines. The lower two panels contain
cuts of the electron density (left) and eclectic field magnitude (right)
at horizontal planes indicated by the dashed lines in the upper
panels.

(to the right) has advanced slightly more. Each streamer car-
ries a positive charge that accumulates mostly around its head.
The effect of this charge on other streamers is to enhance the
electric field of those that are ahead and screen the electric field

5
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Figure 6. Length of the longest streamer for each configuration. The inset shows the location z of the streamer that has travelled the furthest
away from the anode whereas the main plot shows the difference between this distance and the mean distance travelled in simulations with a
single streamer. For each configuration we plot the mean within four samples with the same configuration but different streamer starting
positions (thick line) as well as the standard deviation of these four samples (shaded areas). Differences between simulations with the same
number of streamers are in part due to numerical errors, which depend on the relative location between the seeds and the grid.

of those behind. Therefore the spread in propagation length of
all streamers in one simulation increases over time.

Let us now focus on the effect that the presence of neighbor-
ing streamers has on the speed of the front. For each configur-
ation we measured the length of the streamer that has traveled
the furthest away from the inception electrode. The streamer
tip location is defined here as the location of the corresponding
local maximum of the electric field.

Figure 6 shows the average of this maximal length for each
streamer density together with a range of variation estimated
as the standard deviation of the four simulations. We find that
a denser packing of streamers leads to slower propagation.
After 30 ns the simulations with five seeds have propagated
about 8mm less than the single-streamer simulations, which
amounts to about 15% lower average speed. That a higher
density of streamers leads to stronger screening and thus slows
down the streamer propagation was already observed in a sim-
plifiedmodel of a streamer corona around a spherical electrode
[19]. Note however that, as we discussed above, the electric
field in the longest streamer is enhanced by the presence of
surrounding streamers. The fact that this leading streamer is
also slower when surrounded by others is therefore not imme-
diately obvious.

Note that in figure 6 substantial part of the variation
between simulations with the same number of streamers is
due to numerical errors in our simulations. By reducing the
minimum grid size a factor 2 in the simulation with a single
streamer, the length decreased by 1.4% whereas the spread
between simulations decreased by a factor 0.14. The speeds in

our simulations depend also on other, more physical, paramet-
ers such as the background ionization density and the length
of the gap between the electrodes. We did not perform a para-
metric study to determine how far our results generalize to dif-
ferent configurations. For example, some of our simulations
with a background density of 1010m−3 did not finish, pre-
sumably because of streamer branching. Avoiding the branch-
ing of streamers is one the motivations that we selected a
relatively high background density. Nevertheless, we hypo-
thesize that the underlying physical mechanisms that we dis-
cuss below operate also in different scenarios including, for
example, streamer branching.

To understand better our observations and to obtain a more
detailed view of the dynamics of the streamer front, it is use-
ful to define cross-sectional averages of some quantities of
interest. The averaged electron number density and charge
density per streamer read

n̄e(z) =
1
NL2

ˆ
dx dyne(x,y,z), (6a)

q̄(z) =
1
NL2

ˆ
dx dyq(x,y,z), (6b)

where N is the number of streamers in a cell of area L2. Rather
than averaging the electric field across the simulation volume,
it is more informative to measure the electric field that acts on
the electrons inside each streamer. Thus, we define an internal
field Eint by weighting the average with the electron density:

6
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Figure 7. Comparison of simulations with three different streamer surface densities, parametrized by the number of streamers inside a
periodic cell (2, 4 and 5 streamers). Each plot shows quantities of interest derived from cross-sections perpendicular to the axis of
propagation. See the text for precise definitions of each of these quantities.

Eint(z) =
1

NL2n̄e(z)

ˆ
dx dyEz(x,y,z)ne(x,y,z). (7)

With these definitions the cross-sectional averaged elec-
trical current can be approximated as

j̄z =
1
NL2

ˆ
dx dyeµ(E)Ezne ≈ eµ(Eint)Eintn̄e, (8)

with the latest approximation being exact for a constant elec-
tron mobility. The conservation of charge in the direction of
propagation reads

∂q̄
∂t

=−∂ j̄z
∂z

. (9)

Figure 7 shows the evolution of Eint, n̄e(z) and q̄ for our
simulations with 2, 4 and 5 streamers. The following features
are worth pointing out:

(i) The internal electric field is lower in a denser streamer
configuration. With two streamers at t= 30ns the low-
est internal electric field is about 8× 105Vm−1 whereas
in simulations with five streamers this quantity is about
5× 105Vm−1. Because the internal electric field depends
only on values of the electric field inside the streamers,
where the electron density is high, this difference cannot
be attributed to the larger volume occupied by five stream-
ers.

(ii) A higher streamer density leads to lower cross-sectionally
averaged electron density.

(iii) As equations (8) and (9) show, the evolution of the charge
density roughly depends on the product of the internal
field Eint and the averaged electron density n̄e. Both the
electron density and internal fields are lower for simula-
tions with more streamers, leading to lower charge dens-
ities, as seen in the bottom row of the figure.

These points are consistent with previous results of macro-
scopic models such as [19].

4. Discussion

To understand the dynamics described in the previous section
it is useful to look at how the presence of other stream-
ers affects the electrostatic interactions between elements. As
sketched in figure 8, there are two limiting cases of this inter-
action, depending on the distance∆z between a given slice of
a streamer containing on average a charge dQ̄= q̄dz and the
electrons that are affected by this charge.

For small ∆z the interaction is dominated by the effect
of charges inside the same streamer. The effect on the elec-
tric field is proportional to dQ̄ and thus independent of other
streamers. At long range (larger ∆z) neighboring streamers
come into play. In this limit the electrostatic interactionmay be
approximated by that created by an uniformly charged plane
with a surface charge density dσ = NdQ̄ (i.e. it is proportional
to the streamer surface density N/L2).

With these observations in mind, let us return to the beha-
vior of the fastest-propagating streamer discussed above and
plotted in figure 6. The interaction of neighboring stream-
ers has two competing effects on the velocity of this leading
streamer:

(i) The electric field at the tip increases due to the contribu-
tion of the positive charges of streamers that have been left
behind.

(ii) These same charges have the opposite effect of decreasing
the electric field in the interior of the leading streamer. This
limits the amount of charge transported to the tip, reducing
the field at the streamer tip.

7



Plasma Sources Sci. Technol. 32 (2023) 095010 M B Teixeira-Gomes et al

Figure 8. Different limits of the electrostatic interaction as seen by a slab of electrons in a streamer (green disks). At short distances
(a) only charges in the same streamer interact significantly with the streamer: in this range the presence of neighboring streamers is
irrelevant. At longer distances (b) electrons are affected by interactions from all streamers and the presence of neighboring streamers
becomes more relevant.

For point (i) it is mostly the short-range interaction that
is important, whereas point (ii) is more dependent on the
long-range interaction and therefore it is much more affected
by the presence of other streamers. This would explain the
slower propagation of denser configurations.

4.1. Macroscopic one-dimensional model

In order to check our understanding of the physics of dense
coronas and as a first step in the construction of more rigur-
ous coarse-grained models, we present here a simplified, toy
model that can be compared qualitatively with the results of
the rigurous, microscopic model. The full source code of our
implementation of this 1D model is publicly available [33].

We describe the evolution of the averaged variables defined
above, namely q̄(z, t) and n̄e(z, t) together with the location of
the streamer front, ztip(t). Although in the microscopic model
described above the radius of the streamers changes signi-
ficantly over time, in the simplified model we set a constant
radius R= 1mm for all the streamers.

4.1.1. Electrostatic interaction. As we mentioned above, for
the long-range part of the electrostatic interaction the contri-
bution of all streamers to the electric field can be approximated
by that of an uniformly charged plane. The long-range electric
field can thus be written as EL =−∂zϕL where the potential ϕL
satisfies

∂2ϕL
∂z2

=−Nq̄
ϵ0

. (10)

As our goal is to provide a qualitative understanding of
the problem, we employ a simplified model for the short-
range interaction. We assume that electrons are affected by
nearby charges as if the charges are uniformy distributed in
disks with radius R. Thus, the integrated charge density NL2q̄
concentrates in an area πNR2. Besides, we give this interaction

a limited range R, resulting in the following equation for the
short-range potential:

∂2ϕS
∂z2

− ϕS
R2

=− L2q̄
πϵ0R2

, (11)

from where the short-range electric field derives as ES =
−∂zϕS.

We have thus an electric field EL that accounts for interac-
tions in the long-wavelength limit and another one ES for the
short-wavelength limit. When we combine them however, we
must exercise caution as EL does not vanish in the short-range.
We therefore construct a linear combination EL+ cES where
the constant c is selected to obtain the proper short-range beha-
viour, namely

cL2

πR2
+N=

L2

πR2
, (12)

which results in

c= 1− πNR2

L2
= 1− ρ, (13)

where ρ= πNR2/L2 is the fraction of a cross-section covered
by streamers.

After these considerations, our equation for the internal
electric field reads

Eint = EL+(1− ρ)ES+EB, (14)

where EB is an additional, externally imposed electric field.
For the solution of the one-dimensional Poisson equations

for ϕL and ϕS we use homogeneous Dirichlet boundary condi-
tions at both sides of the domain.

8
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Figure 9. Simulation of a streamer model with a simplified one-dimensional model. We plot results for N= 2 and N= 5 streamers. These
results can be compared with figure 7 but note the slightly different snapshot times.

4.1.2. Front velocity. We take the front velocity to be a func-
tion of the peak electric field resulting from (14). Specifically
we use the expression proposed by Naidis [34]. This results in

dztip
dt

= v= FNaidis (max(Eint),R) . (15)

4.1.3. Electron density. The evolution of the electron dens-
ity n̄e combines two components: in the streamer interior it
is determined by electron ionization and attachment whereas
close to the tip it is affected by photoionization and impact
ionization ahead (two processes that we do not include with
any detail in this simplified model). The evolution of elec-
tron density and radius of the streamers is outside the scope
of this paper so here we fix the average electron density after
the passage of the streamer to approximate the results of the
microscopic model. We chose a linearly increasing density
n̄0 = 5× 1018m−4 × ztip (see figure 7). We represent the trans-
ition between head and body by a Gaussian profile with an
e-folding length of R. The resulting equation is

∂n̄e
∂t

=
n̄0v
Rπ1/2

exp

(
−
(z− ztip)

2

R2

)
+ νeff(Eint)n̄eerfc

(
z− ztip
R

)
.

(16)

Here νeff is an effective rate of ionization that includes ioniz-
ation, dissociative and three-body attachment. The prefactor
in the first term is such that its time integration for a uniform
propagation with speed v yields n̄0. The erfc function in the
second term attenuates the effect of ionization close to the
head, where this effect is already included in the first term.

4.1.4. Charge conservation. As we mentioned above, our
definition of the internal electric field Eint leads to a simple
expression for the evolution of the average charge density q̄,
namely equation (9).

4.1.5. Results. Figure 9 shows simulation results from our
simplified model for N= 2 and N= 5 streamers in the same
domain size (L= 4.096cm, H= 8.192cm) and background
electric field EB = 2.5MVm−1 as our detailed, microscopic

9
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simulations. Although crudely, our simplified model cap-
tures the essential features of the electrostatic interactions
in a streamer front. We reproduce the two most remarkable
features of the microscopic simulation: that denser fronts are
slower and exhibit stronger screening inside the streamers.

The values of the charge density q̄ and the internal elec-
tric field Eint derived from the simplified model are reas-
onably close to those of the microscopic simulations (n̄e is
simply selected to match those results). Also the front speed is
similar in both cases (for N= 2 we find v≈ 1.3× 106ms−1

in the microscopic model against v≈ 106ms−1 in the one-
dimensional model). However we have not explored other
parameter regimes so we only claim a qualitative similarity
between the two models.

From our one-dimensional model we conclude that the
dynamics of a dense streamer front can be understood by
thinking in terms of a stronger long-range interaction between
distant points of the system. We propose that this insight
should be applied in future, more accurate models of streamer
coronas.

5. Conclusions

In this study, we have made progress in understanding the
dynamics of streamer plasmas, particularly in the context of
densely packed fronts. We have introduced a novel numerical
code that harnesses the power of modern GPUs for massive
parallelization of arithmetic operations in grid cells, while sim-
ultaneously optimizing performance through the implementa-
tion of a moving, adaptive mesh. This approach has enabled
us to simulate streamer fronts with up to five nearly parallel
streamers.

Our findings reveal that the presence of neighboring
streamers within a front slows down the propagation of even
the fastest streamer in the group. This phenomenon is accom-
panied by lower electric fields within each individual streamer.
Our one-dimensional model offers insights into these charac-
teristics, suggesting that the long-range effect of charges in
a streamer is seemingly enhanced by the presence of other
streamers. While this serves as a heuristic explanation, the true
underlying cause stems from the combined effects of charges
in multiple streamers.

The increased screening inside the streamer channels is
consistent with previous explorations of streamer interactions.
In [32], for the case of a periodic configuration of planar
streamers, it was argued that the front approaches a state of
complete field screening in its wake. These arguments should
be also applicable to our configuration but our streamers did
not propagate long enough to reach this state. On the other
hand, a significant mutual screening was also noticed in [18],
where the outcome was named collective streamer front or,
informally, streamer of streamers. An important difference
between the simulations of [18] and the present work is that
in the former the front naturally developed a curved shape,
which lead to stronger field enhancement around the center
of the corona.

The simultaneous propagation of a multitude of stream-
ers occurs in several contexts and our results point to the

relevance of streamer interactions when streamers are closely
packed. We have investigated fronts at atmospheric pressure
with densities from about 600m−2 (for 1 streamer in each
4cm× 4cm cell) to about 3000m−2 (for five streamers). Let
us provide context to these numbers:

(i) A sprite consists of on the order of 100 streamers within
a radius of about 10 km. This results in a density of about
3× 10−7m−2 which, rescaled to atmospheric pressure,
gives about 1400m−2.

(ii) If fast breakdown [10] consists in a single streamer front
with roughly 108 streamers [8, 9] distributed in an circular
area of radius 100m their streamer density would be about
3000m−2.

(iii) It is difficult to identify single streamers in photographs of
laboratory experiments in meter-wide gaps such as those
by [35]. To obtain order-of-magnitude estimates we may
consider an average distance between branchings at atmo-
spheric pressure of about ℓ= 2cm [36] (see also [37,
38] for similar results after scaling pressure) and that the
transversal spread of the streamer corona is not very dif-
ferent to its longitudinal span (which is the case, at least,
for point-initiated discharges, see e.g. [39] and simula-
tions in [18]). Then after propagating a distance d the front
density would be around exp(d/ℓ)/πd2. This gives a front
density 5000m−2 after propagating a distance d= 10cm.

Based on these examples, it is likely that a streamer corona
often transforms, through branching, into a front densely pop-
ulated with streamers. These closely packed streamers inter-
act in a way that should be considered in future models.
We believe our work represents a step towards developing
coarse-grained models capable of investigating the dynamics
of extensive streamer coronas, potentially involving hundreds
of millions of streamers. Such investigations are currently bey-
ond the reach of existing computational capabilities, but we
hope that our progress lays the foundation for future advance-
ments in this field.
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Figure A1. Results of our code when reproducing the setup of the first test case of [28]. The upper panel shows the electric field in the central
axis of the simulation at intervals of 1 ns. The lower two panels plot the location and of the streamer as a function of time, with the lower
plot showing differences relative to a constant propagation speed v= 0.05cmns−1. These plots should be compared with figure 5 in [28].

Appendix. Code validation

We validated our code by comparing with the streamer simu-
lations described by Bagheri et al [28], namely the first case
setup in that paper. This is a simulation where a streamer
propagates inside a cylindrical domain of height and radius
Lr = Lz = 1.25cm in which there is a potential difference of
18.75 kV between the lower and upper boundaries. A posit-
ive streamer is initiated by means of a spherical non-neutral,
positive-ion Gaussian seed with a peak density N0 = 5×
1018m−3 and a e-folding length σ = 0.4mm. In this setup
photo-ionization is neglected and the streamer propagates due
to a background ionization density of 1013m−3. [28] provides
further details.

In our case, since our code is purely three-dimensional, we
replaced the domain geometry by a square prism with side
length 2Lr and located the initial seed in the center. Figure A1
shows the results of our simulation. The axial field as well as
the location of the streamer head as a function of time closely
reproduce the results of [28].
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