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Abstract—Motion planning is a process of constant negotiation with the rest of the traffic agents and is highly conditioned by their movement prediction. Indeed, an incorrect prediction could cause the motion planning algorithm to adopt overly conservative or reckless behaviors that can eventually become a dangerous driving situation. This paper presents a framework integrating motion planning and interaction-aware motion prediction algorithms, which interact with each other and are able to run in real-time on complex areas such as roundabouts or intersections. The proposed motion prediction strategy generates a multi-modal probabilistic estimation of the future positions and intentions of the surrounding vehicles by taking into account traffic rules, vehicle interaction, road geometry and the reference trajectory of the ego-vehicle; the resulting predictions are fed into a sampling-based maneuver and trajectory planning algorithm that identifies the possible collision points for every generated trajectory candidate and acts accordingly. This framework enables the automated driving system to have a more agile behavior than other strategies that use more simplistic motion prediction models and where the planning stage does not provide feedback. The approach has been successfully evaluated and compared with a state-of-art approach in highly-interactive scenarios generated from public datasets and real-world situations in a software-in-the-loop simulation system.
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I. INTRODUCTION

Autonomous Vehicles (AV) are complex systems with software components that rely on each other to understand their surroundings and produce behaviors that allow them to drive in the real world. Decision-making is one of the critical tasks that AVs need to execute properly. It may become very challenging in crowded or highly dynamic environments, where it is often difficult to accurately predict the motion of traffic agents and generate an acceptable motion pattern accordingly.

To design an optimized decision-making system, the autonomous driving stack has traditionally been implemented as a function disaggregation: behavior planning, motion planning and motion prediction [1]. Under this paradigm, these are separate and sequential components, instantiating methods to predict driver trajectories first and using thereafter these predictions to plan collision-free maneuvers and trajectories in response [2].

Given the safety-critical nature of driving, many existing decision-making systems have primarily focused on safety [3], modeling the surrounding traffic agents as bounded disturbances [4] or evolving with oversimplified motion patterns (e.g., constant speed [5]). In addition to that, many prediction systems do not take into consideration (or do it too simplistically) the traffic agents’ interactions, which are prevalent in traffic scenarios [6]. As a result, the planning components often ignore the mutual impact between the behaviors of AVs and the surrounding actors. This effect often leads to non-human-like behaviors, excessively over-cautious, potentially causing disruptions to the traffic flow and even originating dangerous situations [7].

In addition to the foregoing, decision-making in driving environments with multiple dynamic agents is challenging due to their associated uncertainty. Environment occlusions, sensor noise or data-tracking association errors are some of the measurement-related sources of uncertainty [8]. Also, the vehicle plan must consider the uncertainty regarding the state of nearby agents and, especially, their potential intentions (often conditioned by their interactions with other traffic participants). Both sensing and agents’ evolution uncertainties appear in multiple forms in urban driving situations such as turning at an intersection or changing lanes.

Recent decision architectures try to cope with these demanding requirements using machine learning approaches [9]. However, the unpredictable nature of these techniques can sporadically lead to unreliable predictions, which in turn may have dangerous planning consequences. This can occur when the traffic situation is significantly different from the training dataset.

To overcome these limitations, this paper proposes a decision-making system that predicts a set of consistent probabilistic evolutions of the involved traffic agents and plans accordingly an action that efficiently deals with potential imminent hazards while not overreacting to low probability dangers further into the future. It will be shown how a multi-modal interaction-aware motion prediction system is seamlessly integrated with a sampling-based motion planning algorithm. The former takes into account the interaction between vehicles, road geometry and traffic rules, thus enabling the maneuver and trajectory planner to have a more agile behavior that would not be possible by using more simplistic motion
predictron models. The interactions between prediction and planning modules are shown in Fig. 1 where, in the forward direction, the prediction module indicates to the planner the probable occupied area along a given time horizon; and in the reverse direction, the reference trajectory of the ego-vehicle (EV) influences the predictions for the surrounding vehicles.

Although the prediction method has already been presented in previous publications, it has never been evaluated in real-time coupled with the motion planning algorithm. In this paper, the interactions between planning and predictions are tested in real-time simulations with scenarios obtained from publicly available datasets.

The main contributions of the proposed approach can be summarized as follows:

- A novel decision-making strategy that reproduces the interactions among traffic agents by explicitly considering the mutual interplay between planning and prediction components while keeping a traceable course of action.
- An approach that handles both perception and agents motion uncertainty combining in a real-time setting multimodal probabilistic interaction-aware prediction with a lane-based maneuver planner and a sampling-based trajectory planner.
- A resulting decision-making framework that can be effectively used in highly dynamic urban scenarios. Several relevant urban use cases are exhaustively analyzed in real-time closed-loop experiments. They are extracted from open datasets in intersections and roundabouts where interacting vehicles are densely distributed.

The paper is structured as follows: Section II presents a review of the most relevant related work. Section III describes the complete framework for interaction between planning and prediction and the two cooperating algorithms in detail, Section IV gives an in-depth explanation of the implementation requirements and deployment, Section V describes the experimental setup and the results obtained from testing the presented hypothesis. Finally, Section VI gives a concluding review of the outcome of the project.

II. STATE OF THE ART

Predicting the behavior of traffic participants is a challenging task as human drivers do not always adhere to road rules or conventions producing ultimately complex behaviors. Furthermore, the interaction between actors may cause the driving scene to evolve in many different ways. Motion planning strategies need to transform this uncertainty into efficient, safe, comfortable and explainable motion patterns. To face these challenges, motion prediction and planning, which are two tightly coupled components, have recently received attention as a joint task. These works can be categorized into two main groups: rule-based and learn-based.

A rule-based system consists of a set of predefined rules that mimic human behavior to model the interactions between agents and the environment via logical constraints, whereas a learn-based system makes use of machine learning approaches, such as neural networks, where the behaviors and interactions are self-learned and the outputs are obtained given the environment information.

Rule-based approaches are applied in [10] and [11] where a combination of an Interacting Multiple Model filter with a Kalman Filter is used to predict the future positions of the surrounding vehicles at intersections [10] and highways [11]. In both cases, the trajectory of the ego-vehicle is planned as a constrained optimization problem based on the Model Predictive Control (MPC) framework that takes into account traffic rules and the surrounding vehicles. Due to the uncertainty produced by the Kalman filter, these methods should only be used to predict small prediction horizons. The computation of planning and control by the same algorithm demands low computation time, otherwise, the system might get locked which would not happen when planning and control are decoupled.

With the increased development of artificial intelligence, motion prediction and planning methods based on machine learning have been widely used. Zeng et al. [12] propose an interpretable neural motion planner that takes as input LiDAR data and an HD map and generates a space-time cost volume using a Convolutional Neural Network (CNN) and considering the detection of the obstacles and their future predictions. From this output, trajectories are sampled and the one with the minimum cost is selected. Another CNN is used in [13] where images are taken as input to generate a recurrent prediction of the future semantic map from which the ego-vehicle trajectory is obtained. Combining prediction and planning in end-to-end machine-learning models has shown interesting performances [14] but needs a large dataset to train the models and struggles to guarantee safety when their approach is not flexible enough [15]. In other recent approaches agents’ interactions are characterized using either model-free [16][17] or model-based [18][19][20] prediction techniques, that provide a more consistent understanding in most of driving scenes. However, some of them still require to have large numbers of samples to cover the long tails of the occurrence probability distribution.

Some works are hybrid, using a mixture of rule-based and learn-based techniques. Given LiDAR data and an HD map, the authors in [7] use a Convolutional Neural Network and a spatially-aware Graph Neural Network to extract and predict multi-modal trajectories for the agents at the scene, considering interaction and traffic rules. An MPC controller is used to generate a single common immediate action that is safe to all possible developments of the scene. In [21], the indicators time-to-collision and time headway are computed to assess the risk caused by the surrounding vehicles regarding the ego-vehicle and are used to evaluate candidate sequences of acceleration and lateral position, computed with a radial basis function neural network. These indicators might not be able to fully represent the interaction between vehicles, since they are computed assuming a constant speed model. Huang et al. [22] recently proposed the use of a Dynamic Graph CNN with a nonlinear optimizer that explicitly considers dynamic constraints and traffic rules, enhancing performance and safety.

Most of the existing motion planners occasionally produce scene-unaware outputs, as they often ignore the fact that some agents’ future motion cannot happen at the same time [23]. Some of these planners also assume that the ego-vehicle commits to a single long-term trajectory when in practice it can
execute a short-term action and replan with a high frequency, which can lead to suboptimal and overly conservative trajectories. Motion planners relying on multi-modal probability predictions, such as [24] or [25], have proven to be a good remedy to palliate such undesired behaviors, but they are often built on data-driven frameworks, which may eventually lead to undesired behaviors.

Finally, note that a large number of works have been proposed for highway environments (e.g. [26]), but much less research activity that takes into account both motion planning and motion prediction simultaneously has been identified for other complex driving maneuvers where social interactions are even more relevant, such as roundabouts (e.g. [18]) or intersections (e.g. [10]).

III. ARCHITECTURE

The autonomous driving system proposed in this work is divided into 5 different modules with specific tasks in the driving process: Perception, Digital map, Motion prediction, Motion planning and Control. This section describes the motion prediction and motion planning modules and how they interact to improve the performance of the system. The architecture onboard the autonomous vehicle and the detailed interaction scheme between the motion prediction and the motion planning modules can be seen in Fig. 1.

First, the perception module processes data from the sensors to estimate the surrounding vehicles’ position, shape and speed. The digital map stores information about road elements like lanes or regulatory signals; this map uses the lanelet2 [27] format, which represents drivable areas by modeling its left and right bounds in objects named lanelets; it also creates an adjacency graph using the relationship between adjacent lanelets. The motion planning module receives the lanelet map and creates a global route from the current position of the EV to a goal position. Note that in order to achieve an appropriate performance of the proposed architecture the digital map is expected to be accurate in the lane definition and to have the regulatory elements well defined.

The motion prediction module takes the information about the surrounding vehicles generated by the perception module, the map and the trajectory of the EV to produce a 3D motion grid \( \mathcal{M} = \{M^1, ..., M^{N_P}\} \), \( N_P \in \mathbb{N} \), where \( M^i \) represents the prediction for the \( i^{th} \) timestep and \( N_P \) is the size of the prediction horizon vector, containing the informed motion predictions of the other vehicles (OV). The motion planning module then uses \( \mathcal{M} \), along with other information regarding the current driving scene, to update the reference trajectory (\( \tau_{ref} \)), which complies with safety, comfort and time constraints. This trajectory is fed-back to the motion prediction module, as depicted in Fig. 1, so that the upcoming set of predictions is aware of the ego-vehicle’s intentions. Finally, the control component transforms \( \tau_{ref} \) into the necessary steering wheel, throttle and brake commands for the vehicle to follow the reference trajectory.

The following sections describe in detail the motion prediction and motion planning blocks, which are the main components of the 1A(MP)² architecture proposed in this work. Their interaction and mutual influence are also presented.

A. Interaction Awareness Motion Prediction

The Interaction-Aware Motion Prediction (IAMP) is a probabilistic method that infers the intentions of the surrounding vehicles, using Dynamic Bayesian Network (DBN), and predicts their subsequent via Markov Chains. It explicitly considers interactions, the road layout, and traffic rules, and can be used in any driving context as it does not rely on training data.

At each time step, the vehicle-to-vehicle and vehicle-to-layout interactions are taken into account to infer the probability of stopping or crossing the intersections, the probability of changing lanes, and the probability of being in each of the possible navigable corridors. These intentions are updated every time new sensor data arrives and are fused with multi-modal motion predictions computed with a kinematic model to result in a motion grid used by the EV to navigate through the scene.
The grid-based representation of the predictions takes into account the uncertainties both in the motion model and in the input data, resulting in a more reliable and robust prediction when compared with a point-based trajectory prediction. Besides, it offers a probability distribution over possible future trajectories of the surrounding vehicles, allowing the motion planner to understand the likelihood of different outcomes in a better way. This helps the EV to make more cautious decisions when facing uncertain situations where the interactions between vehicles are high.

The algorithm is summarized in the flowchart from Fig. 2. Each state is extensively described in [28] and will be briefly reviewed here.

1) Corridors: A navigation corridor $C^i$, $i = 1, 2, ..., N$, is a lanelet sequence that represents a possible route a vehicle might take. Firstly, the lanelets the vehicle is at are found using its pose. Secondly, a graph search for adjacent lanelets is done beginning with the vehicle lanelets, until the maximum reachable distance within a time horizon is reached. For every corridor, a road-shaped grid is created, over which the motion prediction is projected. This grid is obtained from the centerline of the corridor, which is adapted every iteration to be as close as possible to the vehicle’s center.

2) Relations: The interactions obtained from the set of corridors $C$ and the map are threefold: lateral relation, corridor-to-intersection (distance to intersections) and corridor-to-corridor (corridors dependencies);

- lateral relation: for each target vehicle, a search of the surrounding vehicles is performed, and the resulting bumper-to-bumper distances and speeds are stored.
- corridor-to-intersection: the intersections each corridor goes through are determined by intersecting the lanelet’s identifiers of the corridor with the ones from the intersections. For all intersections a corridor goes through, the distance to the intersection is computed in the Frenet frame. The entrance through which the corridor passes is also determined.
- corridor-to-corridor: determines which corridor will influence the predictions of the other, acting as an obstacle ahead. The centrelines of all corridors are pairwise intersected, generating a list of possible collisions. Based on a set of rules, one (if any) corridor is selected as the corridor influencing the motion of a vehicle in a given corridor.

3) Intention’s inference: The Dynamic Bayesian Network (DBN) proposed in [29] inspired the one implemented here to compute the intention of traffic participants. The network represented in Fig. 3 is instantiated for each of the vehicles present in the scene, where bold arrows represent the influences of the other vehicles on vehicle $n$ through some key variables $(E^e_t, I^e_t, R^e_t, \Phi^e_t, Z^e_t)$.

- Expected maneuver $E^e_t$: reflects the expected behavior of the vehicle $n$ at moment $t$ in accordance with traffic laws.
- Intended maneuver $I^e_t$: reflects the intention of the vehicle.
- Route $R^e_t$: contains the desired route followed by the vehicle.

- Physical vehicle state $\Phi^e_t$: represents the pose, curvature, and speed of the vehicle. They are determined at each instant based on the vehicles’ intentions.
- Measurements $Z^e_t$: represents the real measurements of the physical state of the vehicle, obtained directly from exteroceptive sensors of the EV or via V2X communications [30].

The relationships between the variables in Fig. 3 allow the following generalized distribution to model the driving scene:

$$
P(E_{0:t}, I_{0:t}, R_{0:t}, \Phi_{0:t}, Z_{0:t}) = \prod_{t=1}^{T} \prod_{n=1}^{N} P(E^e_t | R_{t-1} \Phi_{t-1}) \times P(I^e_t | I_{t-1} E^e_t) \times P(\Phi^e_t | \Phi_{t-1} R^e_t I^e_t) \times P(Z^e_t | \Phi^e_t)$$

Since an exact inference of (1) is generally impractical, a particle filter is employed to estimate the hidden states $E_t$, $I_t$, $R_t$ and $\Phi_t$, given the observed variables $Z_t$. This process is detailed in [31].

4) Motion prediction: The computation of the predictions of the surrounding vehicles is inspired by the method proposed by [32].

The system dynamics are abstracted into Markov chains, where the state space $X$ and input space $U$ are discretized into intervals. The state space consists of longitudinal position $s$ and speed $v$, and the input space represents the potential acceleration a vehicle might use.

The transition probability matrices of the Markov chains for a time step $Y(\Delta t)$, and for a time interval $Y([0, \Delta t])$, where $\Delta t$ is the time increment, are computed offline with Monte Carlo simulation [32], using the following differential equation as the vehicle’s longitudinal dynamics:

$$\begin{align*}
\dot{s} &= v \\
\dot{v} &= \begin{cases} 
\alpha_{\text{max}} u, & 0 < v < v_{\text{max}} \\
0, & v \leq 0 \lor v \geq v_{\text{max}}
\end{cases}
\end{align*}$$

where $\alpha_{\text{max}}$ and $v_{\text{max}}$ are the maximum allowed acceleration and speed, respectively, and $u$ is sampled for the discretized input space $U$. 

Fig. 3. Bayesian network for two consecutive time steps.
The states probability distributions for future time steps $p(t_{k+1})$ and time intervals $p(t_k,t_{k+1})$ are computed as follows:

$$p(t_{k+1}) = \Gamma(t_k)Y(\Delta t)p(t_k)$$
$$p(t_k,t_{k+1}) = Y([0,\Delta t])p(t_k)$$

where $\Gamma(t_k)$ is the input transition matrix that represents the transition probabilities between the input states.

The complete diagram that summarizes the process can be seen in Fig. 4. Below, the system is described briefly but for a more in-depth account, the reader is referred to [28]. In order to compute $\Gamma(t_k)$ it is necessary to process the scene and find out all the corridors (Stage 1) and the dependencies between vehicles and with the layout, which happens in Stage 2. Once the interactions are found, they are used to produce acceleration profiles $A$ for each vehicle in Stage 3, which take into account the longitudinal intention decay $I_{\text{decay}}$ (obtained from $I^k_t$ and the relations at the intersections) and the occupancy probability $O_{\text{prob}}$ of the corridor causing the dependency (if any).

In Stage 4, the acceleration profiles $A$ are used to generate individual equiprobable predictions for each car and corridor. Then, the DBN is used to infer each corridor’s probability $C_{\text{prob}}$ in Stage 5. Finally, the predictions of each corridor are fused together with their probabilities to generate a three-dimensional motion grid $M$ in Stage 6. In Stages 4 and 6 from Fig. 4, the color of the predictions (for the last time interval) matches the color of the vehicles. At the end of each iteration, the motion grid is compressed and sent to the motion planner which evaluates the possible threats that the EV might face when pursuing its current path.

Since the trajectory $\tau_{\text{ref}}$ of EV is known, it is expected that the OVs will act accordingly and the predictions of the surrounding OVs will be influenced by $\tau_{\text{ref}}$. An example of the effects of knowing the trajectory is presented in Fig. 5, where for the same initial conditions, the EV has two different trajectories: one is to go straight (Fig. 5a) and the other one is to do a right turn at the intersection (Fig. 5b). As can be seen, the predictions for the green OV take the EV’s motion plan into account and reacts differently to the different $\tau_{\text{ref}}$. The difference in the predictions is due to the different speed profiles caused by the curvature of the EV’s path (note the different accelerations at each trajectory). It is important to notice that the EV does not always have priority over the other vehicles. Its trajectory takes into account traffic signs and the interaction with the other agents through the motion grid, as explained in the next section.

**B. Motion Planning**

The motion planning module used in this work is divided into two main components, a maneuver planner and a trajectory generator. This hierarchical architecture has been proven to be efficient on autonomous driving systems [33] since it allows to solve complex driving urban scenarios such as changing to a more convenient lane, waiting on a pedestrian.
Fig. 5. Motion grid showing 3 prediction instants inside the prediction horizon, considering two different trajectories \( \tau_{\text{ref}} \) (in blue) for the EV: (a) going straight. (b) turning right.

Fig. 6. Motion planning architecture.

crossing, merging efficiently on a roundabout, or handling a crossroad intersection properly. The maneuver planner selects the most appropriate navigation corridor for the EV and also establishes a behavior that adapts according to the traffic regulatory signals. The trajectory generator creates a set of trajectory candidates \( \mathcal{T} = \{ \tau^1, ..., \tau^N \} \), each of which consists of a path and a speed profile, that take into account the conditions set by the maneuver planner and the motion grid \( \mathcal{M} \). The best candidate is selected as a reference trajectory \( \tau_{\text{ref}} \) using a multi-objective merit function. The architecture of the motion planning module is depicted in Fig. 6.

The maneuver planner and the trajectory generator are briefly described below.

1) Maneuver planner: The maneuver planner is in charge of two main tasks: selecting the navigation corridor for the EV and obtaining a set of restrictions to handle the signal regulations present on the scene.

The target corridor \( C_t \) is selected by evaluating a utility function based on the lane-selection model proposed in [34]. This approach considers different explanatory variables associated to each navigation corridor of the EV, such as the speed of the OVs on the corridor, the convenience with respect to the global route, the location of the corridor on the road, etc.

The other main task of the maneuver planner is to establish a set of restrictions for the trajectory generator to properly handle the regulatory signals. This is done by using a Finite State Machine (FSM) that selects between four possible traffic regulation states \( S = \{ \text{Stop, Try, Aware, Go} \} \) (see Fig. 7) [5]. The value of the current state \( S_k \) is set according to the type of the closer regulatory signal on \( C_t \) and to the traffic state, as described in Table I. Depending on the current value of \( S_k \), the trajectory generator will create different types of speed profiles for the trajectory candidates.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_{gt} )</td>
<td>A right-of-way signal is detected in the traffic scene.</td>
</tr>
<tr>
<td>( c_{tg} )</td>
<td>The right-of-way signal is near the EV and there is not a close vehicle in the intersecting lanes.</td>
</tr>
<tr>
<td>( c_{ga} )</td>
<td>A pedestrian crossing signal is detected in the traffic scene.</td>
</tr>
<tr>
<td>( c_{ag} )</td>
<td>The detected pedestrian crossing signal has been crossed by the EV.</td>
</tr>
<tr>
<td>( c_{as} )</td>
<td>A pedestrian is detected in the crossing zone.</td>
</tr>
<tr>
<td>( c_{sa} )</td>
<td>No pedestrian is detected in the crossing zone.</td>
</tr>
<tr>
<td>( c_{ms} )</td>
<td>A must-stop signal is detected in the traffic scene.</td>
</tr>
<tr>
<td>( c_{sg} )</td>
<td>The EV is stopped at a must-stop signal and there is no near obstacle in the intersection. Or the EV is stopped at a pedestrian crossing signal and the crossing zone has been free over a period of time.</td>
</tr>
</tbody>
</table>

2) Trajectory generator: The trajectory generator creates \( N_T \) trajectory candidates and then, using a merit function selects the best of them, which is set as a reference trajectory \( \tau_{\text{ref}} \) for the EV to follow. This process is repeated several times, as the EV drives in the scenario, in order to maintain an appropriate trajectory accordingly to the traffic dynamic.
conditions. Each candidate $\tau^i \in \mathcal{T}$ is formed by a path ($\rho^i$) and a speed profile ($V^i$). The paths are created using 5th order Bézier curves starting from a future point of the current reference trajectory and ending on different way-points located along $\mathcal{L}$. This process is depicted in Fig. 8, which shows two time-steps of a roundabout-crossing maneuver with two OVs. The first time-step (Fig. 8a) shows the EV merging into the roundabout while there is a green vehicle $OV_1$ and a red vehicle $OV_2$ inside the roundabout. The figure shows the path candidates in orange, as well as the motion grids corresponding to the predictions in 2 s, 4 s and 6 s. The colors of the motion grids match the color of the vehicles. Finally, the trajectory selected as $\tau_{opt}$ is plotted using a green dotted line. Fig. 8b shows the path candidates when the EV has already merged into the roundabout. The blue stars depict the way-points used as ending points for the candidates. It can be observed that the motion prediction algorithm identified a possibility for $OV_2$ to leave the roundabout from the inner lane—though it is a bold maneuver that should be avoided in a normal situation—requiring a speed reduction from the EV to maintain a safe distance. The speed-profile generation process for this use case is discussed later in this section.

For each path, a set of speed profiles is generated taking into account comfort and safety constraints, as well as the potential traffic regulations that may be imposed by $S_k$. In case the current traffic-regulation state is $S_k = \text{Stop}$, the generated speed profile stops on the yielding line of the traffic signal; note that this state is only reachable when the EV is facing a must-stop traffic signal. If the current state is $S_k = \text{Try}$ and there is a lag vehicle ($OV_{lag}$) in the scenario, the speed profile tries to merge before that vehicle. If $S_k \neq \text{Try}$ or is not possible to merge on the signal before the $OV_{lag}$, a follow-leader speed profile is generated. In case $S_k \neq \text{Go}$, the regulatory signal is omitted in the speed generation process. This process is depicted in Fig. 9.

The future positions of the traffic agents are crucial in the speed generation process since the speed profiles for the trajectory candidates take them into account to maintain safe distances at all times with the OVs. The predicted positions of each OV are projected into each path candidate $\rho^i$ using a 1D spatio-temporal representation, known as Possible Collision Points (PCP). Let $\mathcal{P}_i$ be the occupancy polygon of the EV when tracking $\rho^i$; the PCPs are found by intersecting $\mathcal{P}_i$ and the motion grids $M^h \in \mathcal{M}$. A single PCP is created from the center of mass of the intersection between $\mathcal{P}_i$ and the prediction area of an OV at $M^h$. The accumulated probability of that prediction-area has to be larger than a predefined threshold $\phi_{PCP,min}$ in order to be considered. This process is repeated for every $M^h \in \mathcal{M}$. The PCPs also store data about the ID and the speed of the OVs.

Fig. 10 shows an example of the speed-profile generation process for the green dotted path of Fig 8b. Note that this procedure is repeated for every single candidate path. The resulting set of PCPs for this driving scene is plotted in Fig. 10a. Green and red circles represent the PCPs after intersecting the path of interest with predicted positions of $OV_1$ and $OV_2$, respectively. Also, the blue dots are time-propagated positions of the OVs along $\rho^i$, computed from the green and red PCPs. This data represent how the positions on the path of OVs evolve over time according to their predicted positions, and they are used to compute a speed profile that maintains a safe distance from them. Finally, the yellow circles show the position-in-path evolution of the EV after computing the speed profile for the driving scene.

The resulting speed profile for the path of interest is shown in Fig. 10b. The figure shows the current speed of the OVs (green and red dotted lines), a limit-speed profile computed using comfort restrictions (dotted yellow line), and the dynamic speed profile (thick yellow line) that uses the limit speed profile as the maximum limit, but also takes into account the PCPs in order to maintain a safe gap with other vehicles (see [35]). The figure shows that the EV reduces the speed at the beginning of the trajectory, and then it stabilizes around the speed of $OV_2$. This speed reduction indicates that the EV will maintain a safe gap with respect to $OV_1$ in case the latter decides to leave the roundabout from the inner lane.

Once the trajectory set $\mathcal{T}$ is computed, each candidate is evaluated using a set of Trajectory Performance Indicators...
follows:

\[
m^i = \sqrt{\prod_{k=1}^{4} \mathcal{F}(DV^i_k, \omega_k)}, \quad i = 1, 2, \ldots, N_T.
\]

where \(DV^i_k\) represents one of the four decision variables of a candidate \(\tau^i\), and \(\omega_k \in [0, 1]\) is the weight of that DV. More details about the TPIs used to calculate each DV, or the definition of the non-linear function \(\mathcal{F}(DV^i_k, \omega_k)\) can be found in [36].

Finally, the candidate with the highest merit is selected as the reference trajectory \(\tau_{\text{ref}}\) for the EV to follow. This trajectory is sent to the trajectory tracking control module, which obtains the proper throttle, brake and steering wheel commands to track it. A study for different lateral control strategies to perform this task is presented in [37]. The selected trajectory is also used by the motion prediction module to establish the relations of the EV with the other agents present on the scene, as mentioned in Section III-A.

IV. DEPLOYMENT

Deploying such a complex system in real-time requires the design of a custom simulation architecture and the development of specific parallelization techniques. The following subsections describe the overall software-in-the-loop architecture needed to run the dataset-based simulations in real-time and the GPU acceleration techniques developed to optimize IAMP.

A. Simulation Architecture

The system operates on a software-in-the-loop configuration connected through an LCM API [38]. The simulation environment is SCANeR Studio 1.9 [39], which offers a framework to model complete virtual scenarios including buildings, roads, signals, traffic and vehicle dynamic models. The simulation is orchestrated from a mission handler module that reads the information from the chosen public datasets and generates the virtual scene in the simulator. Then, the motion planning algorithm is able to interact with the simulator by reading the state of the vehicles and sending commands to the EV. The motion prediction module also receives this information and makes its computed predictions available through the network.

This closed-loop architecture runs with a real-time factor of 1 and uses the same software as in the real car, making the whole system transparent to the motion planning and motion prediction algorithms, which can then be directly applied in real-world scenarios.

B. GPU Acceleration

IAMP relies on the combination of a DBN to estimate intention with a Markov chains model to predict the motion of the surrounding vehicles. The performance of particle filters, used to infer the DBN, is linked to the number of particles and the accuracy of Markov chains increases with the dimension of their matrices. This makes both systems computationally sensitive to complexity scaling. As a result, in order to execute
IAMP in real-time it is necessary to employ acceleration techniques.

GPUs were the chosen hardware to accelerate the code due to their ability to execute instructions in parallel, which would be fitting to perform matrix multiplications and particle computations. Specifically, Nvidia GPUs and their programming language CUDA [40].

In IAMP this technology is applied in the computation of the particle filter and the Markov chains. For the particle filter, the acceleration consists in creating an aligned data structure that contains all the information from the scene in each particle, which enables the system to compute every particle in parallel while maintaining memory alignment. To compute the output of the filter a parallel reduction algorithm [41] is applied. As for the Markov chains motion model, matrix multiplication is accelerated by applying an informed combination of the matrices that reduces memory accesses by identifying the smaller relevant sections of the matrix, storing them in local memory and then performing the necessary subset of arithmetic operations. A more comprehensive exploration of the acceleration techniques implemented can be found in [42].

V. EXPERIMENTAL RESULTS

This section presents a collection of behavioral results of the system acting together in three urban scenarios with high traffic: a crossroads, a T-junction and a double-lane roundabout. The first two are recreations of real driving scenes extracted from the inD dataset [43]. The third one was created ad-hoc due to the lack of data from the public datasets in multi-lane roundabouts scenarios. Subsection V-A presents the evaluation of the motion planning algorithm when handling the proposed scenarios. Subsection V-B depicts the motion prediction metrics for the same scenarios. Finally, a study of the computation times for the complete system is presented in subsection V-C.

The results are obtained by performing a comparison of IAMP with a baseline strategy in order to test how the motion prediction and the motion planning modules are interconnected. The baseline is a state of art learning-based approach called Enhanced Graph-based Interaction-aware Trajectory Prediction (GRIP++) [44], from now on referred to as Baseline Prediction Strategy (BPS). This model has been trained with the datasets used in this work. In this method, the interaction between close agents is represented with a graph, and it applies graph convolutional blocks to extract the features from the scene and subsequently uses an encoder-decoder long short-term memory (LSTM) model to make predictions. The output of the model is a point-based prediction that is augmented to consider the vehicle’s size and to be used by the motion planner. This model is also used as a baseline in the recent IAMP publication [28] and has now been tested in a closed-loop approach.

Table II shows the configuration parameters for the acceleration and speed limits of the motion planner. It includes the comfort accelerations thresholds \( \gamma_{x,max,com}, \gamma_{x, min, com} \) and \( \gamma_{y,lim,com} \), the minimum acceleration threshold to avoid collisions \( \gamma_{x, min,Saf} \), the maximum driving speed \( v_{max} \), the number of trajectory candidates \( N_T \) and the probability threshold for the PCP generation \( \phi_{PCP,min} \). It is worth mentioning that all experiments were executed using the same configuration of the motion planner, which shows its low dependency on the traffic pattern.

Table III shows the execution parameters for IAMP in the conducted experiments. Notice that \( a_{max} \) and \( a_{min} \) are the maximum and minimum possible accelerations for the prediction model, \( a_{int} \) is the interval between possible accelerations, \( v_{max} \) is the maximum allowed speed, \( \Delta t \) is the time step increment between predictions in the motion grid (can also be referred as sampling time), \( N_p \) is the number of predictions produced, \( P_n \) is the number of particles and \( t_f \) is the prediction horizon.

A. Motion planning with different motion predictions

In order to evaluate the performance of the motion planner, a total of four experiments were executed in each scenario, two of them using the BPS and two using IAMP. The experiments were compared using six Key Performance Indicators (KPI) computed from the resulting trajectory of the EV after completing the scenario. These KPIs’ definitions are presented in Table IV.

The longitudinal and lateral acceleration KPIs evaluate the maximum value of these variables during the experiment; the longitudinal and lateral jerk KPIs are computed from the average value of the jerk. These four KPIs are used to measure the comfort of the experiment. The risk-to-collision indicator is computed using the Risk from Time to Closest Encounter (RTTCE) metric proposed in [45], by comparing the position of the EV with respect to the OV’s all along the experiment. This metric was selected over more commonly used risk evaluation indexes (such as TTC) since it takes into account both spatial and temporal relations between vehicles, as well as driving uncertainties, which allows to consider potential
near-to-crash situations using a single coefficient. This KPI is the result of adding the maximum risk value and the average risk value after completing the experiment. Finally, the travel time quantifies the time it took for the EV to reach the goal position.

1) Crossroads scenario: This scenario consists of a four-armed intersection with a priority road located in Aachen, Germany. There are two center left-turn lanes and no regulated pedestrian crossings. Fig. 11 shows the driving scene selected to evaluate the motion planning in this scenario. In this scene, the EV starts at the left arm of the intersection and has to cross the priority lanes to get to the destination point $\mathbf{p}_{\text{des}}$, which is on the other side of the intersection, 52 m away from the initial position of the EV.

The resulting speed and acceleration profiles along the path for the experiments carried out in this scenario are shown in Fig. 12. It can be seen in Fig. 12a that both BPS experiments stopped in the intersection (at $s = 13\, m$), while the IAMP experiments did not stop. The reason for this is the difference in the predictions of $OV_4$, which is going to perform a right turn without stopping. The predictions for the BPS occupy the ego lane, while the IAMP does not allow this, due to the presence of $OV_2$. Using IAMP, the EV keeps safely approaching and, once it infers that $OV_2$ will yield, it crosses the intersection. This divergence in the predictions is appreciated in Fig. 13, where the predictions of both strategies are shown at $t = 6.2\, s$, when the EV is approaching the intersection. In the image, the resulting planned trajectory of the EV is illustrated by the continuous line, where its color represents the acceleration associated with the speed profile.

As can be observed, the planned trajectory is shorter for the BPS experiment because it ends at the yielding line. This happens due to the already mentioned invasion of lane caused by $OV_3$.

It can be observed in Fig. 12b that the BPS-based longitudinal acceleration values were comprised between $\gamma_a(s) = [-1.8, 2.3\, m/s^2]$ during the experiments. In the case of the IAMP experiments, the acceleration variations were lower and smoother. Fig. 12 also highlights three relevant time instants $t = [5.0, 10.0, 15.2]\, s$ that depict how differently the experiments develop over time. In the case of IAMP-based experiments, at $t = 10\, s$ the EV has traveled more than 25 m and it is driving at 17 km/h, while in the BPS-based experiments, the EV is stopped in the yielding line at $t = 10\, s$ and has traveled less than 13 m. After crossing the intersection, the EV drives behind $OV_4$, which limits the speed for the IAMP experiments. This limitation does not occur in the BPS experiments because, when the EV crosses the intersection, the $OV_4$ is further ahead so the traveling speed after crossing the intersection is higher for the latter experiments.
Fig. 14. KPIs for the different experiments on the crossroads scenario.

Fig. 15. Experimental setup for T-junction scenario.

Fig. 16. Speed and acceleration profiles for the different experiments on the T-junction scenario. (a) Speed profile. (b) Longitudinal acceleration profile.

Fig. 14 shows the KPIs of the four experiments on a radar plot. The definition of the KPIs requests a smaller-is-better (SIB) format. Hence, the closer to the center of the figure, the better the performance of the KPI. It can be seen that the longitudinal comfort-related performance of the IAMP experiments is notably better than the performance of the BPS experiments, mainly due to the braking/accelerating maneuver in the yielding line. In the case of the lateral-comfort KPIs, both configurations show similar performance, keeping bounded the maximum lateral acceleration to \( \max(|\gamma_y(s)|) \leq 0.2 \text{ m/s}^2 \). Regarding the RTTCE KPI, the IAMP experiments presented a higher risk value due to the crossing of the intersection without stopping, but always within the safety threshold. Finally, the IAMP experiments reached the destination point \( \Delta t = 4.5 \text{ s} \) faster than the BPS experiments.

2) T-junction scenario: The second experiment was recorded in a T-junction located in Aachen, Germany. The main road has the right of way and there is a left turn lane into the side road. The EV is located on the main road and has to cross the intersection completely, as depicted in Fig. 15. The distance between the EV and \( d_{obs} \) is \( s = 150 \text{ m} \). There are two OVs that have a larger interaction with the EV during this experiment: \( OV_3 \) and \( OV_4 \). In the case of \( OV_3 \), it has to make a left turn to incorporate to the side road, crossing the ego-lane; as for \( OV_4 \), it incorporates from the side road to the main road, on the ego-lane.

Fig. 16 shows the speed and acceleration profiles for the T-junction scenario. The difference between the motion of the EV using IAMP and BPS was greater for this scenario than for the crossroads scenario because, for the BPS-based experiments, the EV slowed down and stopped on the main road during \( t \approx 2 \text{ s} \). Notice that the EV should not stop at all, since it is driving on the priority road. Note also that this kind of maneuver (stopping on a priority road) is not only inefficient but also dangerous as it may cause accidents with OVs driving behind the EV that does not expect this type of behavior. All experiments have very similar speed profiles for \( s \leq 60 \text{ m} \), (which is the first \( t \approx 7.2 \text{ s} \) of travel). At that moment, the predictions for \( OV_3 \) using BPS go through the ego-lane without taking into account the roads’ priorities (see Fig. 17b), which causes a speed reduction of the EV (red portion of the EV’s trajectory in the figure). On the other hand, the predictions of the IAMP strategy take into account the traffic rules and the predictions of \( OV_2 \) end at the stop line, as can be seen in Fig. 17a. As the EV keeps traveling, it keeps smoothly accelerating along the road for the IAMP-based experiments at \( s = 70 \text{ m} \), while it reduces the speed at a rate of \( \gamma_x \approx -4 \text{ m/s}^2 \) for the BPS-based experiments. Finally, the EV reaches the destination point at \( t \approx 15.3 \text{ s} \) for the fastest IAMP-based experiment, whereas for the BPS-based experiment, the EV is completely stopped in the middle of the road at \( t \approx 15.3 \text{ s} \). Due to this speed reduction in the EV, both \( OV_3 \) and \( OV_4 \) merge into the intersection before the EV, which affects its speed during the last section of the travel, as \( OV_1 \) travels at a lower speed after it merges into the main road.

The performance indicators of the experiments for the T-junction scenario are shown in Fig. 18. Similarly to the crossroads scenario, the longitudinal comfort-related indicators are better for the IAMP-based experiments than for the BPS-based experiments; this is due to the accelerations involved in the stopping maneuver on the T-junction. The BPS-based experiments showed better performance on the lateral comfort-related indicators. This can be explained by the lower speeds of these experiments, which lead to lower values of lateral acceleration. Nevertheless, the difference between the maximum lateral acceleration between the BPS and the IAMP-based experiments is only \( \Delta \gamma_y \approx 0.29 \text{ m/s}^2 \). Regarding the RTTCE,
both strategies presented a similar performance, none of which indicates any dangerous situation (although in the BPS the EV comes to a full stop in a priority lane). The main difference in the performance of the experiments is presented in the travel time, which was $\bar{t} = 15.8$ s for IAMP-based experiments, and $\bar{t} = 27.1$ s for BPS-based experiments.

3) Roundabout scenario: The last scenario to test the motion planner is a double-lane roundabout located in Arganda del Rey, Spain. In this case, the EV must merge into a roundabout with three vehicles, and keep driving on the outer lane of the roundabout while another vehicle is driving on the inner lane. The layout of this scenario is depicted in Fig. 19.

As can be seen in Fig. 20, all experiments had a similar speed profile during the first $s \approx 55$ m of travel ($t \approx 13$ s). At that moment, the BPS predictions for $OV_2$ cross to the outer lane of the roundabout from the inner lane, which causes the motion planner to brake at $\gamma_{br} \approx -7$ m/s$^2$ (maximum deceleration) to prevent the collision. This frame of the simulation is shown in Fig. 21b (notice the red portion on the EV’s trajectory). Contrarily, the IAMP strategy takes into account the influence of the EV on the speed profile of $OV_2$ and, even though this OV can leave the roundabout from the inner lane, IAMP predicts that it has to brake to do so.

The predictions of the IAMP strategy for this moment are shown in Fig. 21a, where it can be seen that the predictions of the $OV_2$ do not occupy the outer lane of the roundabout, allowing the EV to keep its current speed. Notice that this traffic scene is similar to the one presented in Fig. 8b, but in this case the EV is ahead of the OV in the inner lane of the roundabout, which causes the predictions to be different, prioritizing the EV. The EV speed on the roundabout is limited by the motion planner to $30$ km/h approximately so that the lateral acceleration meets the comfort requirements.

B. Motion prediction

In order to evaluate the precision of the predictions from both approaches, IAMP and the BPS, two metrics are used:

- ADE (Average Displacement Error): average $L_2$ distance between the ground truth positions and the weighted average position of the predictions.
Fig. 23. RTTCE for the experiments on the roundabout scenario.

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>COMPARISON METRICS FOR IAMP AND THE BPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario</td>
<td>Approach</td>
</tr>
<tr>
<td>Crossroad</td>
<td>IAMP</td>
</tr>
<tr>
<td></td>
<td>BPS</td>
</tr>
<tr>
<td>T-junction</td>
<td>IAMP</td>
</tr>
<tr>
<td></td>
<td>BPS</td>
</tr>
<tr>
<td>Roundabout</td>
<td>IAMP</td>
</tr>
<tr>
<td></td>
<td>BPS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE VI</th>
<th>EXECUTION FREQUENCY OF THE SYSTEM ON THE DIFFERENT SCENARIOS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Crossroads</td>
</tr>
<tr>
<td>Motion Prediction</td>
<td>7.93 Hz</td>
</tr>
<tr>
<td>Motion Planning</td>
<td>5.00 Hz</td>
</tr>
</tbody>
</table>

- FDE (Final Displacement Error): $l_2$ distance between the last ground truth position and the weighted average position of the last prediction.

These metrics are evaluated considering two time-horizons: 3 s and 6 s. Given that the output from IAMP is multi-modal, the minimal value from the metrics is utilized for each vehicle. For the BPS, no selection is necessary, since it produces only one output per vehicle.

The results of the evaluation in the three use cases are presented in Table V. From the two experiments of each strategy, only the best one is shown. Notice that IAMP outperforms its rival in all metrics since it can better handle the interaction between vehicles and can better take into consideration the driving scenario.

C. Computation Time

In order to show the real-world viability of the proposed work, the computation time of the different parts of the algorithm is studied here. The system run on three different computers that hosted SCANeR, motion planning and motion prediction respectively. The motion planning system was run on a PC with an Intel(R) Core(TM) i7-3770 CPU @ 3.40GHz with 8 GB RAM DDR3 @ 1600MHz. The motion prediction system run on a laptop with an Intel(R) Core(TM) i7-9750H CPU @ 2.60GHz, 16 GB RAM DDR4 @2667MHz and a Nvidia Quadro P1000 Mobile with 4 GB VRAM.

The time requirements for the motion planning and motion prediction modules are imposed by their relation to each other and by the demands of the other system modules. Their internal time requirements are to produce data at similar rates due to the fact that they are both producers and consumers.
of each other’s information. The external requirements for motion planning come from the control module which requires updated trajectories at a steady rate that are also reactive to environment and obstacle changes. The motion prediction module has no external requirements outside of \(IA(MP)^3\), as motion planning is the sole consumer of its predictions. Motion predictions are consumed by the motion planning system using a Last In First Out (LIFO) strategy. The motion prediction message includes the position where the ego-vehicle was in the moment of the prediction, which is used by the motion planning algorithm to translate and rotate the predictions to the current moment of planning.

Table VI shows the average execution frequency of the two systems. Motion planning keeps a steady rate of trajectories to feed the control system on time. Motion prediction, using a prediction horizon of 6s as can be seen in Table III, maintains a minimum rate of 4Hz, which is considered a good tradeoff between update rate and horizon length to meet the motion planning requirements.

VI. CONCLUSION

Motion prediction and path planning are two core tasks of autonomous driving systems. In this paper, the integration of interaction-aware motion predictions with a state-of-the-art motion planner is proven to achieve more human-like levels of planning while dealing with complex scenarios. The proposed framework was evaluated in three urban scenarios with high levels of traffic, a crossroad, and a T-junction from the public dataset inD and a multi-lane roundabout from a proprietary dataset. The results showed that use of informed predictions avoids overly cautious behaviors that incur sudden breaking and lower average speeds which impact travel time and overall comfort for the occupants. The system was able to maintain minimum frequencies of 4Hz in prediction and 2Hz in planning, which validates the real-time capabilities of the algorithms. The prediction algorithm was compared to a state-of-the-art neural network, and it demonstrated superior performance in the prediction metrics. Future work will focus on integrating motion predictions that are able to deal with sensor occlusions and traffic violations into motion planning.
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