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A B S T R A C T 

EBLM J0113 + 31 is a moderately bright ( V = 10.1), metal-poor ([Fe/H] ≈−0.3) G0V star with a much fainter M dwarf 
companion on a wide, eccentric orbit ( = 14.3 d). We have used near-infrared spectroscopy obtained with the SPIRou spectrograph 

to measure the semi-amplitude of the M dwarf’s spectroscopic orbit, and high-precision photometry of the eclipse and transit 
from the CHEOPS and TESS space missions to measure the geometry of this binary system. From the combined analysis of 
these data together with previously published observations, we obtain the following model-independent masses and radii: M 1 = 

1.029 ± 0.025 M �, M 2 = 0.197 ± 0.003 M �, R 1 = 1.417 ± 0.014 R �, R 2 = 0.215 ± 0.002 R �. Using R 1 and the parallax from 

Gaia EDR3 we find that this star’s angular diameter is θ = 0.0745 ± 0.0007 mas. The apparent bolometric flux of the G0V star 
corrected for both extinction and the contribution from the M dwarf ( < 0.2 per cent) is F ⊕, 0 = (2 . 62 ± 0 . 05) × 10 

−9 erg cm 

−2 s −1 . 
Hence, this G0V star has an ef fecti ve temperature T eff, 1 = 6124 K ± 40 K (rnd . ) ± 10 K (sys . ) . EBLM J0113 + 31 is an ideal 
benchmark star that can be used for ‘end-to-end’ tests of the stellar parameters measured by large-scale spectroscopic surv e ys, 
or stellar parameters derived from asteroseismology with PLATO . The techniques developed here can be applied to many other 
eclipsing binaries in order to create a network of such benchmark stars. 

Key words: techniques: spectroscopic – binaries: eclipsing – stars: fundamental parameters – stars: solar-type. 
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 I N T RO D U C T I O N  

enchmark stars have properties that have been directly and accu-
ately measured to good precision. They play a fundamental role
n stellar astrophysics because we can only ascertain the accuracy
nd reliability of stellar models by comparing their predictions to
he observed properties of real stars. Benchmark stars can also be
 E-mail: p.maxted@keele.ac.uk 
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Commons Attribution License ( http://cr eativecommons.or g/licenses/by/4.0/), whi
sed to establish empirical relations between stellar properties, e.g.
olour – ef fecti ve temperature ( T eff ) relations (Boyajian et al. 2013 ;
uang et al. 2015 ; van Belle et al. 2021 ), or equations to estimate

he mass or radius of a main-sequence star from T eff , log g , and
Fe/H] (Torres, Andersen & Gim ́enez 2010 ). Empirical relations
re particularly useful in cases where stellar structure models are
nown to be unreliable, e.g. for low-mass stars, where stellar models
end to underpredict the radius and o v erpredict T eff (Berger et al.
006 ; Spada et al. 2013 ; Zhou et al. 2014 ; Cassisi & Salaris 
019 ). 
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Considerable effort has been put into calibrating the T eff scale for
GK-type dwarf stars. In recent years, this effort has been partly 
riven by the need for accurate T eff estimates for planet host stars
n order to estimate their masses and radii using stellar models 
Baines et al. 2009 ; Boyajian et al. 2015 ). Much of the progress
n characterizing exoplanets in recent years has been due to the 
mpro v ed precision in measuring stellar masses and radii (Jontof-
utter 2019 ). 
Benchmark FGK-type stars are also essential to calibrate the level 

f systematic and random uncertainties in massive spectroscopic 
urv e ys such as RAVE (Steinmetz et al. 2020 ), the Gaia-ESO surv e y
Gilmore et al. 2012 ), LAMOST (Deng et al. 2012 ), GALAH (Buder
t al. 2018 ), etc. (Blanco-Cuaresma et al. 2014a ; Heiter et al. 2015 ;
ofr ́e et al. 2018 ). These surv e ys aim to reconstruct the formation
istory of the Galaxy by studying the pattern of elemental abundances 
n stars as a function of their mass, age and kinematics. Jofr ́e,
eiter & Soubiran ( 2019 ) in their recent comprehensive review 

f ‘industrial scale’ stellar abundance measurements suggest that 
t is today not possible to know the temperature of a star better
han an accuracy of 50 K. This uncertainty has a direct impact on
eliability of trends observed in stellar abundance patterns between 
ifferent stellar populations. Errors in T eff are the dominant source of
ncertainty when estimating the mass, radius, composition and age 
f a star (Valle et al. 2018 ; Jofr ́e et al. 2019 ). 
Validation and calibration of T eff estimates for FGK-type dwarf 

tars currently rely on angular diameter measurements for a small 
ample of very bright stars such as Procyon, τ Cet, 18 Sco, α Cen A,
tc. (Boyajian et al. 2013 ; Heiter et al. 2015 ; Karo vico va et al. 2022 ).
epeated measurements of the angular diameter for the same star 
ften show differences much larger than the quoted uncertainties, 
ith systematic errors of 5 per cent or more being quite common.
 or e xample, the 15 repeated measurements pro vided in table 9
f Karo vico va et al. ( 2022 ) for seven G-type dwarf stars require
n additional ‘external error’ of about 0.04 mas to be added to the
uoted uncertainties to achieve χ2 

r = 1 for a fit of a constant offset to
hese difference. Tayar et al. ( 2022 ) show that current uncertainties
n measured interferometric angular diameters and bolometric fluxes 
et a systematic uncertainty floor of ≈2 per cent in T eff for solar-type
xoplanet host stars, i.e. ±120 K at T eff = 6000 K. 

Very low mass stars (VLMSs, < ≈ 0 . 2 M �) are attractive targets for
xoplanet studies because of the possibility to detect and characterise 
he atmospheres of terrestrial planets in the habitable zones of these 
tars (Sebastian et al. 2021 ). There are very few well-characterized 
LMSs because they are intrinsically very faint and small. For 

xample, the recent empirical colour–T eff , colour–luminosity, and 
olour–radius relations published by Boyajian et al. ( 2012 ) are based
n a sample that contains only one star with a spectral type later than
4V ( M ≈ 0.2 M �; Mann et al. 2019 ). 
The EBLM project (Triaud et al. 2013 ) aims to impro v e our un-

erstanding of VLMSs by studying eclipsing binaries with low-mass 
ompanions that have been found by the WASP surv e y (Pollacco
t al. 2006 ). These eclipsing binaries typically have a late-F- to mid-
-type primary star with an M dwarf that contributes �1 per cent
f the flux at optical wavelengths. The light curves of these EBLM
ystems look very similar to those of transiting hot Jupiters, which 
re the main targets for the WASP surv e y. As a result, dozens of
hese EBLM systems have been identified in the WASP survey. The 
nalysis of the light curve combined with a spectroscopic orbit for the
rimary star and an estimate for its mass provides a direct estimate
or the mass and radius of the M-dwarf companion (Gill et al. 2019 ;
on Boetticher et al. 2019 ). With very high quality photometry, it is
ossible to detect the eclipse of the M dwarf and, hence, its surface
rightness relative to the primary star. This surface brightness ratio 
an then be used to infer T eff for the M dwarf, given an estimate
f T eff for the primary star and a surface brightness–T eff relation for
he stars, either empirical (Graczyk et al. 2021 ) or based on stellar
odel atmospheres. The first results from an ongoing programme to 
easure mass, radius, and T eff for the M dwarf in a sample of EBLM

ystems using ultrahigh-precision photometry obtained as part of 
he guaranteed time observations (GTO) with the CHEOPS mission 
Benz et al. 2021 ) have been published by Swayne et al. ( 2021 ).

ost of the targets for this programme were selected from a sample
f o v er 100 EBLM systems with spectroscopic orbits published by
riaud et al. ( 2017 ). 
The first study of EBLM J0113 + 31, the target for this study,

as published by G ́omez Maqueo Chew et al. ( 2014 , GMC + 2014
ereafter). They used ground-based photometry of the eclipse in 
he J band to infer T eff ≈ 3900 K for the VLM companion, much
igher than expected given their estimate for its mass ( M 2 =
.186 ± 0.010 M �). Subsequent analysis of the Transiting Exoplanet 
urvey Satellite ( TESS ) light curve for this binary system by Swayne
t al. ( 2020 ) found no evidence for a very hot companion. Their
alue of T eff, 2 = 3208 ± 43 K is similar to that for other VLMSs.
hey conclude that the anomalous result from GMC + 2014 was
ue to systematic errors in the J -band photometry, illustrating the
eed for very high quality space-based photometry to make reliable 
easurements of T eff, 2 in EBLM systems. 
Here we present new photometry of the transit and eclipse in

BLM J0113 + 31 obtained with CHEOPS , and high-resolution, 
hase-resolved spectroscopy obtained with the near-infrared ́echelle 
pectrograph SPIRou on the Canada–France–Hawaii Telescope 
CFHT). We have used the SPIRou spectroscopy to directly measure 
he semi-amplitude of the M dwarf’s spectroscopic orbit. We have 
sed this measurement combined with the analysis of the new light
urves and other published data to directly and accurately measure the 
ass, radius, and T eff of both stars in this binary system. We discuss

he use of the techniques developed here to determine fundamental 
tellar properties for stars in EBLM systems, and conclude that it is
ow feasible to establish a network of well-studied EBLM systems 
hat will be an ideal set of benchmark stars for future surv e ys. 

 OBSERVATI ONS  

.1 CHEOPS photometry 

HEOPS is a telescope with an ef fecti ve aperture of 30 cm in a
ow Earth orbit that is designed to obtain ultrahigh precision broad-
and photometry of bright stars (Benz et al. 2021 ). To achieve this,
he instrument has been purposely defocused to produce a point 
pread function (PSF) with a diameter of approximately 32 arcsec. 
e observed two transits and one eclipse of EBLM J0113 + 31
ith CHEOPS (Table 1 ). There are gaps in the observations due

o occultation of the target by the Earth and passages of the satellite
hough the South Atlantic Anomaly. 

The raw data were processed using version 13.1.0 of the CHEOPS
ata reduction pipeline (DRP; Hoyer et al. 2020 ). The DRP cor-
ects the images for environmental and instrumental effects before 
erforming aperture photometry of the target. The contamination 
f the photometric aperture during the exposure by nearby stars is
stimated using simulations of the field of view based on the Gaia
R2 catalogue (Gaia Collaboration 2018 ). The instrument response 

unction for CHEOPS is very similar to the Gaia G band. The detector
sed on the CHEOPS instrument is a frame-transfer charge-coupled 
evice (CCD), so the DRP must also account for the ‘smear’ trails
MNRAS 513, 6042–6057 (2022) 
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M

Table 1. Log of CHEOPS observations. 

File key Event Start date (UTC) Duration (s) N obs Effic. (per cent) Decorrelation parameters 

CH PR100037 TG011601 V0200 Transit 2020-11-24T15:41:07 48 682 429 52.8 contam , sin φ, cos 3 φ
CH PR100037 TG017101 V0200 Transit 2021-10-19T00:20:09 48 983 519 63.5 contam , sin φ, cos φ, sin 2 φ
CH PR100037 TG017201 V0200 Eclipse 2021-09-28T03:09:09 34 936 338 57.9 contam , sin φ, cos 2 φ, sin 3 φ

Notes . Effic. is the fraction of the observing interval co v ered by valid observations of the target. The variables in final column are spacecraft roll angle, φ, and 
aperture contamination, contam . 
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Figure 1. Simulated images of the CHEOPS field of view. Upper panel: all 
the stars in the field of view including the target. Lower panel: The target has 
been remo v ed to sho w only the background stars in the field of vie w. Black 
circles show the DEFAULT (25 pixel) and OPTIMAL (40 pixel) apertures 
and the red cross shows the location of the target star. 
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rom bright stars produced during the frame transfer. Both of these
ffects (contamination and smear) vary from image to image because
he satellite rotates continuously during its 99-min orbit. 

Aperture photometry is extracted by the DRP using three different
xed aperture sizes labelled ‘RINF’, ‘DEFAULT’, and ‘RSUP’ (at
adii of 22.5, 25.0, and 30.0 pix els, respectiv ely) and a further ‘OP-
IMAL’ aperture whose size is determined for each visit dependent
pon the amount of contamination. The observed and processed
ata are made available on the Data Analysis Center for Exoplanets
D A CE) web platform. 1 We downloaded our data from D A CE using
YCHEOPS , 2 a PYTHON module developed for the analysis of data
rom the CHEOPS mission (Maxted et al. 2021 ). 

There are three stars that are 5–6 mag fainter than
BLM J0113 + 31 within 1 arcmin of the target (Fig. 1 ). As a result,

he OPTIMAL aperture is set to its maximum allo wed v alue by
he DRP (40 pixels = 40 arcsec). Although this maximizes the
ontamination of the aperture by these nearby stars, it minimizes the
oise due to the variations in this contamination due to changes in
he fraction of the stars’ PSFs inside the photometric aperture as the
eld of view rotates. 

.2 CFHT SPIRou spectroscopy 

PIRou is a fibre-fed, cross-dispersed ́echelle spectrograph mounted
n the CFHT on Maunak ea, Haw aii. The spectrograph provides
pectra co v ering the entire wav elength range from 0.95 to 2.35 μm at
 spectral resolving power R ≈ 75 000 (Donati et al. 2020 ). In sum,
2 spectra of EBLM J0113 + 31 with a signal-to-noise ratio per pixel
etween 77 and 103 near 1 μm were obtained on separate nights
etween 2020 February 5 and 2020 August 1. 

We used spectra extracted from the raw data provided by the
bservatory using data reduction system (DRS) version 0.6.131. We
ealt with the data order-by-order, selecting only those orders with
ittle contamination due to telluric features. The selected wavelength
egions are listed in Table 2 . The corrections for the échelle
laze function and telluric absorption provided by the DRS were 
pplied. 

.3 TESS photometry 

ne transit and two secondary eclipses of EBLM J0113 + 31 were
bserved at 120-s cadence by the TESS (Ricker et al. 2015 ) in
ector 17 of the primary mission. The TESS target pixel files
ere downloaded from the Mikulski Archive for Space Telescopes 3 

MAST) and processed to produce a light curve using the package
NRAS 513, 6042–6057 (2022) 

 The D A CE platform is available at http://dace.unige.ch . 
 ht tps://pypi.org/project /pycheops/. 
 ht tps://archive.st sci.edu/. 
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IGHTKURVE 2.0 (Lightkurve Collaboration 2018 ). 4 The pixels used
o extract the photometry from the target pixel file are shown in
ig. 2 . Instrumental noise was remo v ed using the cotrending basis
ectors (CBVs) provided by the TESS Science Processing Operations
enter (SPOC; Jenkins et al. 2016 ). We used 16 ‘Single-Scale’ and 7

Spike’ CBVs to model trends present in all targets on the same CCD
s EBLM J0113 + 31. The amplitude of each CBV was determined
 ht tps://docs.light kurve.org/. 
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Table 2. SPIRou ́echelle orders used in this analysis. 

Order λmin (nm) λmax (nm) Notes 

32 2363 2437 
33 2291 2363 
34 2224 2294 
35 2160 2228 Na I 2206, 2209 
36 2100 2166 
37 2043 2108 
44 1718 1772 
45 1680 1733 
46 1643 1695 Al 1676, 1677 
47 1608 1659 
48 1575 1624 
58 1303 1344 
59 1281 1321 Ca I 1313 
62 1219 1257 K I 1243, 1252 
63 1199 1237 
64 1181 1218 VO 1200 
65 1162 1199 K I 1169, 1177, 1178 
66 1145 1181 
72 1049 1082 
73 1035 1067 
74 1021 1053 
75 1007 1039 
78 968 999 Fe H 990 
79 956 986 

Note . Features typically visible in the spectra of M dwarfs from Jones et al. 
( 1994 ) are listed with wavelengths in nm in the final column. 

Figure 2. A typical image of EBLM J0113 + 31 from the TESS target pixel 
file showing the pixels used to extract the light curve (red hatching). 
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Table 3. Radial-velocity measurements for EBLM J0113 + 31 A measured 
from the SPIRou spectra of EBLM J0113 + 31. 

Exposure number BJD TDB V r (km s −1 ) N 

2503696 2459063.1144 16.72 ± 0.14 24 
2502923 2459059.1322 27.01 ± 0.14 24 
2469680 2458896.7054 − 1.79 ± 0.18 24 
2499300 2459038.1105 3.12 ± 0.16 24 
2498079 2459033.1244 22.56 ± 0.11 24 
2493617 2459011.1184 − 1.84 ± 0.13 24 
2498553 2459035.1050 14.54 ± 0.13 23 
2499489 2459039.0948 − 0.06 ± 0.08 24 
2468747 2458885.7312 5.73 ± 0.15 22 
2502578 2459056.1340 − 1.91 ± 0.13 24 
2469510 2458895.7054 2.27 ± 0.16 23 
2497677 2459031.1037 27.73 ± 0.12 24 
2498357 2459034.1213 18.36 ± 0.16 23 
2499115 2459037.1309 6.50 ± 0.17 24 
2499760 2459040.1279 − 2.89 ± 0.16 23 
2498783 2459036.1298 10.66 ± 0.15 23 
2468572 2458884.7115 − 2.25 ± 0.18 24 
2497879 2459032.1204 25.75 ± 0.14 24 
2499953 2459041.1116 − 3.52 ± 0.13 23 
2503110 2459060.0927 27.40 ± 0.15 23 
2469883 2458897.7056 − 3.43 ± 0.14 23 
2470074 2458898.7057 − 3.21 ± 0.12 24 

Note . The number of orders used to calculate the mean and standard error on 
the mean is given in the final column. 
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sing only data outside the eclipses and transit. We set the L2-norm
enalty to α = 0.1 to achieve a balance between overfitting the data
nd ef fecti v ely remo ving instrumental trends. 

 ANALYSIS  

.1 Radial-velocity measurements from the SPIRou data 

e use synthetic spectra taken from Husser et al. ( 2013 ) 5 to produce
 template for the spectrum of the G0V primary star, using linear
 ht tp://phoenix.astro.physik.uni-goett ingen.de/. 

t  

o

q  
nterpolation to create a spectrum appropriate for T eff = 6150 K,
Fe/H] = −0.4, log g = 4.15, and [ α/Fe] = 0.0. We then measure
he position of the peak in the cross-correlation against this template
or the observed spectra order-by-order. Low-frequency noise in the 
ata for each order was remo v ed prior to cross-correlation using a
fth-order high-pass Butterworth filter with a critical frequency of 
6/4096 pixels −1 . We then reject measurements more than 5 km s −1 

rom the median before calculating the mean and standard error in
he mean given in Table 3 . 

.2 Pr e-pr ocessing of the SPIRou data 

he M dwarf contributes less than 2 per cent of the flux at 1 μm so
e remo v ed the spectral features in the SPIRou data due to the G0V
rimary star prior to our attempt to detect the faint companion in
hese spectra. We use the spectroscopic orbit from GMC + 2014 to
hift the template spectrum for the primary star to the radial velocity
orresponding to the time of mid-exposure for each SPIRou spectrum 

nd then divide the observed spectrum by the shifted model spectrum. 
The correction for telluric absorption in the observed spectra will 

e imperfect so we mask pixels where the telluric absorption is
reater than 50 per cent. We also mask all pixels in order 47 at
avelengths > 1616 nm because there is a strong telluric absorption
and at these wavelengths. The removal of spectral features from 

he primary star will also be imperfect so we mask pixels where
bsorption lines in the template spectrum are deeper than 50 per cent.
e then flatten the spectrum by dividing the data by a 16th-order

olynomial fit by least-squares to the unmasked data in each order. 
Outliers due to cosmic ray hits on the detector and other image

nomalies were then identified and remo v ed by flagging pixels more
han four times the inter-quartile range from the mean in 10 blocks
f data per order. 
The signal-to-noise ratio is similar for each spectrum but varies 

uite strongly with wavelength so we use 1.25 times the mean
MNRAS 513, 6042–6057 (2022) 
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Figure 3. Mean cross-correlation function of EBLM J0113 + 31 after shifting 
to the rest frame of EBLM J0113 + 31 B assuming a range of K 2 values. Upper 
panel: GP fit (orange) of a Gaussian profile to the peak near K 2 = 83 km/s in 
the stacked CCF (black points). The maximum-likelihood Gaussian profile 
is plotted in dark blue and 50 samples from the PPD are plotted in light 
grey. Upper middle panel: the stacked CCF (solid line) and its reflection 
about K 2 = 0 (dashed line). The estimated value of K 2 = 80.3 km s −1 

from GMC + 2014 is indicated by a vertical dotted line. Lower middle 
panel: GP fit to the stacked CCF excluding the peak near K 2 = 83 km s −1 . 
The orange shaded region shows two times the standard error range on 
the predicted values of the GP. Lower panel: the stacked CCF (solid 
line) and its reflection about K 2 = 0 (dashed line) computed for spectra 
with the signature of the M dwarf remo v ed using a model spectrum with 
T eff = 3300 K. 
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bsolute deviation of the data across the observed spectra to assign a
tandard error to the pixels at each wavelength. 

.3 Detection of the M dwarf in the SPIRou spectra 

he signal from the M dwarf is too weak to be detected in the
ndividual SPIRou spectra, but it is possible to measure the semi-
mplitude of M dwarf’s spectroscopic orbit, K 2 , by calculating
he average cross-correlation function against a suitable template
pectrum after shifting these CCFs to the rest frame of the M dwarf
ssuming a range of K 2 values. The barycentric radial velocity of the
 dwarf at the time of mid-exposure for each spectrum is 

 r, 2 = K 2 [ cos ( ν + ω 2 ) + e cos ( ω 2 )] . (1) 

he value of the eccentricity e and the longitude of periastron ω 2 = ω 1 

 π are known accurately from the spectroscopic orbit of the primary
tar with longitude of periastron ω 1 , taken from GMC + 2014.
imilarly, the true anomaly at the time of mid-exposure, ν, can be
ccurately predicted from the values of T 0 (time of mid-transit), P
orbital period), e , and ω 1 , also taken from GMC + 2014. 

We use synthetic spectra taken from Husser et al. ( 2013 ) as a
emplate for the spectrum of the M dwarf, using linear interpolation
o create a spectrum appropriate for T eff = 3300 K, [Fe/H] = −0.4,
og g = 5.0, and [ α/Fe] = 0.0. The cross-correlation function is
alculated order-by-order. Low-frequency noise in the data for each
rder was remo v ed prior to cross-correlation using a fifth-order
igh-pass Butterworth filter with a critical frequency of 32/4096
ixels −1 . The data are apodized using a Gaussian filter with a
tandard deviation of 64 pixels applied to the data at each end of
he order. The correlation coefficient for each order is calculated
fter shifting the template according to radial velocity computed
ith equation ( 1 ) includes the weights calculated from the estimated

tandard errors on each pixel. This is repeated for a uniform grid of
 2 values. The average CCF over all orders and all exposures as a

unction of K 2 (‘stacked CCF’) is shown in Fig. 3 . GMC + 2014
stimate that K 2 = 80.3 ± 1.5 km s −1 . There is indeed a peak in the
tacked CCF near this value of K 2 . To measure the position of this
eak, we model the stacked CCF as a Gaussian process (GP) plus a
aussian profile. We use the CELERITE package (F oreman-Macke y

t al. 2017 ) to compute the likelihood for a GP with a kernel of the
orm k( τ ) = a j e −c j τ and the af fine-inv ariant Markov chain Monte
arlo (MCMC) sampler EMCEE (F oreman-Macke y et al. 2013 ) to

ample the posterior probability distribution (PPD) for the model
arameters. Based on this analysis, the peak in the stacked CCF
ccurs at K 2 = 82.9 ± 0.7 km s −1 and has a width of 5.7 ± 0.6 km s −1 .
The broad peak in the stacked CCF around K 2 = 0 is due to

mperfect removal of telluric features and spectral features from the
0V primary star. We compared the stacked CCF to the average
CF computed with ne gativ e values of K 2 plotted against | K 2 | , i.e.

he mirror image of the stacked CCF. As can be seen in Fig. 3 , there is
o corresponding peak at K 2 ≈ −83 km s −1 . This reassures us that the
eak at K 2 ≈ + 83 km s −1 is unlikely to be due to imperfect removal
f telluric features or spectral features from the G0V primary star.
e used a fit to the stacked CCF done in the same way as abo v e but

xcluding data around the peak at K 2 = 83 km s −1 to estimate the
tatistical significance of this feature. Based on the GP prediction of
he correlated noise in this region shown in Fig. 3 , we estimate that
he peak height corresponds to a detection with a significance ≈4 σ .

e also verified that the height of the peak in the stacked CCF is
ery close to the height expected for an M-dwarf companion, given
he flux ratio  T ≈ 0.001 55 inferred from the depth of the secondary
clipse in the TESS light curve. We subtracted a scaled version of
NRAS 513, 6042–6057 (2022) 
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Figure 4. CHEOPS light curve from one visit to observe the transit of 
EBLM J0113 + 31. Upper panel: the observed light curve is displayed in 
cyan. The dark blue points are the data points binned o v er 0.01 phase units. 
The full model including instrumental trends is shown in brown and the transit 
model without trends is shown in green. Lower panel: residuals obtained after 
subtraction of the best-fitting model. 

Table 4. Times of mid-transit for EBLM J0113 + 31. 

BJD − 2450000 (O − C) (s) Source 

6023.27063 ± 0.00036 3 .9 GMC + 2014 
8778.70047 ± 0.00042 − 22 .3 TESS 
9178.45224 ± 0.00017 − 1 .0 CHEOPS 
9506.81960 ± 0.00013 2 .2 CHEOPS 

Note . Residuals from the linear ephemeris given in Section 3.5 are given in 
the second column. 
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he template M-dwarf spectrum from the spectra used to compute 
he stacked CCF based on this flux ratio in the TESS band and re-
omputed the stacked CCF. As can be seen in Fig. 3 , the resulting
tacked CCF has no peak near K 2 = 83 km s −1 . Based on these three
ests, we are confident that our detection of the M dwarf is robust
nd that the measurement of K 2 is reliable. 

.4 Initial assessment of the CHEOPS data 

e used the software package PYCHEOPS (Maxted et al. 2021 ) to
ake an initial assessment of the light-curve data from each of the

hree CHEOPS visits to the target listed in Table 1 . We excluded
ata from the analysis where the background level in the images due
o scattered light is more than 20 per cent larger than the median
alue during the visit. The data file provided by the DRP (Hoyer
t al. 2020 ) includes a quantity LC CONTAM that is an estimate
f the contamination of the photometric aperture by nearby stars. 
his quantity varies during the orbit because of the rotation of the
pacecraft and the strongly asymmetric point spread function of the 
nstrument. This calculation of LC CONTAM is based on a simulation 
f the field of view using the mean G -band magnitudes of the target
nd nearby stars from Gaia DR2. Fig. 1 shows the results of this
imulation for one image. This contamination estimate does not 
ccount for variability of target itself, so we added a new function to
YCHEOPS version 1.0.2 that corrects the measured flux ( FLUX ) by
ubtracting the value LC CONTAM × 10 −0 . 4( G −G 0 ) from FLUX . The 
ero-point G 0 is calculated from the average value of 

− 2 . 5 log [( LC CONTAM + 1) × 10 −0 . 4 G × f frac / FLUX ] , 

here f frac is the fraction of the total flux from the target in the
hotometric aperture, G is the mean G -band magnitude of the target,
nd the average is taken o v er data points outside of transit and eclipse.

Based on the simulated image of the field of view shown in Fig. 1 ,
e decided to use the OPTIMAL aperture with a radius of 40
ixels for our analysis. This maximizes the contamination of the 
hotometric aperture but minimizes the uncertainty in this quantity 
ue to errors in measuring the positions of the stars in the image
nd, hence, the fraction of the flux from each star that is contained in
he aperture. We repeated our analysis using the DEFAULT aperture 
ith a radius of 25 pixels and found that the results are entirely

onsistent with those presented here. For each visit we calculate a 
est fit for a transit or eclipse model to the light curve including
inear decorrelation against LC CONTAM to account for small errors 
n estimating the amplitude of the variations in this quantity. We 
hen calculate the best-fitting light curves including each of the 
ther available decorrelation parameters and add them one-by-one 
f the Bayes factor for the parameter exceeds 1. The decorrelation 
arameters selected by this method are listed in Table 1 . The fit to
he data from a typical visit including these detrending parameters 
n shown in Fig. 4 . 

.5 Updated transit time ephemeris 

he two times of mid-transit measured from the CHEOPS data during 
he initial assessment of the data described abo v e are listed in Table 4
ogether with the time of mid-transit from GMC + 2014 and one new
ime of mid-transit from a least-squares fit to the TESS light curve
sing the transit model from PYCHEOPS . From a least-squares fit to
hese data, we obtain the following updated ephemeris for the times
f mid-transit in EBLM J0113 + 31: 

JD T mid = 2459107 . 068051(45) + 14 . 27684012(73) E . (2) 
here is no evidence for any change in orbital period greater than
 Ṗ /P | ≈ 1 × 10 −5 from these times of mid-transit. 

.6 Combined analysis of light-cur v e and radial-velocity data 

e used the light-curve model ellc (Maxted 2016 ) to calculate 
ynthetic light curves in the TESS and CHEOPS bands, and the
pectroscopic orbit of the primary star. This model gives us more
exibility in choosing the level of numerical noise in these synthetic

ight curves than is possible with the qpower2 algorithm used in
YCHEOPS (Maxted & Gill 2019 ). For the analysis presented here we
sed the ‘default’ grid size for the primary star and the ‘very sparse’
rid size for the companion, which gives numerical noise of only a
ew ppm at most orbital phases and everywhere less than 10 ppm. We
lso tested for the impact of the gravitational distortion of the stars
y their mutual gravity on the light curve. This is less than 1.5 ppm
hrough the transit so we assumed spherical stars for our analysis in
rder to speed-up the calculation. 
The parameters of the binary star model are: the radii of the

tars in units of the semi-major axis (fractional radii), r 1 = R 1 / a
nd r 2 = R 2 / a ; the surface brightness ratios in the TESS and
HEOPS bands, S T and S C , respectively; the orbital inclination, 

 ; the time of mid-transit, T 0 ; the orbital period, P ; f s = 

√ 

e sin ( ω)
nd f c = 

√ 

e cos ( ω), where e is the orbital eccentricity and ω is the
ongitude of periastron for the primary star; the semi-amplitude of the
rimary star’s spectroscopic orbit, K 1 ; the limb-darkening parameters 
ssuming a power-2 limb-darkening law, h 1, T and h 2, T in the TESS
and, and h 1, C and h 2, C in the CHEOPS band. The ephemeris for the
ime of mid-transit derived in Section 3.5 is very accurate so we fix
 0 and P at these values in our analysis. The curvature of the light
MNRAS 513, 6042–6057 (2022) 
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urve between the second and third contact points is very clearly
een in the CHEOPS and TESS light curves, and is almost directly
elated to the parameters h 1, C and h 1, T , respectively, so we include
hese values as a free parameters in the analysis. The parameters h 2, C 

nd h 2, T will have a much more subtle influence on the light curve
hat is almost entirely confined to the ingress and egress phases so we
mpose priors on these parameters based on the tabulated values of
 2 in the TESS and CHEOPS bands from Maxted ( 2018 ). The width
f the priors is based on the comparison of these tabulated values to
he observed values of this parameter from an analysis of the Kepler
ight curves of transiting exoplanet systems in the same study. 

Prior to the analysis of the CHEOPS data combined with the other
ata sets, we applied a correction for hot pixels in the photometric
perture. Quantitatively, we define hot pixels as pixels with dark
urrent abo v e 3 e − s −1 . Since the beginning of the mission, hot pixels
av e appeared re gularly in the CHEOPS CCD at a rate of ∼100 new
ot pixels per day. The CHEOPS Instrument Team monitors closely
he number and location of hot pixels. Approximately once per week,
dark images’ are acquired for that purpose (10 full-frame images
btained observing a region of the sky void of stars). These images
re used to produce the reference files that track the location and
ark current of hot pixels. These reference file are available from the
HEOPS data archive. 6 We used hot pixel maps generated about 2 d
fter each visit to EBLM J0113 + 31 to calculate the contribution of
hese hot pixels to the count rate in the photometric aperture. The
ot-pixel contamination is ≈0.6 per cent in the OPTIMAL aperture
or the visit in 2020 and ≈1.2 per cent for the visits in 2021. The
ot-pixel contamination in the DEFAULT aperture is ≈0.3 per cent
or all visits. The hot pixel contamination is calculated for every
mage but the variation in this quantity is small ( < ≈ 10 per cent of its
alue) so we apply the correction by subtracting the mean value of
he contamination during the visit from the count rate. 

Our model includes the parameter  3, C that is a constant added to
he synthetic CHEOPS light curve to account for contamination of
he photometric aperture. We applied a correction to the light curves
or contamination prior to the combined analysis so, to account for
ncertainties in these corrections, we assign a Gaussian prior to  3, C 

ith a mean value of 0 and a standard error equal to 50 per cent
f the total contamination estimate. Similarly, the parameter  3, T 

ccounts for the contamination of the photometric aperture shown in
ig. 2 used to extract the TESS light curve. We noticed that the entry
IC 400048098 in the TESS input catalogue (TIC; Stassun et al.
019 ) has no counterpart in Gaia EDR3 (Gaia Collaboration 2016 ,
021 ), so we assume that this is a spurious entry and do not include
t in our calculation of the contamination. The star TIC 400048094
ppears near the edge of the default photometric aperture provided
ith the target pixel file. We added one pixel to this aperture so that

here is no ambiguity o v er whether this star should be included in
he calculation of the contamination or not. From the T magnitudes
isted the TIC, we estimate  3, T = 0.0030. We allow this parameter to
ary in the fit but assign a Gaussian prior to it, assuming an arbitrary
ncertainty of 50 per cent. 
The light curves produced by CHEOPS are known to have very

o w le vels of instrumental noise after decorrelation. Similarly, the
ESS light curve following correction for instrumental trends that we
alculated with LIGHTKURVE shows little sign of residual instrumental
oise or stellar variability. We therefore adopt a white noise model
or our analysis and assume that the standard deviation per point in
he TESS and CHEOPS light curves – σ T and σ C , respectively – are
NRAS 513, 6042–6057 (2022) 
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u  

t  
he same for all data points from the same instrument. The logarithm
f these standard errors are included as a hyperparameters in our
nalysis by correctly normalising the calculation of the PPD. We
nly include data from the TESS light curves at orbital phases near
he transit and eclipses in this analysis. For both the CHEOPS and
ESS data, each section of data around a transit or eclipse is divided
y a straight line fit to the data either side of the transit or eclipse
rior to analysis. 
We use all the radial velocities published by GMC + 2014 plus

he new radial velocities from Table 3 in our analysis. We see no
vidence for excess noise in the radial velocities, so we use their
tandard errors as quoted for the calculation of the PPD. 

In total, we are using nine sets of data, each of which has
n uncertain zero-point that should be included in the analysis.
dditionally, there are eleven basis functions that are used for the

emoval of instrumental noise from the CHEOPS data, each with its
 wn coef ficient that should be varied independently during the fit to
he data. To a v oid explicitly calculating these nuisance parameters,
e use the procedure described by Luger, F oreman-Macke y & Hogg

 2017 ), in which the likelihood for any proposed set of model
arameters marginalized o v er a set of nuisance parameters for a
inear model can be calculated by modifying the covariance matrix. 

We used EMCEE (F oreman-Macke y et al. 2013 ), a PYTHON im-
lementation of an affine invariant MMCMC ensemble sampler, to
alculate the PPD of the model parameters. The maximum-likelihood
odel fit to the data is shown in Fig. 5 . The mean and standard error

f the PPDs for each of the model parameters and various derived
arameters are given in Table 5 . 
The parameters in Table 5 can be combined with our measured

alue of K 2 from the analysis of the SPIRou spectra to determine
he masses and radii of both stars with no additional model input. To
ccount for the correlations between parameters, we do this using
he sampled PPD for the rele v ant parameters generated by EMCEE

ogether with a sample of K 2 values assuming a Gaussian distribution
or this parameter. The masses and radii derived are given in Table 6 .

.7 Dir ect measur ement of the stellar effecti v e temperature 

he ef fecti ve temperature for a star with Rosseland radius R and total
uminosity L is defined by the equation 

 = 4 πR 

2 σSB T 

4 
eff , 

here σ SB is the Stefan–Boltzmann constant. For a binary star at
istance d , i.e. with parallax � = 1/ d , the flux corrected for extinction
bserved at the top of Earth’s atmosphere is 

 0 ,b = f 0 , 1 + f 0 , 2 = 

σSB 

4 

[
θ2 

1 T 

4 
eff, 1 + θ2 

2 T 

4 
eff, 2 

]
, 

here θ1 = 2 R 1 � is the angular diameter of star 1, and similarly
or star 2. All the quantities are known or can be measured for
BLM J0113 + 31 provided we can accurately integrate the observed
ux distributions for the two stars independently. This is possible
ecause photometry of the combined flux from both stars is available
rom ultraviolet to mid-infrared wavelengths, and the flux ratio
t wavelengths where the majority of the flux is emitted by the
rimary star has been measured from the TESS and CHEOPS light
urv es. Although we hav e no direct measurement of the flux ratio
t infrared wavelengths, we can make a reasonable estimate for the
mall contribution of the M dwarf to the measured total infrared flux
sing empirical colour–T eff relations. The M dwarf contributes less
han 0.2 per cent to the total flux so it is not necessary to make a very

https://cheops-archive.astro.unige.ch/archive_browser/
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Figure 5. Top panel: radial-velocity measurements for EBLM J0113 + 31 
(points) and our maximum-likelihood model (line) based on a fit to the 
combined radial-velocity and light-curve data. Middle panel: TESS (red 
points) and CHEOPS (blue points) photometry of the transit and eclipse 
in EBLM J0113 + 31. The maximum-likelihood models based on a fit to 
the combined radial-velocity and light-curve data is also shown (lines). 
Data obtained during around the eclipses are plotted as function of orbital 
phase −0.5323. Data and models have been offset vertically for clarity. The 
CHEOPS data have been corrected for instrumental noise calculated as part 
of the analysis. Lower panel: residuals from the maximum likelihood models 
plotted in the middle panel. 
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Table 5. Fit to RV and LC data. 

Parameter Value Notes 

R 1 / a 0.053 48 ± 0.000 31 
R 2 / a 0.008 111 ± 0.000 063 
i ( ◦) 89.110 ± 0.041 
f s − 0.5488 5 ± 0.000 43 
f c 0.086 93 ± 0.000 26 
S T 0.0675 ± 0.0033 
S C 0.0384 ± 0.0023 
K 1 (km s −1 ) 15.861 ± 0.010 
h 1, C 0.7683 ± 0.0038 
h 2, C 0.720 ± 0.036 N (0 . 409 , 0 . 045) 
h 1, T 0.8008 ± 0.0074 
h 2, T 0.779 ± 0.022 N (0 . 379 , 0 . 045) 
 3, C 0.007 ± 0.009 N (0 . 000 , 0 . 012) a 

 3, T 0.019 ± 0.010 N (0 . 030 , 0 . 015) b 

ln σC − 7.80 ± 0.02 
ln σT − 7.04 ± 0.02 
Derived parameters 
e 0.308 79 ± 0.000 45 
ω ( ◦) 279.000 ± 0.031 
sin i 0.999 88 ± 0.000 01 
R 2 / R 1 0.151 64 ± 0.000 73 
 T 0.001 55 ± 0.000 08 Flux ratio, TESS 
 C 0.000 88 ± 0.000 05 Flux ratio, CHEOPS 
σT (ppm) 874 ± 18 
σC (ppm) 410 ± 8 

Note. N ( μ, σ ) denotes a Gaussian prior applied to a parameter with mean μ
and standard deviation σ . 
a After correction for contamination of the photometric aperture by nearby 
stars and hot pixels. b Including flux from other stars in the photometric 
aperture. 

Table 6. Mass, radius, ef fecti ve temperature, and deri ved parameters for the 
stars in EBLM J0113 + 31. 

Parameter Value Error Per cent 

M 1 / M 

N � 1.029 ± 0.025 [2.4] 
M 2 / M 

N � 0.197 ± 0.003 [1.5] 
R 1 / R 

N � 1.417 ± 0.014 [1.0] 
R 2 / R 

N � 0.215 ± 0.002 [1.1] 
T eff, 1 (K) 6124 ± 40 [0.6] 
T eff, 2 (K) 3375 ± 40 [1.3] 
ρ1 / ρ

N � 0.362 ± 0.006 [1.7] 
ρ2 / ρ

N � 19.9 ± 0.5 [2.4] 
log g 1 (cgs) 4.148 ± 0.006 [1.5] 
log g 2 (cgs) 5.068 ± 0.006 [1.5] 
log L 1 / L 

N � 0.406 ± 0.014 [3.2] 
log L 2 / L 

N � −2.267 ± 0.024 [5.5] 
[M/H] −0.3 ± 0.1 

Notes . The metallicity [M/H] is estimated from our analysis of the spectrum 

of EBLM J0113 + 31 A. T eff, 1 and T eff, 2 are subject to additional systematic 
uncertainty of 10 and 7 K, respectively. 
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ccurate estimate of the M-dwarf flux distribution in order to derive 
n accurate value of T eff for the G0-type primary star. 

The photometry used in this analysis is given in Table 7 . The
UV and FUV magnitudes are taken from GALEX data release GR7

Bianchi, Conti & Shiao 2014 ) with a correction to the IUE flux scale
ased on the results from Camarota & Holberg ( 2014 ). We assume
hat the flux from the M dwarf at ultraviolet wavelengths is negligible.
he Gaia photometry is from Gaia data release EDR3. J , H , and K s 

agnitudes are from the 2MASS surv e y (Skrutskie et al. 2006 ). WISE
agnitudes are from the All-Sky Release Catalog (Cutri & et al. 

012 ) with corrections to Vega magnitudes made as recommended 
y Jarrett et al. ( 2011 ). Photometry in the PanSTARRS-1 photometry
ystem is taken from Tonry et al. ( 2018 ). Details of the zero-points
nd response functions used to calculate synthetic photometry from 

n assumed spectral energy distribution (SED) are given in Miller, 
axted & Smalley ( 2020 ). 
To estimate the reddening towards EBLM J0113 + 31, we use the

alibration of E ( B − V ) versus the equi v alent width of the interstellar
a I D 1 line by Munari & Zwitter ( 1997 ). To measure EW(Na I D 1 ),
e used 11 spectra obtain with the FIES spectrograph on the Nordic
MNRAS 513, 6042–6057 (2022) 
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Table 7. Observed apparent magnitudes for EBLM J0113 + 31 and predicted values based on our synthetic photometry. 

Band λpivot (nm) Observed Computed O − C m 1  (per cent) 

FUV 154 20.01 ± 0.54 20.74 ± 0.13 − 0.73 ± 0.55 20.01 ± 0.54 0.00 
NUV 230 14.28 ± 0.71 14.41 ± 0.15 − 0.13 ± 0.73 14.28 ± 0.71 0.00 
G 622 9.920 ± 0.003 9.919 ± 0.003 + 0.002 ± 0.004 9.922 ± 0.003 0.09 
BP 511 10.197 ± 0.003 10.202 ± 0.003 − 0.005 ± 0.004 10.197 ± 0.003 0.04 
RP 777 9.477 ± 0.004 9.475 ± 0.004 + 0.002 ± 0.005 9.479 ± 0.004 0.17 
g P1 485 10.249 ± 0.020 10.234 ± 0.005 + 0.015 ± 0.021 10.249 ± 0.020 0.03 
r P1 620 9.961 ± 0.024 9.911 ± 0.005 + 0.050 ± 0.025 9.962 ± 0.024 0.07 
i P1 754 9.868 ± 0.021 9.820 ± 0.005 + 0.048 ± 0.022 9.870 ± 0.021 0.16 
J 1241 8.982 ± 0.024 8.973 ± 0.005 + 0.009 ± 0.025 8.987 ± 0.024 0.45 
H 1650 8.692 ± 0.029 8.713 ± 0.005 − 0.021 ± 0.029 8.699 ± 0.029 0.60 
K s 2164 8.620 ± 0.024 8.652 ± 0.005 − 0.032 ± 0.025 8.628 ± 0.024 0.73 
W 1 3368 8.590 ± 0.023 8.613 ± 0.002 − 0.023 ± 0.023 8.600 ± 0.023 0.91 
W 2 4618 8.629 ± 0.020 8.619 ± 0.002 + 0.010 ± 0.020 8.642 ± 0.020 1.18 
W 3 12 073 8.633 ± 0.021 8.617 ± 0.002 + 0.016 ± 0.021 8.651 ± 0.021 1.64 
W 4 22 194 8.38 ± 0.22 8.674 ± 0.002 − 0.29 ± 0.22 8.40 ± 0.22 1.64 

Notes . The predicted magnitudes are shown with error estimates from the uncertainty on the zero-points for each photometric system. 
The pivot wavelength for each band pass is shown in the column headed λpivot . The magnitudes of the primary G0V star alone 
corrected for the contribution to the total flux from the M dwarf are shown in the column headed m 1 . The flux ratio in each band is 
shown in the final column. 
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Table 8. Colour–T eff relations used to establish Gaussian priors on the flux 
ratio at infrared wavelengths for EBLM J0113 + 31. 

Colour Primary Secondary 

V − J 1 . 048 − 0 . 4257 X 1 ± 0 . 015 4 . 187 − 2 . 762 X 2 ± 0 . 11 
V − H 1 . 288 − 0 . 5568 X 1 ± 0 . 019 4 . 776 − 2 . 552 X 2 ± 0 . 15 
V − K s 1 . 357 − 0 . 5926 X 1 ± 0 . 016 5 . 049 − 2 . 776 X 2 ± 0 . 12 
V − W 1 1 . 405 − 0 . 5829 X 1 ± 0 . 027 5 . 207 − 2 . 720 X 2 ± 0 . 12 
V − W 2 1 . 411 − 0 . 5753 X 1 ± 0 . 045 5 . 365 − 2 . 957 X 2 ± 0 . 11 
V − W 3 1 . 355 − 0 . 5919 X 1 ± 0 . 022 5 . 477 − 3 . 091 X 2 ± 0 . 13 
V − W 4 1 . 397 − 0 . 5812 X 1 ± 0 . 045 5 . 620 − 3 . 248 X 2 ± 0 . 23 

Note . The dependent variables are X 1 = T eff, 1 − 6.1 kK and X 2 = T eff, 2 −
3.3 kK. 
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ptical Telescope used in medium-resolution mode ( R = 46 000). We
rst shifted these spectra into the rest frame of the primary star and

hen took the median value at each wavelength to obtain a high signal-
o-noise spectrum of the G0V primary star. We then divided each
bserved spectrum by this spectrum of the G0V primary star after
hifting it back to the barycentric rest frame. We then took the median
f these residual spectra to obtain a high signal-to-noise spectrum
f the interstellar features. The equi v alent width of the Na I D 1 line
easured by numerical integration is EW(Na I D 1 ) = 77.1 ± 6.0 m Å.
his value is less than the values of EW(Na I D 1 ) for all the stars in

he calibration sample of Munari & Zwitter ( 1997 ). To estimate the
ncertainty on the value of E ( B − V ) for EBLM J0113 + 31 we take
he sample standard deviation for the five stars in the calibration
ample with the lowest values of EW(Na I D 1 ) ≈ 250 m Å. Based
n this analysis we obtain the estimate E ( B − V ) = 0.002 ± 0.012.
e use this as a Gaussian prior in our analysis but exclude negative

alues of E ( B − V ). 
To establish colour–T eff relations suitable for dwarf stars with

100 < T eff < 3500 K, we use a robust linear fit to the stars listed
n table 6 of Fouqu ́e et al. ( 2018 ) within this T eff range. Photometry
or these stars is taken from the TESS input catalogue. To estimate
 suitable standard error for a Gaussian prior based on this fit,
e use 1.25 times the mean absolute deviation of the residuals

rom the fit. Colour–T eff relations suitable for the primary G0V
tar were calculated in similar way based on stars selected from
he Gene v a–Copenhagen surv e y (Holmberg, Nordstr ̈om & Andersen
009 ; Casagrande et al. 2011 ) with 5950 < T eff < 6250 K, E ( B − V )
 0.01 and 3.5 < log g < 4.5. The results are given in Table 8 . 
The method we have developed to measure T eff for eclipsing

inary stars is described fully in Miller et al. ( 2020 ). Briefly,
e use EMCEE (F oreman-Macke y et al. 2013 ) to sample the PPD
 ( � | D ) ∝ P ( D | � ) P ( � ) for the model parameters � with prior P ( � ),
iv en the data, D (observ ed apparent magnitudes and flux ratios). The
odel parameters are 

 = 

(
T eff, 1 , T eff, 2 , θ1 , θ2 , E( B − V) , σext , σ , c 1 , 1 , . . . , c 2 , 1 , . . . 

)
. 

he prior P ( � ) is calculated using the angular diameters θ1 and θ2 

erived from the radii R 1 and R 2 and the parallax � , the priors on the
ux ratio at infrared wavelengths based on the colour–T eff relations

n Table 8 , and the Gaussian prior on the reddening described abo v e.
NRAS 513, 6042–6057 (2022) 
he hyperparameters σ ext and σ  account for additional uncertainties
n the synthetic magnitudes and flux ratio, respectively, due to errors
n zero-points, inaccurate response functions, stellar variability, etc.
he parallax is taken from Gaia EDR3 with corrections to the zero-
oint from Flynn et al. ( 2022 ) and Lindegren et al. ( 2021 ). 
To calculate the synthetic photometry for a given value of T eff , we

sed a model SED multiplied by a distortion function, � ( λ). The
istortion function is a linear superposition of Legendre polynomials
n log wavelength. The coefficients of the distortion function for star
 are c 1, 1 , c 1, 2 , . . . , and similarly for star 2. The distorted SED for
ach star is normalized so that the total apparent flux prior to applying
eddening is σSB θ

2 T 

4 
eff / 4. These distorted SEDs provide a convenient

unction that we can integrate to calculate synthetic photometry that
as realistic stellar absorption features, and where the o v erall shape
an be adjusted to match the observed magnitudes from ultraviolet
o infrared wavelengths, i.e. the effective temperatures we derive are
ased on the integrated stellar flux and the star’s angular diameter,
ot SED fitting. 
For this analysis, we use model SEDs computed from BT-Settl
odel atmospheres (Allard et al. 2013 ) obtained from the Spanish
irtual Observatory. 7 We use linear interpolation to obtain a reference
ED for the G0V star appropriate for T eff, 1 = 6130 K, log g 1 = 4.15,
Fe/H] = −0.3, and [ α/Fe] = 0.0. For the reference SED for the

http://svo2.cab.inta-csic.es/theory/newov2/index.php?models=bt-settl
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Table 9. Results from our analysis to obtain the ef fecti ve temperatures for 
both stars in EBLM J0113 + 31. 

Parameter Value Error Units 

T eff, 1 6124 ± 40 K 

T eff, 2 3375 ± 40 K 

θ1 0.0745 ± 0.0007 mas 
θ2 0.0113 ± 0.0001 mas 
E ( B − V ) 0.010 ± 0.007 
σ ext 0.014 ± 0.011 
σ 0.0002 ± 0.0001 
c 1, 1 0.06 ± 0.03 
c 1, 2 −0.08 ± 0.05 
c 2, 1 0.3 ± 0.2 
c 2, 2 −0.3 ± 0.2 

Note . T eff, 1 and T eff, 2 are subject to additional systematic uncertainty of 10 
and 7 K, respectively. 

Figure 6. The SED of EBLM J0113 + 31. The observed fluxes are plotted 
with open circles and the predicted fluxes for the mean of the PPD integrated 
o v er the response functions shown in grey are plotted with filled symbols. 
The SED predicted by the mean of the PPD is plotted in dark blue and light 
blue shows the SEDs produced from 100 random samples from the PPD. The 
contribution to the total SED from the M dwarf (barely visible) is shown in 
orange. The W 3 and W 4 mid-infrared bands also used in the analysis are not 
shown here. 
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8 The last version of ARES code (ARES v2) can be downloaded at http://ww 

w.astr o.up.pt/ ∼sousasag/ar es . 
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-dwarf companion, we assume T eff, 1 = 3380 K, log g 1 = 5.0, and
he same composition. We experimented with distortion functions 
ith one, two, three, four coefficients per star and found the results

o be very similar in all cases. The results presented here use two
istortion coefficients per star because there is no impro v ement in
he quality of the fit if we use a larger number of coefficients. The
redicted apparent magnitudes including their uncertainties from 

rrors in the zero-points for each photometric system are compared to 
he observed apparent magnitudes in Table 7 . The PPD for the model
arameters is summarized in Table 9 and the SED is plotted in Fig. 6 .
The random errors quoted in Table 9 do not allow for the

ystematic error due to the uncertainty in the absolute calibration 
f the CALSPEC flux scale (Bohlin, Gordon & Tremblay 2014 ). 
his additional systematic error is 10 K for the G0V primary star and
 K for the M-dwarf companion. 

.8 Abundance analysis 

e have used the H -band spectrum of EBLM J0113 + 31 A to esti-
ate this star’s metallicity. For this abundance analysis, we used the 

bserved SPIRou spectra merged into one-dimensional spectra pro- 
ided by the observatory. We first subtracted the model spectrum for
he M-dwarf companion described in Section 3.3 from each of these 
ne-dimensional spectra, scaled such that the flux ratio in the TESS
and matched the value measured from the depth of the secondary 
clipse in the light curve. We then co-added the spectra in the rest
rame of the primary star to produce a high signal-to-noise spectrum
f the G0V star with negligible contamination from the M dwarf. 
For the analysis of this spectrum, we used iSpec (Blanco-Cuaresma 

t al. 2014b ; Blanco-Cuaresma 2019 ) with the APOGEE line list
or atomic and molecular data in the wavelength range 1500–
700 nm (Shetrone et al. 2015 ). We followed Sarmento et al. ( 2020 )
n selecting Turbospectrum (Alvarez & Plez 1998 ; Plez 2012 )
or the spectrum synthesis assuming a micro-turbulent velocity 
 mic = 1.06 km s −1 with model atmospheres from the MARCS
rid (Gustafsson et al. 2008 ) and solar abundances from Grevesse,
splund & Sauval ( 2007 ). We excluded from the fit ±4 nm around

he tw o Brack ett series lines at 1681.11 and 1641.17 nm, and also
ome instrumental features that occur near the ends of the échelle
rders at 1657–1659 nm and 1622–1624 nm. We fixed the value of
 eff = 6124 K and log g = 4.15. For the macro-turbulent velocity,
e used the calibration by Valenti & Fischer ( 2005 ) to estimate
 mac = 4.67 km s −1 . We included the rotational broadening parameter
sin i as a free parameter in the least-squares fit with a linear limb-
arkening coefficient of 0.5 in the H band based on the results from
laret ( 2018 ). We attempted a least-squares fit including the α-
lement abundance as a free parameter but found that the value
btain is not accurate enough to be useful so we fixed [ α/Fe] =
 in the least-squares fit. From this least-squares fit we obtained
M/H] = −0.33 ± 0.01 and vsin i = 6.6 ± 0.3 km s −1 . There
re several additional sources of uncertainty in this analysis, e.g. 
naccurate normalization, errors in atomic data, approximations in 
he stellar atmosphere models, etc., so the accuracy of our metallicity
stimate will be much worse than the precision estimated from the
east-squares fitting algorithm (Blanco-Cuaresma 2019 ; Jofr ́e et al. 
019 ). Based on the results from independent analyses of APOGEE
pectra by J ̈onsson et al. ( 2018 ), we assume an accuracy of 0.15 dex,
.e. [M/H] = −0.33 ± 0.15. The fit to the spectrum is shown 
n Fig. 7 . 

We used the co-added FIES spectra of the star to determine
he stellar atmospheric parameters ( T eff , log g , micro-turbulence,
nd [Fe/H]) and chemical abundances following the methodology 
escribed in our previous works (Santos et al. 2013 ; Sousa 2014 ;
dibekyan et al. 2012 , 2015 ). In brief, we make use of the equi v alent
idths (EWs) of spectral lines, as measured using the ARES v2

ode 8 (Sousa et al. 2015 ), and we assume ionization and excitation
quilibrium. The process makes use of a grid of Kurucz model
tmospheres (Kurucz 1993 ) and the radiative transfer code MOOG 

Sneden 1973 ). 
For the stellar spectroscopic parameters we obtained T eff = 

025 ± 50 K, log g = 4.10 ± 0.05, V tur = 1.07 ± 0.06 km s −1 ,
nd [Fe/H] = −0.31 ± 0.04. Within the uncertainties, these values 
re in agreement with those presented in Table | 9 . In order to be
onsistent, and because of higher accuracy, we fixed the values of
f fecti ve temperature and surface gravity to T eff = 6124 ± 40 K
nd log g = 4.148 ± 0.006 when determining the abundances of
ndi vidual elements. Our deri v ation of three α-elements ([Mg/H] =

0.18 ± 0.09, [Si/H] = −0.26 ± 0.04, [Ti/H] = −0.22 ± 0.07) 
ndicates that EBLM J0113 + 31 is not an α-enhanced star ([ α/Fe] =
.09 ± 0.08), which is typical for stars in the Galactic thin-disc
opulation (Adibekyan et al. 2011 ). 
Using the astrometric data from Gaia EDR3 and the radial velocity

f the system (11.179 ± 0.004 km s −1 ; GMC + 2014), we calculated
MNRAS 513, 6042–6057 (2022) 
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M

Figure 7. The H -band spectrum of EBLM J0113 + 31 A (blue) and a synthetic spectrum fit by least-squares using iSpec (red). Residuals from the synthetic 
spectrum fit are shown in green offset vertically by 1.05 units. 
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he Galactic space velocity components ( U , V , W ) = ( −17, 16,
1) km s −1 with respect to the local standard of rest (Sch ̈onrich,
inney & Dehnen 2010 ). Based on these velocities, adopting the
haracteristics parameters of Galactic stellar populations of Reddy,
ambert & Allende Prieto ( 2006 ), and following Adibekyan et al.
 2012 ), we estimated a probability of 99 per cent that the star belongs
o the Galactic thin disc, which is in agreement with our conclusion
ased on the composition of the star. 
Based on the results from the analysis of the SPIRou and FIES

pectra, we adopt the value [M/H] = −0.3 ± 0.1 for the metallicity
f EBLM J0113 + 31. The co-added SPIRou spectra corrected for the
ontribution from the M dwarf and the co-added FIES spectrum are
vailable from the supplementary online information that accompa-
ies this paper. 

 DISCUSSION  

.1 Astrometric noise due to binary orbital motion 

he projected semi-major axis of the G0V star’s orbit is α1 = a 1 / d
 0.11 mas, so we expect excess noise in the Gaia astrometry
0.1 mas due to the orbital motion of the primary star. Indeed,

he astrometric excess noise in the Gaia EDR3 catalogue for
BLM J0113 + 31 is 0.163 mas. This is higher than expected for
 good fit to the data for a single star with G ≈ 10, and consistent
ith the noise expected from the orbital motion of the G0V star. This
ill only lead to a systematic error in the parallax if the position

ngle of the binary at the times of observation are not randomly
istributed around the binary star orbit. This can be checked using
he parameter ipd gof harmonic amplitude provided in the
DR3 catalogue (Lindegren et al. 2021 ). For EBLM J0113 + 31,

his parameter takes the value 0.014, which is less than the median
alue of this statistic for stars with six-parameter solutions in the
agnitude range G = 9–12 (0.020). Although the detection of the

strometric noise is statistically significant, it is a small contribution
NRAS 513, 6042–6057 (2022) 
o the uncertainties on the parallax. The renormalized unit weight
rror for EBLM J0113 + 31 is RUWE = 1.154, which is only slightly
igher than the median value for stars with six-parameter solutions
n the magnitude range G = 9–12 (RUWE = 1.127), and is close to
he expected value ≈1 for ‘for well behaved sources’. 

We can therefore be confident that the orbital motion of the G0V
tar does not produce a systematic error in the measured Gaia
arallax. 

.2 Comparison to stellar evolution models 

he mass, radius and ef fecti ve temperature for both stars in
BLM J0113 + 31 are given in Table 6 , together with the derived
urface gravity, mean stellar density and luminosity for both stars. 

We used the software package BAGEMASS (Maxted, Serenelli &
outhworth 2015 ) to compare the parameters of the primary star,
BLM J0113 + 31 A, to a grid of stellar models computed with

he GARSTEC stellar evolution code (Weiss & Schlattl 2008 ). The
ethods used to calculate the stellar model grid are described in
erenelli et al. ( 2013 ). BAGEMASS uses an MCMC method to explore

he PPD for the mass and age of a star based on its observed
 eff , luminosity, mean stellar density and surface metal abundance
Fe/H]. We find a very good fit to the observed parameters of
BLM J0113 + 31 A for an age of 6.7 ± 0.5 Gyr, as can be seen

n Fig. 8 . Moreo v er, 99 per cent of samples from the PPD correspond
o models where EBLM J0113 + 311 A is a post-main-sequence star
hat has exhausted all the hydrogen in its core. The GARSTEC model
rid accounts for diffusion so the initial metal abundance for this star
s inferred to be [Fe/H] = −0.2 ± 0.1. Isochrones for the same age
nd initial metal abundance from the Dartmouth stellar evolution data
ase (Dotter et al. 2008 ) and the MESA Isochrones & Stellar Tracks
MIST, Choi et al. 2016 ) are also shown in Fig. 8 . There is very good
greement between these different stellar evolution codes, as might
e e xpected giv en that the properties of EBLM J0113 + 31 A are

art/stac1270_f7.eps


SPIRou spectroscopy of EBLM J0113 + 31 6053 

Figure 8. EBLM J0113 + 31 A in the mass–radius and Hertzsprung–Russell 
diagrams compared to isochrones for an age of 6.7 ± 0.7 Gyr assuming an 
initial metal abundance [Fe/H] = −0.2 interpolated from a grid of GARSTEC 

stellar models. The ellipses show 1 σ and 2 σ confidence regions on the 
parameters of EBLM J0113 + 31 A. Also shown are isochrones for the same 
age and initial metal abundance from the Dartmouth stellar evolution data 
base (cyan dotted line) and MIST (green dashed line). 
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Figure 9. EBLM J0113 + 31 B in the mass–radius and Hertzsprung–Russell 
diagrams compared to isochrones for ages of 6.8 Gyr assuming [Fe/H] = 

−0.2 from the Dartmouth stellar evolution data base (cyan dotted line) and 
MIST (green dashed line). The ellipses show 1 σ and 2 σ confidence regions 
on the parameters of EBLM J0113 + 31 B. Parameters for VLM stars shown 
as error bars in blue are taken from DEBCat (Southworth 2015 ). 
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imilar to the Sun and all three grids of stellar models are calibrated
o match the observed properties of the Sun. 

The same isochrones from the Dartmouth and MIST stellar model 
rids are compared to the properties of EBLM J0113 + 31 B in Fig. 9 .
ur grid of GARSTEC models does not extend to these VLMs. The

greement between the models and observations is reasonably good, 
hich is somewhat surprising given the long-standing observation 

hat stellar models tend to underpredict the radius and o v erpredict
 eff for low-mass stars (Hoxie 1973 ; Lacy 1977 ; Berger et al. 2006 ;
pada et al. 2013 ; Zhou et al. 2014 ; Cassisi & Salaris 2019 ). This can
e seen from the mass, radius, and T eff measurements for six other
LM stars in the same figure. These six stars are members of three

clipsing binaries with orbital periods less 2 d. This complicates 
he interpretation of their properties in the light of the so-called 
radius inflation’ problem because these stars will be forced to rotate 
uch faster than most single M-dwarf stars by tidal forces in these

hort-period binaries. EBLM J0113 + 31 B is a valuable addition to
he small sample of well-characterized VLMSs because we have an 
ndependent estimate of its age and initial metal abundance based on 
bservations of the G0V primary star to add to the accurate mass,
adius and T eff measurements. 

.3 EBLM systems as benchmark stars 

enchmark FGK dwarf stars with direct T eff measurements based 
n angular diameters measured by interferometry typically have 
pparent magnitudes V = 1–6 (Jofr ́e et al. 2014 ). This is 5–10
ag brighter than the magnitude limits for large-scale spectroscopic 

urv e ys, so special observing modes must be employed to obtain
pectra of these benchmark stars. These bright benchmark stars also 
end to be single stars, so there are often no direct measurements
f their mass or surface gravity. It is difficult to extend this sample
ecause new candidates for benchmark stars will necessarily be more 
istant than the e xisting sample, i.e. the y will hav e smaller angular
iameters than the existing benchmark stars. For example, a nominal 
un-like star at distance of 10 pc will have an angular diameter θ =
.465 mas, so a systematic error of only 0.04 mas, which is typical for
xisting measurements (Karovicova et al. 2022 ), implies a systematic 
rror of 250 K in the measured value of T eff for such a star. 

In contrast, EBLM J0113 + 31 is within the magnitude range of
ecent large-scale spectroscopic surv e ys, e.g. the TESS-HERMES 

urv e y (10 < V < 13.1; Sharma et al. 2018 ), LAMOST ‘VB
ode’ observations (9.0 ≤ J ≤ 12.5; Luo et al. 2015 ), and stars

n open clusters observed as part of the Gaia-ESO survey (9 < V
 16.5; Bragaglia et al. 2022 ). This makes it feasible to observe
BLM J0113 + 31 and other EBLM binaries in exactly the same way
s other stars observed by these surv e y instruments as part of their
outine operations. The contribution of the M dwarf to the total flux
t optical wavelengths is < ≈ 0 . 2 per cent for EBLM binaries, so the
 dwarf will have a completely negligible effect on the atmospheric

arameters derived from the analysis of the optical spectrum. This 
akes it possible to make an ‘end-to-end’ test of the accuracy of

arameters derived by the combination of these surv e y instruments
MNRAS 513, 6042–6057 (2022) 
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lus their data processing and analysis pipelines. Even at near-
nfrared wavelengths used by surveys such as APOGEE (J ̈onsson
t al. 2018 ) the contribution from the M dwarf is < ≈ 1 per cent, so
he results of any analysis that includes a correction for this small
ontribution to the total flux will be insensitive to the details of how
his correction is done. 

Many EBLM binaries in the magnitude range 10 < ≈ V 

< ≈ 12 have
een identified and have well-determined spectroscopic orbits that
ave been published (Triaud et al. 2017 ) or that are in preparation
hanks to the EBLM project and BEBOP surv e y (Standing et al.
022 ). High-quality space-based photometry is already available for
any of these stars from the TESS survey and/or from our ongoing
HEOPS GTO programme. Several échelle spectrographs that can
rovide high-resolution spectroscopy at near-infrared wavelengths
re currently operational on 4–10 m telescopes, e.g. CARMENES
n the Calar Alto Observatory 3.5-m telescope (Quirrenbach et al.
016 ), NIRPS on the ESO 3.6-m telescope (Bouchy et al. 2021 ),
RIRES + on the ESO 8.2-m VLT (Kaeufl et al. 2004 ), and IRD on

he 8.2-m Subaru telescope (Kotani et al. 2014 ). We can also look
orward to high-quality spectrophotometry and impro v ed parallax
easurements for these EBLM systems in future data releases from

he Gaia mission. 9 In summary, the instrumentation, data and targets
eeded to create a network of moderately-bright FGK dwarf stars
o v ering both hemispheres that are ideal benchmark stars for ongoing
arge-scale spectroscopic surv e ys are all now available. 

Apart from their utility as benchmark stars for large-scale spectro-
copic surv e ys, follo w-up observ ations of additional EBLM systems
ill also provide valuable data on the properties of VLM stars. With
bservations similar to those presented here we can create a sample
LMSs with precise and accurate T eff , mass and radius measure-
ents. These EBLM binaries will have independent estimates for

heir age and initial metallicity based on the observed properties
f the primary stars in these systems. It is not feasible to obtain a
irect spectrum for these very faint companion stars, but it should be
ossible gi ven suf ficiently high-quality data to estimate the projected
otational velocity of the star from the width of the peak in the
tacked-CCF. Data of this quality will be very useful for testing and
alibrating models of VLM stars that include additional physics to
ccount for the radius inflation problem (Feiden & Chaboyer 2014 ;
ullan et al. 2018 ). 
Many of these EBLM binary systems will also be ideal benchmark

tars for the upcoming PLATO mission (Rauer et al. 2014 ) if we can
easure model-independent masses for the primary star using the

echniques presented in this study. The PLATO mission will focus on
right stars (4–11 mag) with the aim to detect and characterize planets
own to Earth-size by photometric transits. Asteroseismology will be
erformed for these bright stars to obtain stellar parameters, including
asses and ages. The PLATO Definition Study Report 10 (‘red book’)

pecifies that PLATO must be capable of delivering accurate stellar
ges with a precision of 10 per cent. Some corrections for systematic
rrors in the current generation of stellar models will be needed
o reach this accuracy in stellar ages (Goupil 2017 ). The planned
bserving strategy includes a step-and-stare phase that will cover
bout 50 per cent of the sky. EBLM binaries can be used to perform
end-to-end’ tests of the PLATO data analysis to ensure that the mass
stimates delivered for these stars are accurate, and to calibrate the
ext generation of stellar models using direct mass, radius, and T eff 

easurements combined with asteroseismology. 
NRAS 513, 6042–6057 (2022) 

 ht tps://www.cosmos.esa.int /web/gaia/release . 
0 https:// sci.esa.int/ science-e/ www/ object/doc.cfm?fobjectid = 59251 . 
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 C O N C L U S I O N S  

e hav e deriv ed precise and accurate masses, radii, and effec-
ive temperatures for both stars in the eclipsing binary system
BLM J0113 + 31. These data can be used to validate and calibrate
tellar models, empirical relations for stellar properties, and to test
ata analysis techniques. With the techniques established here, it is
easible to create a network of moderately-bright FGK dwarf stars
o v ering both hemispheres that are ideal benchmarks for ongoing
arge-scale spectroscopic surv e ys and for the upcoming PLATO

ission. 
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