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f́ısicos y matemáticos de la UAM. Muchas buenas tardes con Manuel, Jose
Luis, Nicco, Bernd, Jone, Sonja, Luzka y muchos otros. Otro de ellos seŕıa el
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mi vida: Maria ”Newton-John”, ”Maŕıa Jeesus”, Ana, Fernando, Raquel,
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Abstract

Permanent magnets are nowadays regarded as essential, meaning they can-
not be replaced by other materials, for many different technological applica-
tions. The most powerful magnets contain rare-earths, elements that are at
supply risk for the European Union (EU) and other regions, as China con-
trols more than 80% of their global production. Besides, mining rare-earths
is environmentally harmful and causes serious human health problems. This
has moved the EU to promote research on rare-earth free magnets, an ini-
tiative that perfectly fits with the carbon-neutral goals and European Green
Deal. This is the framework of this PhD thesis, developed under the H2020
EU project Amphibian, ”Anisometric permanent hybrid magnets based on
inexpensive and non-critical materials”. The work presented here is devoted
to the fundamental description of the electronic and magnetic properties of
rare-earth free ferrite-based permanent magnets, using ab initio simulations.
Its ultimate objective is to contribute from a theoretical approach to the
improvement of the magnetic performance of these materials, as a way to
minimize the dependence on critical rare-earth permanent magnets.

First, we address a description based on the density functional theory
(DFT) of the hexagonal SrFe12O19 and cubic CoFe2O4, NiFe2O4, MnFe2O4

and ZnFe2O4 spinel ferrites, materials of different magnetic complexity. The
bulk form of the cubic ferrites has already been described by DFT, while our
work is pioneer in the simulation of SrFe12O19. However, we also revisit some
previous assumptions on the theoretical conditions used to describe cubic
ferrites, particularly relevant for ZnFe2O4, and we thoroughly explore the
influence of different theoretical details on the quantitative determination
of the magnetic exchange constants. Though our work is mainly focused
on the ab initio determination of the magnetic properties, i.e. local mo-
ments, anisotropies and exchange constants, we also explore beyond-DFT
methodologies to determine magnetic critical temperatures, demonstrating
the better accuracy of Monte Carlo methods over mean field approaches.
An important conclusion of this part of the PhD thesis is the ability to
use the magnetic properties as targets to determine the best Hubbard U
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potential that enters into the exchange correlation functional.
The study of the bulk oxides serves as the necessary departing point to

the ensuing simulations of modifications intended to overcome the current
magnetic performance of rare-earth free permanent magnets. Simulations
of these systems constitute the second part of this PhD thesis. The spe-
cific systems have been chosen in the context of supporting experimental
efforts within the framework of the Amphibian project, and are representa-
tive of nanostructured bicomponent permanent magnets that combine hard
and soft magnets. In particular, we explore the ability of substitutional Zn
cations at NiFe2O4 to increase the magnetization of this soft magnet, ana-
lyzing different dopant concentrations and distributions at the atomic level.
Our results put limits on the success of this procedure to enhance the mag-
netization, due to the tendency of Zn atoms to distribute at both tetrahedral
and octahedral coordination sites. We also analyze the contribution of in-
terface effects to the magnetism of bicomponent soft/hard nanostructures
based on CoFe2O4, NiFe2O4 and MnFe2O4. Our results identify the balance
between inverse and direct spinel forms as the most determinant feature for
the magnetic performance of these materials, identifying some of the rele-
vant aspects that influence this balance. In addition, from the theoretical
point of view, we demonstrate the fundamental role of the localization of the
electrons governed by the local Hubbard U term. Besides its well known role
in the electronic properties and the definition of the electronic gap, it is also
crucial to determine the structural properties that govern the magnetic per-
formance of these ferrites. Finally, we demonstrate that, even though most
global magnetic properties at the bicomponent system correspond to the
sum of the individual contributions of the bulk counterparts, the interface
introduces relevant redistributions and local modifications.
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Resumen

Los imanes permanentes se consideran hoy en d́ıa esenciales, es decir, no
pueden ser sustituidos por otros materiales, para muchas aplicaciones tec-
nológicas diferentes. Los imanes más potentes contienen tierras raras, ele-
mentos que suponen un riesgo de suministro para la Unión Europea (UE)
y otras regiones, ya que China controla más del 80% de su producción
mundial. Además, la extracción de tierras raras es perjudicial para el medio
ambiente, e incluso puede llegar a causar graves problemas de salud hu-
mana. Esto ha movido a la UE a promover la investigación sobre imanes
sin tierras raras, una iniciativa que encaja perfectamente con los objetivos
de la neutralidad de carbono y el Pacto Verde Europeo. En este contexto se
enmarca esta tesis doctoral, desarrollada en el marco del proyecto europeo
H2020 Amphibian, ”Imanes h́ıbridos permanentes anisométricos basados en
materiales baratos y no cŕıticos”. El trabajo que aqúı se presenta está ded-
icado a la descripción fundamental, utilizando simulaciones ab initio, de las
propiedades electrónicas y magnéticas de imanes permanentes basados en
ferritas libres de tierras raras. Su objetivo último es contribuir desde un
enfoque teórico a la mejora de las propiedades magnéticas de estos materi-
ales, como forma de minimizar la dependencia de los imanes permanentes
de tierras raras.

En primer lugar, se aborda una descripción basada en la teoŕıa del fun-
cional de la densidad (DFT) de las ferritas hexagonales SrFe12O19 y cúbicas
CoFe2O4, NiFe2O4, MnFe2O4 y ZnFe2O4, materiales de diferente comple-
jidad magnética. La forma de volumen de las ferritas cúbicas ya ha sido
descrita por DFT, mientras que nuestro trabajo es pionero en la simulación
de SrFe12O19. Sin embargo, también reexaminamos algunas de las asun-
ciones comúnmente aceptadas sobre las condiciones teóricas utilizadas para
describir las ferritas cúbicas, particularmente relevantes para el ZnFe2O4, y
exploramos a fondo la influencia de diferentes detalles teóricos en la determi-
nación cuantitativa de las constantes de canje magnético. Aunque nuestro
trabajo se centra principalmente en la determinación de las propiedades
magnéticas, momentos locales, anisotroṕıas y constantes de canje, también
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exploramos metodoloǵıas más allá de DFT para determinar las temper-
aturas cŕıticas magnéticas, demostrando que los métodos de Monte Carlo
tienen mayor precisión que los enfoques de campo medio. Una conclusión
importante de esta parte de la tesis doctoral es la capacidad de utilizar las
propiedades magnéticas como referencia para determinar el mejor potencial
de Hubbard U empleado en el funcional de canje-correlación.

El estudio de los volúmenes de los óxidos sirve como punto de par-
tida necesario para las subsiguientes simulaciones basadas en modificaciones
destinadas a superar el rendimiento magnético actual de los imanes per-
manentes libres de tierras raras. La simulación de estos sistemas con-
stituye la segunda parte de esta tesis doctoral. Los sistemas espećıficos
se han elegido en el contexto del apoyo a los esfuerzos experimentales en
el marco del proyecto Amphibian, y son representativos de imanes per-
manentes bicomponentes nanoestructurados que combinan imanes duros y
blandos. En particular, exploramos la capacidad de los cationes de Zn susti-
tutivos en el NiFe2O4 para aumentar la magnetización de este imán blando,
analizando diferentes concentraciones y distribuciones de dopante a nivel
atómico. Nuestros resultados ponen ĺımites al éxito de este procedimiento
para aumentar la magnetización, debido a la tendencia de los átomos de
Zn a distribuirse en sitios tanto tetraédricos como octaédricos. También
analizamos la contribución de los efectos de intercara al magnetismo de na-
noestructuras bicomponentes blandas/duras basadas en CoFe2O4, NiFe2O4

y MnFe2O4. Nuestros resultados identifican el equilibrio entre las formas
de espinela inversa y directa como la caracteŕıstica más importante para
el rendimiento magnético de estos materiales, identificando algunos de los
aspectos relevantes que influyen en este equilibrio. Además, desde el punto
de vista teórico, demostramos el papel fundamental de la localización de
los electrones gobernada por el término U local de Hubbard. Además de
su conocido papel en las propiedades electrónicas y en la definición del
”gap” electrónico, también es crucial para determinar las propiedades es-
tructurales que rigen el rendimiento magnético de estas ferritas. Por último,
demostramos que, aunque la mayoŕıa de las propiedades magnéticas globales
en el sistema bicomponente corresponden a la suma de las contribuciones
individuales de los óxidos implicados, la intercara introduce redistribuciones
y modificaciones locales relevantes.
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Chapter 1

Introduction

Permanent magnets

Permanent magnets (PMs) are materials that are able to retain their mag-
netic properties after exposed to an external magnetic field. They are widely
used in nowadays technologies including commercial applications such as
computers, speakers, microphones, sensors, automobiles or household elec-
tronics (air conditioners, washing machines), among many others, and in-
dustrial applications including energy conversion and transportation. Re-
cently emerging applications of PMs are found in areas such as electric ve-
hicles, wind turbines, memory devices, magnetic levitation transportation,
and biomedical tools [1, 2, 3, 4]. PMs are necessary for these applications,
meaning they cannot be replaced by any other material, and thus they
are regarded as essential. The first discovered permanent magnet, and the
only one found in nature, is magnetite (Fe3O4), known for millennia by
people in Sumeria, ancient Greece, China and pre-Colombian America. In
fact, the word magnet may come from ”magnetis lithos”, meaning ”stone
from Magnesia”, a region in Anatolia. These civilizations used suspended
magnetite as compasses in navigation. Since then, many other types of per-
manent magnets have been engineered. To compare them, we use the figure
of merit of permanent magnets, the maximum energy product (BH)max,
which provides an estimation of the maximum energy than can be stored
in the magnet. Figure 1.1 shows the evolution in time of the (BH)max for
the different permanent magnets. In the 1960s, the discovery of the so
called rare-earth PMs, compounds containing transition metals (TMs) and
rare earths, revolutionized the PM market as (BH)max exceeded by up to
5 times the values of the materials known up to that time: carbon steels,
ferrites or alnicos. Since then, one of the rare earths PMs, the neodymium
magnet (Nd2Fe14B), holds the title of the commercially-available permanent
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6 CHAPTER 1. INTRODUCTION

Figure 1.1: Progress in the energy product (BH)max improvement of per-
manent magnets in the last 100 years [5].

magnet with the strongest magnetic properties.

However, rare earths elements including Nd, Sm, Dy and Tb, and the
associated permanent magnets, are very expensive as compared to other
PMs. Hence, it is not surprising that, by weight, ferrites constitute close
to 90% of the total global production of magnetic materials [1]. Besides, in
the last decade, the vast majority of the production of rare earth permanent
magnets has been situated in China, which in turn controls the supply of
such strategic materials. An essential material that has a risk of supply dis-
ruption is considered a critical material [6]. Rare earths are thus classified
within this group, as seen in the EU report about critical materials [7] and
in similar reports of other regions and countries. There are three major ways
to tackle the problem of supply shortage, viz. source diversification, improv-
ing the stewardship and material substitution. The latter implies identifying
the specific utilization of a certain material and search for new ones exhibit-
ing similar sought properties. Within this spirit, and in order to tackle the
rare-earth supply shortage, the EU has funded several projects aimed at
obtaining rare-earth free ferrite-based permanent magnets, including AM-
PHIBIAN (Anisometric permanent hybrid magnets based on inexpensive
and non-critical materials), a project that formed part of the research and
innovation funding programm Horizon2020, and where this work is framed.
The use of ferrites is not fortuitous: even though they show weaker mag-
netic properties as compared to rare-earths PMs, they are still interesting
due to their low production cost and large abundance, together with their
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resistance to corrosion, their stability under extreme conditions and their
low eddy current losses. Within the ferrite family, there exist two types
depending on its structure: M-, W-, X-, Y-type hexagonal ferrites, usually
named hexaferrites, and direct (or often called normal) and inverse spinel
ferrites (magnetite lies within this group). In this work we study several
spinel ferrites and the M-type Sr hexaferrite, a detailed analysis of their
structure given at their respective chapters.

Bicomponent PMs

As mentioned before, permanent magnets strength is usually measured by
its maximum energy product, which is derived from the magnetic hysteresis
saturation loop (B-H curve). This parameter ultimately depends on the sat-
uration magnetic polarization (Ms), related to the remanent magnetization
(Br), and the coercivity (Hc), which in turn originates from the magnetic
anisotropy. Proper definitions of these two parameters must be introduced:
Br is the magnetization left behind after an external magnetic field is re-
moved, while Hc is the field required to demagnetize the sample from a
saturated state. Depending on these two parameters, a magnet can be clas-
sified as: soft, with large saturation magnetization and low coercivity; or
hard, with low saturation magnetization and high coercivity. The combi-
nation of hard and soft magnetic materials enables interesting applications
in a wide diversity of areas: not only for permanent magnets, but also for
magnetic recording media, microwave absorption, ferrofluids or biomedical
solutions [8, 9, 10, 11]. Combining hard and soft magnets is intended to
retain the high saturation magnetization of the soft material and the high
coercivity of the hard one, to overcome the maximum energy product of the
individual counterparts, as seen in Figure 1.2.

The origin of this area can be traced back to a publication by Kneller
and Hawig [13] where they predicted the existence of the exchange-spring
magnets, and one publication by Skomski and Coey [14] where they found
a combination (still using 5% of rare-earth elements) whose energy product
was expected to reach 1MJ/m3, which is larger than that of the neodymium
magnets, that are about 445kJ/m3 [15]. Even though it is not realistic to
think that a combination of soft and hard rare-earth free ferrites would lead
to such strong permanent magnets, an improvement over the current ferrite-
based permanent magnets is expected, thus reducing the market dependence
on rare-earth production. Different studies indicate that it is possible to fab-
ricate nanostructures where this goal is achieved [9, 16, 17, 18], even though
the details of the preparation procedure that determine the shape, size and
morphology of the nanostructures are crucial. In addition to the preparation
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Figure 1.2: Schematic representation of the hysteresis loop of a hard magnet
(blue), soft magnet (red) and a combined system (gold). The black square
represents the maximum energy product (BH)max of the exchange spring
magnet. The curves follow the parametric equations in [12]. [1], [2], [3] and
[4] situations are schematically represented by blue and red arrows standing
for magnetic moments of the hard and soft phase, respectively.

details, others at the interface between both materials (structural quality,
lattice matching, strain, magnetic coupling between components) play an
important role in the final properties of the system. From an experimental
point of view, access to the interface properties is difficult, and often failure
in the magnetic response emerges from defects at the interface. However,
there are hints that complex interface interactions can be tuned to control
the measured magnetic response of composite nanoparticles [19]. Opposite
to experiments, first principles models are suitable to access to interfaces,
and to explore both ordered and defected ones. To do so, it is important to
understand the magnetic properties at the microscopic level, and how they
are connected to magnetism at the macroscopic scale.

Fundamental microscopic magnetic properties

Ferrites are ferrimagnetic materials, with opposing magnetic moments (MMs)
of the cations, as in antiferromagnets, but with a not-null total magneti-
zation due to an unequal number or magnitude of up/down MMs. First
principles calculations at the atomic level allow to understand how this
arises. Magnetism is an inherently quantum mechanical effect, and trying
to describe it classically by means of the magnetostatic interaction of dipoles
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leads to energies of the order of 0.05 meV and a corresponding temperature
of less than 1 K [20]. The experimental evidences of magnetic ordering per-
sisting up to much higher temperatures (e.g. magnetite till about 860K)
suggest that magnetism must have its origin in another interaction. In-
deed, it is the interplay between the combination of Pauli principle with
the Coulomb repulsion (Coulomb exchange) and the hopping of electrons
(kinetic exchange) that leads to an effective coupling between the magnetic
moments in a solid. To understand the origin of magnetism in ferrites, we
first need to understand these two exchange mechanisms.

The idea behind the Coulomb exchange is quite simple: as the many-
body fermionic wave function is antisymmetric, the electrons of like spin
tend to avoid each other (Pauli principle), thus the probability of finding
them close to each other is lower than the probability of finding electrons
with opposite spins (exchange hole). Hence, the Coulomb repulsion depends
on the spin by means of this effective interaction and spins with same di-
rection tend to be energetically favorable. This is the basis of Hund’s first
rule: ”For a given electron configuration, the term with maximum multi-
plicity has the lowest energy”. In order to understand the mechanism of this
Coulomb exchange let’s consider a simple two-electron model. Solving the
non-interacting hamiltonian H0 gives the one-electron eigenstates ψα(r⃗) and
eigenvalues ϵα. Considering two orbitals α = a, b, the two-electron Slater
determinant with spins σ and σ′ is

Ψa,σ;b,σ′(r⃗1, s1; r⃗2, s2) =
1√
2

(
ψa(r⃗1)ψb(r⃗2)σ(s1)σ

′(s2) − ψb(r⃗1)ψa(r⃗2)σ
′(s1)σ(s2)

)
(1.1)

leading to the degenerate eigenstates of H0 with eigenvalues ϵa + ϵb. The
manifestly spin-independent Coulomb repulsion,

HU =
∑
i<j

1

|r⃗i − r⃗j |
(1.2)

in the basis of states Ψ↑↑, Ψ↑↓, Ψ↓↑ and Ψ↓↓ takes the form:

HU =


Uab − Jab 0 0 0

0 Uab −Jab 0
0 −Jab Uab 0
0 0 0 Uab − Jab

 (1.3)

where Uab and Jab are the Coulomb and the exchange integral respectively:

Uab =

∫
d3r1

∫
d3r2

|ψa(r⃗1)|2|ψb(r⃗1)|2

|r⃗1 − r⃗2|

Jab =

∫
d3r1

∫
d3r2

ψ∗
a(r⃗1)ψb(r⃗1)ψ

∗
b (r⃗2)ψa(r⃗2)

|r⃗1 − r⃗2|
(1.4)
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The triplet states Ψ↑↑ and Ψ↓↓ are clearly eigenstates of HU with an eigenen-
ergy ∆ϵtriplet = Uab − Jab above H0 eigenenergy. The third triplet state
(Ψ↑↓ + Ψ↓↑)/

√
2 is obtained from diagonalizing the 2× 2 submatrix, finding

also the singlet state (Ψ↑↓−Ψ↓↑)/
√

2 with eigenenergy ∆ϵsinglet = Uab+Jab.
As Jab > 0 [20], we find that the triplet states are lower in energy than the
singlet state by 2Jab. This is an example of the Hund’s first rule, where the
lowest state will have maximum spin. Hence, Coulomb exchange leads to
favoring the alignment of spins.

When more than 1 atoms is involved, electrons can hop from one atom
to the other. This is also modified by the Pauli principle, as electrons cannot
hop to an orbital populated with an electron with the same spin, and by
the Coulomb repulsion between the electrons. When electron hopping plays
the main role in the exchange interaction, we speak of kinetic exchange.
Consider the minimum molecular H2 model with only 2 orbitals ψ1 and ψ2.
When we introduce 2 electrons in the system, we can write the Hamiltonian
in second quantization as:

H = −t(c†1↑c2↑ + c†2↑c1↑ + c†1↓c2↓ + c†2↓c1↓) + U(n1↑n1↓ + n1↑n1↓)

= −t
∑
i,j,σ

c†jσciσ + U
∑
i

ni↑ni↓ (1.5)

where −t is the energy gained by hopping onto the other orbital and U is
the Coulomb repulsion of spins sharing the same orbital. Here, we have
set the Coulomb exchange (Coulomb repulsion of spins in different orbitals)
to zero, so we can isolate the kinetic exchange. Following the downfolding
technique, based on partitioning the Hilbert space into the part of interest
(the low-energy covalent states) and the states to be projected out (the
high-energy ionic states), we find an effective Hamiltonian [20]:

Heff =
4t2

U
(S⃗1 · S⃗2 −

n1n2
4

) (1.6)

where the spin operators are:

Sx
i =

1

2
(c†i↑ci↓ + c†i↓ci↑) , S

y
i = − i

2
(c†i↑ci↓− c

†
i↓ci↑) , S

z
i =

1

2
(ni↑−ni↓) (1.7)

As J = 4t2

U > 0, the antiparallel spin states are lower in energy. Hence,
kinetic exchange favors antiferromagnetism. When two neighboring atoms
are interacting by this mechanism, we speak of direct exchange. When both
exchange mechanisms (Coulomb and kinetic) are in play, we speak of double
exchange. All these mechanisms are merely idealizations of a much more
realistic description of the interactions in a solid.
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However, direct exchange cannot explain the antiferromagnetism found
in ferrites: the d -orbitals of transition metal ions are very localized, and
hopping between atoms can only occur if they are very close to each other. In
ferrites, transition-metals are separated by oxygen ions, preventing electrons
to hop from one to another. Instead, hopping via the intermediate oxygen
is found in which is called superexchange mechanism. As seen in Figure
1.3, depending on the angle formed by the TM-O-TM geometry, a different
superexchange is taking place: while the 180◦ angle leads to a fundamentally
kinetic exchange where the TM d -orbitals are coupled to the same oxygen
p-orbital, the 90◦ angle leads to double exchange in which hopping between
the two implied oxygen orbitals is not permitted and Coulomb exchange
arises. Following the downfolding technique explained before, these two
situations lead to exchange couplings of the form [20]:

J =
4t4pd

(Ud + ∆pd)2

(
1

Ud
+

1

Ud + ∆pd

)
(1.8)

and

J = −
4t4pd

(Ud + ∆pd)2
2Jxy

4(Ud + ∆pd)2 − J2
xy

(1.9)

respectively, where ϵd and ϵp are the energy of one electron in the d or
p orbital respectively, tpd is the hopping between p and d -orbitals, Ud

is the Coulomb repulsion between electrons at the same d -orbital, and
∆pd = ϵd − ϵp. From these two expressions follow that the 180◦ situa-
tion leads to antiferromagnetism while the 90◦ geometry leads to ferromag-
netism. The former can be understood as a more complex direct exchange
involving four hopping processes, and the latter can be understood by a
combination of the kinetic exchange between the TMs and the oxygen, and
the Hund’s first rule operating at the oxygen px and py orbitals, that favors
the alignment of oxygen spins and, hence, it favors antisymmetric d spins,
as seen in Figure 1.4. This matches the Goodenough-Kanamori-Anderson
(GKA) rules [21, 22] (specifically for partially filled d orbitals, which is the
case in TM ferrites), a set of semi-empirical rules proposed to rationalize
the magnetic properties of materials where the superexchange mechanism is
involved. Indeed, the ferromagnetic/antiferromagnetic interaction between
atoms in ferrites can be accurately explained by these geometrical consid-
erations, which depend on the specific structure (hexagonal or spinel).

The equations 1.8 and 1.9 allow to picture the mechanisms involved in
the exchange interactions present in ferrites. However, they fail to provide
a way to estimate the exchange constants implied in these interactions, as
we do not know values for tdp, Ud or Jxy. As we will show in detail in
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Figure 1.3: Schematic representation of the two types of superexchange
mechanisms. On one hand, when the TM-O-TM forms a 180◦ angle (left)
both d -orbitals couple to the same p-orbital of the oxygen. On the other
hand, a 90◦ geometry prevents hopping of electrons from the px orbital
to the py, and the superexchange is mediated by the Coulomb exchange.
The energy of one electron at d(p)-orbital is ϵd (ϵp), and the hopping and
Coulomb exchange energies are tpd and Jxy, respectively. This figure is
extracted from [20].

Figure 1.4: Schematic picture of the 90◦ superexchange mechanism. At left
(right), aligned (opposite) d1 and d2 spins lead to aligned (opposite) px and
py spins. Due to Hund’s first rule, left situation is favored.

Chapter 2, Density Functional Theory (DFT), the first-principles method
used in this work, allows to extract these exchange constants by mapping the
total energy of the structure to a microscopic model of the interactions: the
Heisenberg model. This model includes only the dipole interaction between
spins, without resorting to high rank multipoles that have been proved to
be relevant fir highly correlated weak magnets [23]. As we will show, the
feasibility of reproducing reasonable exchange couplings that account for the
magnetic behavior of ferrites without resorting to such multipoles indicates
that Heisenberg model contains the relevant interactions.

Within a multi-scale spirit, we use our DFT results, including the ex-
change coupling values, as inputs for micromagnetic models that can provide
estimates, of among other properties, magnetic transition temperatures of
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these materials. Multi-scale modeling is particularly interesting as it allows
predictions of material properties occurring at different length scales, and
ultimately based on first-principles considerations. An in-depth description
of the multi-scale methods used in this work is given in Chapter 2.

Though the focus of this thesis is the description of the magnetic prop-
erties of the ferrite systems considered, the DFT formalism provides in ad-
dition an accurate description of their electronic and structural properties.
Our work is pioneer on the description based on DFT of SFO and bicom-
ponent systems combining two cubic ferrites. In particular, for the case of
SFO, we will show that the magnetic properties can be exploited to refine
our choice of the Hubbard strength.

This document is organized as follows: all the theoretical aspects of the
models used in this thesis are provided in Chapter 2, where we describe in
detail the basis of Density Functional Theory and other formalisms used to
extract specific properties. Here, we also describe the Heisenberg model used
to calculate exchange coupling constants, and the Generalized Molecular
Field Theory and the Monte-Carlo methods used to estimate transition tem-
peratures. In Chapter 3, we study the structural, electronic and magnetic
properties of the SFO hexaferrite, paying special attention to obtain val-
ues for relevant calculation parameters that describe correctly atomic and,
within a multi-scale spirit, microscopic properties simultaneously. Chap-
ter 4 covers the study of the bulk Co-, Ni-, Mn- and Zn- spinel ferrites,
where the conditions of the calculations have been exhaustively examined
in order to provide an accurate framework to further investigate interfaces
and defects. The ideal interface formed by cobalt and nickel spinel ferrites
is studied in Chapter 5, evaluating its magnetic properties under different
interface orientations and providing a departing point to investigate more
realistic interfaces. The non-ideal interface formed by cobalt and manganese
ferrite is studied in Chapter 6. Here, due to the mismatch between both
ferrites, strain effects are considered, forcing us to examine different ionic
distribution within the structure. In Chapter 7, we revisit the substitution
of Ni by Zn at NFO with special attention to the influence of the Zn d band
localization on the degree of inversion, the electronic structure and the mag-
netic properties. Lastly, in Chapter 8, we outline the main conclusion of
this work.





Chapter 2

Theoretical Methods

In this chapter we will describe in detail the theoretical methods used in
the calculations that have been carried out along this thesis. We outline the
main aspects of Density Functional Theory (DFT), the core method of this
work, and other additional formalisms used to evaluate specific properties.
Details inherent to the implementation of DFT on the different computa-
tional packages used in this work, VASP and SIESTA, will also be described
in this chapter.

2.1 Density Functional Theory

A system of interacting electrons and nuclei can be approximately described
by the wave function satisfying the non-relativistic Schrödinger equation:

i
∂

∂t
Ψ(r, t) = ĤΨ(r, t) (2.1)

where Ĥ = T̂ + V̂ is the non-relativistic Hamiltonian, with T̂ and V̂ being
the kinetic and potential parts respectively. Specifically, static situations
lead to a time-independent version of this expression:

i
∂

∂t
Ψ(r) = ĤΨ(r) (2.2)

with a Hamiltonian:

Ĥ = T̂N + T̂e + V̂NN + V̂Ne + V̂ee (2.3)

where T̂ represents the kinetic energy of the nuclei (N) and the system of
electrons (e) and V̂ the nucleus-nucleus (NN), nucleus-electron (Ne) and
electron-electron (ee) potential energy. Historically, several approximations

15
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have been made to try to solve this equation. The first one was introduced
by Born and Oppenheimer, who noticed that the motion of electrons and
nuclei could be separated due to the huge difference in mass of these particles
[24]. The wave function can then be splitted:

Ψ(r) = Ψ(rA)ϕ(r) (2.4)

where Ψ and ϕ represent the nuclei and electrons wave function re-
spectively. The Hamiltonian can then be expressed as the sum of purely
electronic Ĥe and nuclear parts:

Ĥ = Ĥe + T̂N + V̂NN (2.5)

Ĥe = T̂e + V̂Ne + V̂ee

The term V̂Ne can be treated as an external potential in which the
electrons are embedded. However, the electron-electron interaction term
V̂ee = 1

|ra−rb| makes this equation only solvable for systems made of few
particles. For larger systems, further approximations must be made. Differ-
ent ab-initio methods have been developed to solve this stationary equation
of the electrons as the Hartree-Fock (HF) method or Density Functional
Theory (DFT). While HF tries to obtain the anti-symmetric wave function
of the electrons using Slater determinants, DFT focuses on the electronic
density. The main advantage of the latter is that the number of dimensions
is reduced from 3N (or 4N if spin is considered) to only 3, which makes it
computationally much more efficient.

The Ĥe term couples the electronic and nuclear parts, ultimately allow-
ing the evaluation of how the nuclei positions influence the electronic wave-
function through the Hellmann-Feynman theorem. This theorem states that
for any parameter λ [25]:

dEλ

dλ
= ⟨ψλ|

dĤλ

dλ
|ψλ⟩ (2.6)

As the coordinates of the nuclei are parameters of the Hamiltonian, an
expression for the force arises for λ = R. However, this expression is not
valid when the wavefunctions are not a complete basis set or when they
depend explicitly on the nuclei positions. In these cases, additional forces
emerge known as Pulay forces.

2.1.1 Hohenberg-Kohn (HK) approach

The wave function in quantum mechanics is defined in a way that contains
all the information of the system. Hohenberg and Kohn, based on the
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work of Thomas and Fermi [26, 27], showed that all this information is also
contained in the electronic density [28]. They stated two theorems: the first
one says that the external potential is uniquely determined by the electron
density ρ(r), which implies that the state and all properties of the system
are defined by this function. The second one defined an energy functional:

E[ρ, Vext] =

∫
drVext(r)ρ(r) + FHK [ρ] (2.7)

with
FHK [ρ] = T [ρ(r)] + Ve−e[ρ(r)] (2.8)

and stated that the energy of the system is variational with respect to the
density E0[ρ0(r)] < E0[ρ(r)], and hence the groundstate density would be
the one that minimizes this energy functional. The only problem left was
to find the electronic density that, precisely, minimizes the energy of the
system.

2.1.2 Kohn-Sham (KS) method

The Kohn-Sham method is based on approximating the electronic density
of the interacting particles by an electronic density of a system of non-
interacting particles in an effective potential generated by the nuclei and
the rest of the electrons [29]. They defined an energy functional:

E[ρ, Vext] =

∫
drVext(r)ρ(r) + F [ρ] (2.9)

where the functional F [ρ] is ”universal” in the sense that it is independent
of the external potential. They also defined this term as:

F [ρ] = Ts[ρ] +
1

2

∫
drρ(r)VC(r) + Exc[ρ] (2.10)

The first term of the right-hand side is not the real kinetic energy, but
the kinetic energy that a non-interacting electrons system would have, and
can be described with single-particle orbitals:

Ts[ρ] =

N∑
i=1

∫
drϕ∗i (r)

(
−1

2
∇2

)
ϕi(r) (2.11)

The second and third terms in equation 2.10 describe the electron-electron
interaction, with VC the classical Coulomb potential and Exc referring to
the exchange and correlation energy. Provided a definition of the Exchange-
Correlation (XC) term, the way of finding the electronic density for a given
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system is by means of a self-consistent procedure. First, we solve the non-
interacting Schrödinger equation:

[−1

2
∇2 + V (r)]ϕi(r) = ϵiϕi(r) (2.12)

where the functions ϕi are the Kohn-Sham orbitals. Then, we can compute
the electronic density defined by the Slater determinant:

ρ(r) =
N∑
i=1

fi|ϕi(r)|2 (2.13)

The occupation numbers fi are defined as the Fermi-Dirac occupancies.
Then, we update the potential V (r) with the new value of ρ:

V (r) = Vext(r) + VC(r) +
δExc[ρ]

δρ(r)
(2.14)

and we use this new value in 2.9, finding new Kohn-Sham orbitals, and
so on, until we reach a self-consistent requirement. Until this point, apart
from the non-relativistic and the Born-Oppenheimer approximations, this
procedure guarantees an exact solution. However, the functional form of
the XC interaction is unknown, and some approximations are needed.

2.1.3 Approximations to the XC energy

Kohn and Sham also proposed an approximation for the exchange-correlation
part, known as the local density approximation (LDA), which takes the form
[29]:

ELDA
xc [ρ] =

∫
drρ(r)ϵxc[ρ(r)] (2.15)

where ϵxc is the exchange-correlation energy of a single electron in a homo-
geneous electron gas with density ρ. There are also generalizations to spin-
polarized systems [30, 31] called local spin density approximation (LSDA)
using the exchange-correlation energy of a homogeneous, spin-polarized elec-
tron gas ϵxc[ρ↑(r), ρ↓(r)]. This approximation is good only if the density of
the system is nearly constant or at very high densities where the kinetic
energy dominates the exchange-correlation term [32]. Hence, they did not
expect it to correctly describe condensed matter bonding.

In order to account for rapid changes in electron density, extensions
to this approximation were done introducing gradient expansions of the
exchange-correlation energy [28]. Taking only the second-order term, this
energy reads:
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EGGA
xc [ρ↑, ρ↓] =

∫
drρ(r)ϵxc[ρ↑, ρ↓,∇ρ↑,∇ρ↓] (2.16)

This is called generalized gradient approximation (GGA). There are
many ways to construct a GGA functional as there are many ways to
construct ϵxc, and also different ways to do the cut-off needed to get rid
of the spurious long-range parts of the exchange-correlation hole function.
Two examples are the Perdew-Burke-Ernzerhof (PBE) functional [33], in
which all parameters are fundamental constants, and a further modifica-
tion (PBEsol) [34], which differs only in two parameters from PBE and
which is designed and proved to accurately describe equilibrium proper-
ties of many densely-packed solids. In this work we will based mainly on
PBEsol, although we systematically perform preliminary studies using dif-
ferent exchange-correlation functionals to guarantee that general structural
and electronic properties of the system do not depend on our particular
choice. However, as we demonstrate for ZFO in section 4.3 and ZNFO in
section 7, no parametrization of the GGA functional is universally valid,
and care should be taken in this choice.

Higher order expansions of the exchange-correlation energy have been
developed leading to what is known as meta-GGA approximations. How-
ever, all of them fail in describing highly correlated systems. Further ap-
proaches called hybrid functionals combine Hartree-Fock formalism and
DFT in an attempt to incorporate exact exchange. The weights used for
each part of the functional are set to satisfy different empirical values, and
many different functionals have been constructed using different criteria
such as B3LYP or HSE. Sadly, introducing Hartree-Fock exact exchange
leads to a huge computational cost, which constitutes a drawback to de-
scribe large unit cells and complex systems.

DFT+U

For some systems, called Mott insulators, the electronic localization is re-
sponsible for the creation of a band gap at the Fermi level. An attempt to
describe these Mott insulators was made by Hubbard in what is called the
Hubbard model, where the Hamiltonian is defined as:

H = −t
∑
i,σ

(
ĉ†i,σ ĉi+1,σ + ĉ†i+1,σ ĉi,σ

)
+ U

∑
i

n̂i↑n̂i↓ (2.17)

where the first term accounts for the energy of hopping electrons and the
second term for the on-site Coulomb interaction which ultimately represents
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the electron repulsion. Here, ĉ and ĉ† are the annihilation and creation op-
erators respectively, n̂ = ĉ†ĉ is the density operator and i runs over the
valence electrons d and f only. Following Hubbard’s idea, the electronic lo-
calization can be efficiently incorporated in DFT in which is called DFT+U
method by the definition of a new XC-functional that includes this local-
ization, which ultimately requires a redefinition of all terms. Specifically, in
L(S)DA+U this translates into the introduction of an additional Hubbard-
like term in the Hamiltonian with two parameters: the on-site Coulomb
parameter U and the site exchange parameter J . The total energy of the
system resulting from the summation of the L(S)DA energy EL(S)DA and
the Hubbard-like energy EHub leads to a double-counting error which is
corrected by the substraction of an additional ”double-counting” (dc) term
Edc:

EDFT+U [ρ] = EDFT [ρ] + EHub[ρ] − Edc

There are several ways to incorporate this idea, but the one we use in
this thesis is the simplified rotationally invariant approach to L(S)DA+U
introduced by Dudarev et al [35]:

EDFT+U = EDFT +
U − J

2

∑
σ

(∑
m1

n̂σm1,m1

)
−

 ∑
m1,m2

n̂σm1,m2n̂
σ
m2,m1


This is, a penalty functional term is added to the DFT total energy which
forces the valence levels to be either fully occupied or fully unoccupied. In
Dudarev’s approach, only the difference U−J is meaningful, so there is only
one parameter in the model. We should also mention that we use Dudarev’s
approach in all the calculations, and that we use U to refer to the difference
U −J . The main drawback of this method is that it introduces a parameter
in an otherwise ab-initio method. There are ab-initio approaches to extract
values of U and J, e.g. the constraint random-phase approximation (cRPA)
[36]. However, they are computationally demanding, and often provide
values that do not result in band gaps close to the experiments. As a
practical alternative, the most usual way to determine U, J (or U-J) is to
select target features, and to compare the DFT+U and experimental values
for them, choosing this way the best U, J as that describing most features
accurately. This is the approach we use throughout this work.

2.2 Basis sets

The Kohn-Sham method, which implies solving a series of single-particle
Schrödinger equations, requires to choose a basis set to describe the wave-
functions. There are different basis sets in which the single-electron wave
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functions can be expanded on, and all of them have some advantages and
disadvantages with respect to the others. They can be classified in three
different families: atomic spheres, localized basis sets and planes waves.

2.2.1 Types of basic sets

2.2.1.a Atomic Spheres

The main idea behind the Atomic Spheres method is to split the space in
two kind of regions: the ones around the atoms, where the potential is
strong and thus is dominated by atomic-like features, and some interstitial
regions where the potential is much slower and can be represented by plane
waves. Thus, the wave functions are made by the combination of atomic-like
orbitals and plane waves:

ψi,k(r) =
∑
m

ci,m(k)χk+Gm(r)

χk+Gm(r) =

{
ei(k+Gm)·r r > S,∑

LCL(k + Gm)ψL(ϵ, r) r < S

}
(2.18)

Within this family, we can find Augmented Plane Waves (APW) and
Muffin Tin orbitals (MTO).

2.2.1.b Plane Waves

The use of plane waves arises naturally since they are the eigenfunctions
of the homogeneous electron gas. They are also a good choice for systems
with 3-dimensional periodic boundary conditions such as solids, which im-
pose translational invariance through the Bloch theorem, leading to a single
particle wavefunction of the form:

ψn,k =
1

Ω

∑
G

cG,n,ke
i(G+k)·r (2.19)

Integrating over the entire Brillouin zone and summing over the filled bands,
we recover the charge density:

ρ(r) =
∞∑
n

∫
d3kfn,kψn,k(r)ψ∗

n,k(r) (2.20)

where

fn,k =
1

1 + exp(β(ϵn,k − ϵf ))
(2.21)
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are the Fermi weights. Theoretically, an infinite number of plane waves is
required to form a complete basis set. In practice this cannot be accom-
plished for numerical reasons and the need to keep matrices at finite size,
hence we restrict to a finite number of plane waves defined by an energy
cutoff:

h̄2

2me
|G + k|2 < Ecutoff (2.22)

All those plane waves with energy below that limit are included in the basis
set. The use of plane waves is very convenient for several reasons:

• they are not biased by the nature of the system or the atoms that
conform it

• their trivial independence on the atomic positions ease the evaluation
of forces, which can be extracted straightforwardly from Hellmann-
Feynman theorem

• some integrals can be efficiently calculated using fast Fourier transform
(FFT) between real an reciprocal space

• plane waves basis set shows a smooth and monotonic convergence on
the cutoff, as opposed to localized basis sets

On the other hand, there are several drawbacks of using plane waves
as the basis set. In some particular problems, such as describing surfaces
and computing some physical values as the work of separation at interfaces
(which will be our object of study in chapters 5 and 6), we need to include a
vacuum region in our unit cell in order to mimic the presence of the surface
within 3D periodic boundary conditions. It turns out that vacuum is not
efficiently described by plane waves, as the computational cost is the same as
that used in describing matter. Besides, due to the nature of plane waves,
they do not represent any physically meaningful function (as opposed to
atomic orbitals), and in practice many plane waves are needed to achieve a
good accuracy. This also implies a limitation of these basis sets to provide
a localized atomic-like picture. There are several approaches to assign a
charge to each atom, e.g projecting into spheres centered at each atomic site
and integrating the charge density within those regions. However, in these
approaches, the interstitial regions between those spheres are neglected.
Instead, we rely on the Bader method [37], which efficiently considers all
space by splitting it into regions around atoms defined by zero flux surfaces
on which the charge density is minimum, and then associates the atomic
charge and magnetic moment to the integrated charge and magnetic moment
density, respectively, within those regions.
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We should also mention that the integration in k over the entire Brillouin
zone in Eq. 2.20 is not such in practice. Due to our finite computer resources,
this integral has to be transformed into a sum over a discrete set of k-points.
Convergence in k-points must be studied in order to choose a sufficiently
large set that ensures a certain desired precision of our calculations.

2.2.1.c Atomic orbitals

When the system is very large, the plane wave basis sets are not efficient, as
the computational cost scales with N3. In order to achieve a linear scaling,
localized basis sets are employed. Atomic orbitals (AO) belong to this class.
They are defined as:

ϕIlmn(r) = RIln(|r|)Ylm(r) (2.23)

with RIln being the radial funtions and Ylm the spherical harmonics. The
radial functions are not uniquely determined, and several possibilities are
found:

• Gaussian based. This is one very common option as there are very
efficient libraries for treating with these functions. This is better suited
to molecules.

• Slater-type orbitals. These are functions used as atomic orbitals that
involve complex integrals usually resolved by semiempirical parametriza-
tions.

• Numerical atomic orbitals (NAO). The radial functions are obtained
from numerical solutions to the Kohn-Sham equations for the isolated
pseudoatom. These are the ones used in SIESTA code.

In addition, different numbers of atomic orbitals per atom can be de-
fined for the radial part. Depending on that, we refer to single-ζ (one radial
orbital) or multiple-ζ (for multiple radial orbitals). In general, these ba-
sis sets provide an efficient mechanism to incorporate vacuum regions as
opposed to plane waves basis sets, as the atomic interactions become zero
at a certain distance. The evaluation of the atomic charge is also more
straightforward and is calculated just by integrating the projected density
of states (PDOS), which results in the charge associated to each orbital.
The PDOS is just the projection of the density of states (DOS) on each
orbital, the DOS being defined as the proportion of occupied states at each
energy. This method of assigning local charges to the atoms is based on
Mulliken population analysis, where Mulliken charges are obtained adding
atomic orbital contributions on the same atom, and are strongly dependent
on the basis set and the functional used.
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2.2.2 Treatment of core electrons: pseudopotentials and PAW

In order to deal with the core electrons, Hellmann introduced the pseu-
dopotential approximation, which replaces the atomic all-electron potential
with an effective potential [38], as shown in Figure 2.1. The idea behind this
method is to get rid of the rapidly oscillating full-electron wavefunction by a
pseudo-wavefunction with fewer nodes that matches the full-electron wave-
function above certain cut-off radius rc, hence, making the use of a plane
wave basis set much more feasible, and not affecting the chemical bondings
as they are determined only by the valence part of the wavefunctions. This
approach, though conceived using a plane wave basis set, can be extended
to basis sets of different nature.

Figure 2.1: Schematic representation of the replacement of the real potential
and wave function by a pseudopotential and pseudo-wave function.

A better approach that really takes into account the all-electron wave-
function is the Projector augmented wave method (PAW) introduced by
Blöchl [39]. Following the idea of the pseudopotential approximation, this
method consists in transforming the wave-function and all operators with
a linear transformation that separates formally the smooth part and the
rapidly oscillating part of the wave function at the core regions. This is the
one used in the VASP code.

2.2.3 Green function methods

Though most of the work performed in this thesis is based on solving the
DFT equations using wavefunctions, we should mention here alternative
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methods based on Green function approaches. These methods solve the
equivalent Lippman-Schwinger equation, and we have used its implementa-
tion in the GREEN code, developed by J. Cerdá [40, 41], and interfaced to
the SIESTA package, at our calculations in chapter 3.

Green function methods have the advantage to allow formulations not
relying on 3D periodic boundary conditions (PBC), which becomes useful
to describe problems involving surfaces or interfaces. Within the models
based on 3D PBC, surfaces are modeled by introducing a finite vacuum
region that defines the surface planes. This allows to describe satisfacto-
rily certain surface properties, such as most local features (structure, local
charges and moments) and properties such as the cohesive energy. But it
fails to describe those electronic properties that rely on the correct iden-
tification of the loss of 3D PBC, such as surface states. To this end, it is
necessary to model the surface as a truly semi-infinite system, in which the
surface layers are connected to a semi-infinite bulk. Green function meth-
ods are particularly useful in this sense, as the 2D surface Green function
can be expressed exactly in terms of the 3D Green function of the entire
system. The drawback of these methods is the difficuty to implement the
Hellman-Feynmann theorem, and their higher computational cost, that of-
ten prevents their application for complex systems or large unit cells.

2.3 Spin-orbit coupling (SOC)

In this thesis, we study soft and hard magnetic materials. This feature is
ultimately determined by the magnetocrystalline anisotropy (MA), which is
a fundamental property responsible of the high or low coercivity of materials.
The MA has its origin in the spin-orbit coupling (SOC), that describes
the interaction of the electronic orbital moment and the spin moment, and
can be understood as the influence of the electric field arising from the
nucleus. The MA is also affected by the crystal field, that is the electric
field generated by the surrounding atoms on the spin. The implementation
of SOC in the PAW method has been developed by Steiner et al at [42].
The one electron orbitals in PAW method are written as:

|ψn⟩ = |ψ̃n⟩ +
∑
i

(|ϕi⟩ − |ϕ̃i⟩) ⟨p̃i|ψ̃n⟩ (2.24)

where |ψ̃n⟩ are the pseudo orbitals and |ϕi⟩ and |ϕ̃i⟩ the all-electron and
pseudo partial waves respectively, which are only nonzero within the PAW
spheres, and therefore |ψn⟩ matches |ψ̃n⟩ in the interstitial regions. Within
this method, a (semi)-local operator acting on |ψn⟩ can be written by means



26 CHAPTER 2. THEORETICAL METHODS

of a pseudo operator Õ acting on the pseudo orbitals |ψ̃n⟩:

Õ = O +
∑
ij

|pi⟩ (⟨ϕi|O|ϕj⟩ − ⟨ϕ̃i|O|ϕ̃j⟩) ⟨pj | (2.25)

where |pi⟩ are the projector functions. The spin-orbit coupling mainly
affects the region surrounding the nucleus, so it can be neglected outside the
PAW spheres. Due to that and to the fact that, within PAW spheres, the
pseudo partial waves ϕ̃i form a complete basis set, the SOC Hamiltonian
can be written as:

H̃SO =
∑
ij

|pi⟩ ⟨ϕi|HSO|ϕj⟩ ⟨pj | (2.26)

Given the form of HSO as

Hαβ
SO =

h̄2

(2mec2)

K(r)

r

dV (r)

dr
σ⃗αβ · L⃗ (2.27)

where L⃗ = r⃗× p⃗ is the angular momentum operator, σ⃗ are the (2× 2) Pauli
matrices, V (r) is the spherical part within the PAW sphere of the effective
all-electron potential, α and β the spin-up and spin-down component, and
K(r):

K(r) =

(
1 − V (r)

2mec2

)−2

(2.28)

and using ϕi(r) = Ri(|r|)Ylimi
(r), where Ri and Ylimi

are the radial part and
the spherical harmonics respectively, we can write the pseudo Hamiltonian
operator as:

H̃αβ
SO =

h̄2

(2mec2)

∑
ij

|p̃i⟩Rij σ⃗αβ · L⃗ij ⟨p̃j | (2.29)

where

Rij = 4π

∫ rc

0
Ri(r)

K(r)

r

dV (r)

dr
Rj(r)dr (2.30)

with rc a core radius outside of which ϕ̃i are equivalent to ϕi. This SOC
operator acting on the pseudo orbitals reads:

|ψ̃α
n⟩ =

∑
αβ

H̃αβ
SO |ψ̃β

n⟩ (2.31)

This method allows to describe non-collinear magnetism within the PAW
method in VASP. We have employed two different procedures to extract the
MA of our different materials, based on quantifying the MAE (magnetic
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anisotropy energy). On one side, by total energy difference of configurations
with the magnetization forced to lie along certain high symmetry directions
of the unit cell, on the other, by a step-wise canting of the magnetization
following the magnetic constraints method [43] which adds a penalty energy
to the total energy of the form:

E = E0 +
∑
I

λ
(
M⃗I − M̂0

I (M̂0
I · M⃗I)

)2
(2.32)

where E0 is the DFT energy, I goes over all atomic sites, M̂0
I and M⃗I

are the desired and the actual direction of the magnetic moment of atom I,
respectively.

In SIESTA, for those calculations including spin-orbit coupling, the fully
relativistic pseudopotential (FR-PP) approach [44, 45] was used to con-
struct the SOC Hamiltonian. MAEs and orbital magnetic moments were
calculated self-consistently varying the spin quantizaton axis from the out-
of-plane to in-plane direction, θ = 0◦ and 90◦, respectively. Additionally,
an alternative estimation of the MAEs was obtained via the force theo-
rem (FT) based on the difference in the non-self-consistent band energies
between different spin quantization axis [46, 47].

2.4 Exchange constants

The total energy obtained from DFT calculations allows to extract the ex-
change coupling constants that can be used as input of larger scale models
(atomistic, micromagnetic) or to estimate macroscopic properties such as
the magnetic ordering temperature. To do so, we map the ab-initio ener-
gies of different magnetic configurations defined by different orientations of
the spins of the atoms, to a Heisenberg Hamiltonian, whose exchange energy
is written as:

Eα =
1

2

N∑
i,j

nizijJij S⃗
α
i · S⃗α

j (2.33)

where ni is the number of atoms in the i-th sublattice, zij the number of

nearest neighbors to an i-th ion that belong to sublattice j, S⃗α
i/j are the spin

vectors of the ions in the i/j sublattice, with α being the specific magnetic
configuration, and Jij is the exchange coupling constant between atoms of
sublattices i and j. With this definition, Jij > 0 (Jij < 0) indicate an
antiferromagnetic (ferromagnetic) interaction between atoms i and j. We
should mention that Eα can also be defined with an overall minus sign, thus
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changing J by -J and reversing the previous analysis. Assuming that the
modulus Si of the spin vector S⃗α

i of the i-th ions does not change between
different spin configurations (that is, independent of α), we can rewrite it
as:

Eα =
1

2

N∑
i=1

N∑
j ̸=i=1

nizijJijSiSjσ
(α)
i σ

(α)
j (2.34)

where σ
(α)
i,j take values ±1. From this expression, and taking into account

that nizij = njzji, we can derive the energy difference between the ground-
state α0 and a configuration αk, in which the kth sublattice spin is inverted
relative to α0, to be:

∆(αk − α0) = −2nkSk

N∑
j ̸=k=1

zkjJkjSjσ
(α0)
k σ

(α0)
j (2.35)

where σ
(α0)
i are the spin orientation of sublattice i at the groundstate. In a

similar way, if we define the magnetic configuration αkm to have the spins of
sublattices k and m flipped with respect to the groundstate, an expression
for the energy difference between this configuration and the groundstate is
given by:

∆(αkm−α0) = ∆(αk−α0)+∆(αm−α0)+4nkzkmJkmSkSmσ
(α0)
k σ(α0)

m (2.36)

It is now straigthforward to show that the exchange constants Jij be-
tween sublattices i and j can be directly determined from the expression [48]:

Jij =
Eij + E0 − Ei − Ej

4nizij S⃗
α0
i · S⃗α0

j

(2.37)

where E0 corresponds to the DFT total energy of the ground state spin
configuration α = α0, Ei/j to that of the spin configuration where the spin
of sublattice i/j has been inverted with respect to α0, and Eij to that where
the spins of both lattices i and j have been simultaneously flipped.

This expression is formally valid only to first nearest neighbors, and thus
we restrict our calculations to the exchange couplings between them.

2.5 Estimation of magnetic ordering temperature
TN

The transition temperature from ferrimagnetism to paramagnetism called
Néel temperature TN , have been estimated in this work under two different
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approaches: micro-magnetic Monte Carlo simulations and the Generalized
Molecular Field Theory (GMFT).

The Monte Carlo simulations have been performed using the software
package Vampire [49] which uses the Metropolis algorithm [50]. The pro-
cedure is the following:

• Select a random spin Si and change its direction to a new trial one S′
i

• Calculate the energy difference ∆E = E(S′
i)−E(Si) between the new

state and the old one. If the system has reduced its energy, it is
accepted unconditionally. If not:

• Compute the probability P of this new state to be accepted through

the Boltzmann distribution P = exp
(
− ∆E

kBT

)
, where kB is the Boltz-

mann constant and T is the temperature

This process is repeated N times in which is called one Monte-Carlo step,
with N the number of atoms in our system. To estimate TN we perform
this procedure for increasing temperature values, letting the system to adapt
to its new temperature at each step (equilibration cycles) and computing
the average magnetization for each temperature, getting the magnetization
curve M(T ). When the net magnetization reaches 0µB, that is the tem-
perature where the system undergoes a phase transition from ferro-(ferri-
)magnetism to paramagnetism, that is the Curie(Néel) temperature. The
starting point of this Monte Carlo simulation comes from the results of our
ab-initio simulations, which formally correspond to T = 0 K. Specifically,
the required input values are the exchange coupling constants and the mag-
netic moments of every atom, as well as the unit cell of the structure which
is repeated in the 3-dimensions in order to work with a supercell.

A computationally less demanding, but also less accurate, estimation of
the TN can be obtained using GMFT, which represents a generalization of
Weiss MFT to high order and anisotropic interactions [51, 52]. Within this
theory, the so called Weiss molecular field acting on the atoms of the i-th
sublattice, Hi, is given by:

Hi = H0 +
n∑

j=1

γijMj (2.38)

where H0 is the external magnetic field, Mj the thermal averaged MM of
the jth sublattice, defined as Mi = gµB⟨Si⟩, where Si is the spin of the
atoms of sublattice i and g is the Landé factor. γij are the molecular field
coefficients for a field exerted on an i-th sublattice atom by a neighbor
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atom of the j-th sublattice: γij = 2zijJij/(Njg
2µ2B), with zij the number

of j neighbors of an i atom, Jij the exchange constant between i and j
sublattices (here derived from the DFT calculations) and Ni the number of
atoms at the i−th sublattice. Note that the γij coefficients are symmetric
and it is typical practice to set the diagonal terms γii = 0, which implicitly
assumes that intra-sublattice interactions are negligible.

The main idea behind the GMFT is to assume that the material behaves
like a paramagnet at high enough temperatures well above the magnetic
ordering temperature (TN for ferrimagnets), in which case the magnetization
may be expressed as:

Mi = NigµBSiBS(
gµBHi

kBT
Si) (2.39)

where BS are the Brillouin functions. For temperatures sufficiently high,
these functions can be approximated by BS(x) = S+1

3S x, so one ends up with
a system of linear equations:

Mi = NigµBSi
Si + 1

3Si

gµBHi

kBT
Si =

Ci

T
Hi =

Ci

T
(H0 +

n∑
j=1

γijMj) (2.40)

In order to calculate the critical temperature for the onset of paramag-
netism, the external field is removed (H0 = 0), and the non-trivial solutions
to the above system of equations are obtained by setting the associated
determinant to zero:

∣∣∣∣∣∣∣∣∣
T
C1

−γ12 ... −γ1n
−γ12 T

C2
... −γ2n
. . .

−γn1 −γn2 ... T
Cn

∣∣∣∣∣∣∣∣∣ = 0 (2.41)



Chapter 3

Hexagonal ferrites: SFO

3.1 Introduction

Among the hexagonal ferrites, SFO (SrFe12O19) is particularly attractive,
due to its large saturation magnetization and coercivity, a high uniax-
ial magnetocrystalline anisotropy and excellent chemical stability. It is
an M -type hexaferrite isostructural to magnetoplumbite with space group
P63/mmc. The SFO structure, shown in Fig. 3.1, has five different sublat-
tices: 2a, 2b, 12k with parallel and 4f1, 4f2 with antiparallel magnetic
moments (MMs), what makes it a ferrimagnet. Sublattices 2a, 12k and
4f2 have an octahedral environment (the latter being distorted due to the
presence of the Sr atoms), 2b a bipyramidal one while 4f1 is tetrahedrally
coordinated. The magnetic coupling among most of the neighbor Fe ions
is of the superexchange type with an oxygen atom involved in the Fe-O-Fe
bond.

The main magnetic properties of SFO, that is a MAE of 1.9 meV at
100 K (or 1.4 meV at 300 K) and a Néel temperature of TN = 780 K, have
been measured decades ago[53]. Still, important properties such as the elec-
tronic gap have not yet been determined. In the last two decades, significant
effort has been devoted to improve its magnetic performance, particularly
for permanent magnet applications, by chemical substitution and nanostruc-
turing [54, 55, 56, 57, 58]. Nanometric thin SFO platelets have been recently
characterized combining fundamental experimental techniques, as X-ray ab-
sortion based and Mössbauer spectroscopies, to DFT calculations intended
to rationalize Oxygen K absortion edge spectrum measurements [59]. Still,
hardly any recent works have revisited the SFO magnetic structure in depth
employing state-of-the-art experimental techniques. From the theoretical
side, and since the early work of Fang et al [60] where Gorter’s prediction [61]
on the ferrimagnetic arrangement of the Fe sublattices was confirmed via ab

31
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initio calculations, M-type hexaferrites (M=Ba,Sr) have been extensively
studied [62, 63, 64, 65, 66, 67, 68, 69] A number of properties have been
derived in these works including, among others, the electronic gap, the sat-
uration magnetization (Ms) and the MMs on the Fe ions together with their
associated spin-resolved DOS, the MAE [64, 66, 67] as well as exchange cou-
plings (Js) subsequently employed in the estimation of TN [48, 63] or the
evolution of Ms with temperature [65]. In addition, a large effort has been
put in exploring substitutional elements either for the M-ion (La [48, 62, 66],
Pb [68], Pr [66], Nd [66]) or the Fe ions (Al [67], Zn-Sn [64]) in order to
improve the material’s magnetic performance. Most of these studies have
relied on the DFT+U framework, paying special attention to the precise
value of the Hubbard term U, for which values in the 3-10 eV range have
been considered. However, the simultaneous influence of U on Ms, the MAE
and TN has not been addressed systematically in order to derive a unique
value that can accurately describe the most relevant SFO’s magnetic prop-
erties. Here we fill this gap performing a comprehensive characterization of
the electronic and magnetic properties of SFO at the DFT+U level, provid-
ing estimates for the electronic gap, MMs, orbital angular momenta, MAE,
Js and additionally, within a multi-scale spirit, the TN , here obtained via
Monte-Carlo simulations using as input solely the DFT-derived parameters.
Moreover, and apart from a systematic study of the Hubbard term U, fur-
ther attention is paid to physically relevant calculation parameters such as
the precise lattice constant, the inclusion of spin-orbit coupling or the ions
spin relaxation time in the evaluation of the exchange constants.

3.2 Methods

All ab initio calculations have been performed with the Green code [40, 41]
and its interface to the SIESTA package. In a first stage both the LDA and
the GGA approximations were considered for the exchange-correlation func-
tional, although results will only be presented for the latter since LDA con-
sistently provided larger structural deviations from the experimental SFO
lattice parameters, as well as it often led to spurious low-spin states for the
Fe ions so that, overall, it may be considered less reliable. Hubbard type
corrections were included within the DFT+U formalism following the Du-
darev approach [45, 71, 72]. For the single parameter U different values were
considered while its effect on the computed SFO properties is extensively
discussed in section 3.3.

A double-zeta polarized (DZP) atomic orbital basis set was defined for all
elements. The AOs are strictly localized as determined from a confinement
energy of 100 meV. Pseudo-core corrections were included for both the Fe
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Figure 3.1: Atomic Structure of the SFO. The unit cell contains two for-
mula units, (SrFe12O19)2, and has 64 atoms in total. The environement
around each Fe ion has been shaded in order to highlight its coordination
to oxygen atoms (tetrahedral, octahedral or bipyramidal). This figure has
been obtained using VESTA [70].

and Sr ions. The resolution of the real space grid was set to an ultra-fine
value below 0.04 Å3 (equivalent to a Mesh Cutoff of 2000 Ryd) to ensure
a good convergence around the Fe cores, while the reciprocal space was
sampled with a (9 × 9 × 3) supercell. A value of 100 meV was used in the
Fermi-Dirac distribution function (electronic temperature).

In the DFT models both the experimental SFO lattice constants (a =
b = 5.884 Å and c = 23.05 Å) as well as the theoretically GGA optimized
values (a = b = 5.955 Å and c = 23.33 Å) were considered. For both cases,
in the determination of the SFO ground state all ions were allowed to relax
until forces on atoms were below 0.02 eV/Å.

Exchange constants, Jij , between sublattices i and j, have been cal-
culated from the energy differences between different spin-collinear config-
urations, as explained in section 2.4. The number of nearest neighbours
and their distances between all SFO sublattices are provided in Table 3.1.
In order to determine the intra-sublattice exhange couplings, the 4f1, 4f2
and 12k groups have been splitted into sub-sublattices 4f1a-4f1b, 4f2a-4f2b
and 4k-8k, respectively. The other two intra-sublattice couplings, 2a-2a
and 2b-2b, may be safely ignored due to their large nearest neighbor dis-
tances (see Table 3.1). This leads to 13 exchange constants for this mate-
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2a 2b 4f1 4f2 12k

2a 5.95 (6) 5.84 (2) 3.50 (6) 5.62 (6) 3.09 (6)
2b 5.95 (6) 6.23 (6) 3.71 (6) 3.72 (6)

4f1 3.66 (3) 3.82 (1) ∼3.56 (9)
4f2 2.77 (1) 3.53 (6)
12k ∼2.98 (4)

Table 3.1: Nearest neighbours distances in Å and number of nearest neigh-
bor ions, zij , in parenthesis, for the five Fe-sublattices, obtained for the
theoretically optimized SFO lattice constants.

rial: J2a−2b, J2a−4f1, J2a−4f2, J2a−12k, J2b−4f1, J2b−4f2, J2b−12k, J4f1−4f2,
J4f1−12k, J4f2−12k, J4f1−4f1, J4f2−4f2, J4k−8k which, according to eq. (2.37),
require up to 21 different spin configurations apart from the ground state.

A systematic study of the influence of U on the Jij constants has been
performed via DFT calculations for the 22 spin configurations varying U
between 0 and 5 eV in 1 eV steps. These sets of calculations have been
done for both the experimental and the theoretically optimized lattice con-
stants. Furthermore, the exchange constants have been computed under
two different limits. In a first stage the optimized ground state geometry
(calculated independently for each U value) was used for all spin config-
urations α. Such standarized approach assumes that the spin orientation
on the atoms evolves in time much faster than the ions themselves move
as a consequence of the exchange forces. Thus, it is denoted as the static
limit. In a second stage the SFO geometry was optimized for each mag-
netic configuration independently, thus simulating a dynamic limit where
the spin relaxation time would be much longer than the atoms response to
the exchange forces.

It should be noted, however, that the assumption in eq. (2.37) that
the modulus of S⃗α

i does not change among spin configurations was not
fullfilled in certain cases for U≤ 1 eV. Figure 3.2 provides a summary of
the MMs per Fe sublattice for the 22 spin configurations and all U values
considered. Although most of the MMs remain fairly constant (within less
than 0.5 µB) for all α, at small U values sublattices 2a and 4f2 suffer a
drop of their MMs to low spin states in a few spin configurations, thus
invalidating the estimation of the Js via eq. (2.37). Therefore, results of
the exchange constants are presented for values of U> 1 eV only. Recall,
however, that no low spin-states appear for the ground state (case α =0) in
any of the sublattices throughout the entire U range.

Micro-magnetic Monte Carlo simulations have been performed within
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Figure 3.2: MMs for each Fe sublattice as a function of the spin configuration
index α (the case α = 0 corresponds to the ground state). Each color
corresponds to a different value of U, as indicated in the legend in eV. The
MMs in sublattices 2a and 4f2 attain anomalously small values (low spin
states) when U≤ 1 eV at some specific spin configurations.

the software Vampire [49] using our DFT+U results (exchange constants
and MMs) as inputs to estimate the Néel temperature, TN , of the SFO. A
(5 × 5 × 5) supercell comprising only Fe sub-lattices was employed in these
calculations (leading to a total of 3,000 atoms). The temperature of the
system was slowly increased from 0 K up to 1500 K in 20 K steps. Each
temperature step included 50,000 equilibration cycles followed by another
50,000 time steps.

Alternative, less accurate, estimations of TN have been performed under
the Generalized Molecular Field Theory as explained in section 2.5. In order
to get rid of the diagonal terms γii = 0, it is required to remove any intra-
sublattice interaction. In SFO, this is done by splitting sublattice 12k into
3 different sub-sublattices each with four atoms. The rest of the sublattices
don’t show intra-sublattice interaction.

In SFO, the equation 2.41 leads to a 7 × 7 determinant that leads to 7
different critical temperatures, each of them associated with a transition to
a specific spin arrangement. The one with the highest value corresponds to
the Néel temperature, TN .
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Figure 3.3: Evolution with the Hubbard term U of: (a) the Mulliken charges
and, (b) the absolute value of the MMs, projected on the Fe sublattices. In
(a) the dark line shows additionally the calculated SFO band gap (right
y-axis).

3.3 Results and discussion

3.3.1 Projected charges and magnetic moments

The effect of the Hubbard term on the electronic and magnetic properties
projected on each sublattice for the ground state spin configuration is first
explored. Figure 3.3(a) shows the dependence of the Mulliken charges with
U. Although the Mulliken population analysis, being basis dependent, is
known to be imprecise when estimating projected charges on ions, it never-
theless provides reliable trends. Here, the non-distorted octahedral Fe-ions
(sublattices 2a and 12k) become more ionized (hold less electronic charge)
than the 4f1 and 4f2 ones which attain almost the same charges despite
having different number of oxygen neighbors, while the bipyramidal 2b is
clearly the less ionized one. All charges diminish with U in the same way
(around 0.1e loss in the entire U range), implying that the Hubbard term
leads to a slightly more ionic character of the Fe-O bonds. In the same fig-
ure the evolution of the band gap is shown as well (dark line). As expected,
it increases considerably with U, starting from an almost gapless situation
(U=0) and reaching a value of 1.0 eV for U= 5 eV. These values are smaller
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Figure 3.4: Spin-resolved PDOS for the five Fe sublattices computed at
two different U values: 0 eV (black lines) and 3 eV (yellow). For each
sublattice the majority spin component along the positve y-axis and the
minority along the negative y-axis are plotted. Notice that since the 4f1
and 4f2 sublattices are antiferromagnetically coupled to the rest, their up
and down spin directions (indicated by arrows at the left of each plot) are
interchanged.

than the reported SFO gaps in previous DFT+U works which, for U≈ 3 eV,
are in the 0.7-1.0 eV range [62, 64, 68] versus the 0.5 eV found here. The
discrepancy may be assigned to the tendency of the Siesta formalism to
underestimate gaps in semiconductor and insulators probably due to the
finite basis set employed. Unfortunately, there is no reported experimen-
tal value of the SFO band gap which could be directly compared with the
calculated data and, hence, help in the determination of an optimum U.

Figure 3.3(b) displays the MMs per Fe sublattice as a function of U.
Roughly, the behaviour of the MMs is anti-correlated with that of the pro-
jected charges; the formers increase with U in a non-linear way whith sub-
lattices 2a and 12k presenting the largest MMs. The increase in the MMs
in the U= 0 − 5 eV interval (∼0.5 µB) is similar for all ions except for the
anti-ferromagnetically coupled 4f2 sublattice, which shows a much larger
increase of around 0.8 µB. To understand this behaviour, Figure 3.4 shows
the spin-resolved PDOS on the iron atoms for U= 0 eV (black lines) and 3 eV
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(yellow). Apart from the opening of the gap, the main effect of the Hubbard
term is a clear shift towards lower energies for the majority components and
towards positive energies for the minority electrons, hence yielding a net in-
crease of the MMs of all ions. The largest shift occurs for the minority
PDOS of the 4f2 ions, which explains their stronger dependence with U.
Upon comparison of the calculated MMs with those reported by Liyanage et
al [64], which may be considered as the most accurate ones as they were
obtained under a hybrid exchange-correlation functional free of the Hub-
bard parameter, an excellent agreement (within 0.06 µB) is obtained for all
sublattices for the U=3 eV case (that is, close to the U=3.7 eV deduced in
Ref.[ [64]]).

In summary, increasing U leads to larger magnetic moments, a larger
gap and slightly more ionized bonds, which is fully compatible with the fact
that the Hubbard term induces a higher level of localization in the Fe-d
states.

3.3.2 Exchange couplings

The SFO exchange constants have been obtained from eq. (2.37) employing
up to 22 different spin configurations and systematically varying the U term
in the 2−5 eV interval. In order to check the robustness of our approach, two
different unit cell volumes have been considered (the experimental (E) and
the theoretically optimized (T) ones) as well as the static (S) and dynamical
(D) limits concerning the response time of the ions’ positions to an inversion
of their MMs, as explained in section 3.2. Throughout this subsection,
the calculation conditions used for each set of Js will be denoted by two
capital letters: ES, ED, TS or TD (for instance, ED refers to Js calculated
employing the experimental lattice constants under the dynamic limit).

Figure 3.5 presents the dependence of the most relevant exchange con-
stants on U for the ES case (the same trend is found for the other three
cases). A strong decay in the strength of almost all interactions is apparent
as U increases, which is in line with the results of Wu et al [48] and No-
vak et al [63] for Ba hexaferrite and derives from the fact that the Hubbard
term tends to localize the d-states at the Fe sites and hence, their MMs be-
come less influenced by the precise magnetic state of the neighboring ions.
Furthermore, all Js remain positive indicating a robust anti-ferromagnetic
character. The most relevant constants are J4f2−12k and J2b−4f2, which at-
tain values over 12 meV at U=2 eV and decrease to around 8 meV at the
largest U. J4f2−12k and J4k−12k are the next in relevance (J ≈ 10 meV for
U=2 eV), with the latter showing the largest decrease with U as its initial
value ends up reduced by ∼50%. The J2b−12k and J4f1−4f2 interactions
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Figure 3.5: Dependence of the most relevant exchange coupling constants,
Jij , on the Hubbard parameter U for the ES case.

take intermediate values between 3 and 6 meV, with the latter showing an
anomalous behaviour for U> 3 eV as the slope becomes slightly positive.
Finally, J2a−12k and J4f1−4f1 attain small values between 1−2 eV. The rest
of couplings, namely J2a−2b, J2a−4f2, J2b−4f1 and J4f2−4f2, have been omit-
ted since they attained almost negligible values below 1 meV in all cases
considered.

In order to rationalize the hierarchy among the calculated Js, it should
be first noted that their strengths do not correlate with the inverse of the
direct Fe-Fe distances (see Table 3.1). Instead, and as expected for a super-
exchange type coupling, it is the angles, θ, and distances, d, of the Fe-O-Fe
bonds what determine their relative strengths. Figure 3.6(a) shows the value
of the couplings as a function of the Fe-O-Fe bond distance for the ES case
and U=3 eV –only the eight Fe-Fe couplings mediated by an oxygen atom
are included. There is an obvious correlation with the bond distances, as
all Js with d < 4 Å attain values above 6 meV, while beyond this distance
they become clearly smaller. The dependence of the same constants on θ
is displayed in Figure 3.6(b). Overall, small J values correspond to angles
θ < 110◦ while almost all of the larger Js appear at greater angles. This
behaviour corroborates the GKA rules, which, as mentioned in Chapter
1, dictate that the 180◦ super-exchange interaction with partially filled d
orbitals is strongly antiferromagnetic, while 90◦ bonds tend to be weaker
(and sometimes even ferromagnetic). Here, a clear trend towards stronger
anti-ferromagnetic coupling is obtained as θ approaches 180◦ . The rest of
interactions which do not involve an oxygen atom attain values below 1 meV
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with the only exception of J4f1−4f2, indicating that this is the only relevant
direct exchange term in the SFO.
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Figure 3.6: Dependence of the exchange constants strength, Jij , on: (a)
the total Fe-O-Fe bond distance, d = d1 + d2, and, (b) the super-exchange
Fe-O-Fe angle θ (see inset). Each exchange constant is represented by the
same symbol as that used in Fig. 3.5, while all values correspond to the ES
and U=3 eV case. In both plots the blue dashed line is a guide to the eye.

The effect of varying the lattice constant or relaxing each spin configura-
tion is shown in Figure 3.7, where the Js corresponding to the ED, ES, TD
and TS calculation conditions are displayed side by side, all obtained for a
Hubbard term of U=3 eV (equivalent trends are found for the U=2 eV and
U=5 eV cases). Two main general conclusions become apparent from this
comparison: (i) the expanded theoretical unit cell yields smaller exchange
constants by 10% than the experimental one, which is easily understood
from the above discussion due to the increase of the Fe-O-Fe bond distances
and, (ii) the dynamical approach tends to provide slightly larger Js for the
two lattice constants. The explanation to this latter effect is more subtle
and derives from the balance in eq. (2.37) between the energy gain per unit
cell, ∆E, upon relaxation of spin configurations i plus j versus that of the
combined spin configuration ij. The results indicate that ∆Ei + ∆Ej tends
to be larger than ∆Eij , although this is not a general rule and some excep-
tions can be seen in the figure (for instance, the 4f1 − 12k and 4f2 − 12k
interactions).

Finally, the influence of the inclusion of the spin-orbit interactions on the
exchange couplings has been examined for some selected cases. However,
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Figure 3.7: Comparison between the exchange constants obtained under
different calculation conditions: experimental lattice under the static (ES)
and dynamic (ED) limits, as well as theoretically optimized lattice under
the static (TS) and dynamic (TD) limits. All results correspond to the case
U=3 eV.

for the largest Js the difference was only ∼ 0.2%, indicating that SOC
may be safely ignored when computing the exchange constants. This is not
surprising since energy differences between different spin configurations are
typically of the order of eVs, while SOC contributions are at least one order
of magnitude smaller.

3.3.3 Néel temperature, TN

Once the magnetic moments and exchange constants under different cal-
culation conditions have been obtained, the SFO’s Néel temperature, TN ,
may be estimated following two different approaches: (i) analytically using
the Generalized Molecular Field Theory (GMFT) and, (ii) numerically via
Monte Carlo simulations (see section 3.2).

Figure 3.8(a) shows, as a function of U, the TN s derived from the GMFT
formalism after employing the DFT derived Jij constants (ES case) in ex-
pression (2.41). The graph shows a clear linear dependence with a strong
decrease of the temperatures as U increases. However, even at the largest
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U value considered, TN is close to 2,000 K, that is, more than twice the ex-
perimental value, T exp

N = 780 K. In fact, by linear extrapolation T exp
N would

be recovered at a U value as large as 7.3 eV. It should be recalled that a
mean field approach was also employed in Refs. [63] and [48] and, similar
to our case, a best fit to the experimental Néel temperature could only be
obtained for a large Hubbard term U≥ 7 eV (inclusion of spin fluctuations
at the RPA level reduced the TN overestimation but, still, yielded optimized
U values of around 7 eV).

Panel (b) in Figure 3.8 displays the Néel temperatures obtained from
the Monte Carlo simulations as a function of U and for the four calculation
conditions described above. Plots of the evolution of the cell magnetization
with the system temperature, from which the TN values are deduced, are
presented in panel (c). Although TN also decreases as U is increased, this
time all curves reach values close to T exp

N in a narrow U=2.5−3.2 eV range,
with the ED and ES cases yielding slightly larger critical temperatures (for
fixed U) than the TD and TS ones, as expected from the similar behaviour
followed by the exchange constants (Fig. 3.7). The main conclusion, there-
fore, is that the Monte Carlo approach results more reliable than the GMFT,
as it leads to an optimized Hubbard term clearly smaller than that derived
from the GMFT, ∼3 eV versus ∼7 eV, in better agreement with the 3.7 eV
deduced in Ref. [64] as well as with a number of DFT+U calculations in-
volving Fe ions under different chemical environments [73, 74, 75, 76].

3.3.4 Magnetic anisotropy and orbital angular momenta

In this section magnetic properties which require the inclusion of SOC in the
DFT+U calculations are addressed (see section 3.2). Focusing first on the
magnetic anisotropies, Figure 3.9(a) shows the evolution of the SFO’s total
energy per unit cell, Eθ, as the spin quantization axis is rotated from the out-
of-plane (0001) direction (θ = 0) to the in-plane (1000) direction (θ = 90◦)
and for the different U values considered. In these calculations, evaluated at
the experimental lattice constant, the SOC has been included at the level
of the force theorem approximation. All curves show a nice K sin2 θ be-
havior, with a marked perpendicular magnetic anisotropy (PMA), although
it is steadily reduced as U is increased. The associated MAEs, defined as
the difference K = E90◦ − E0◦ , are displayed in Figure 3.9(b), where the
evolution of the PMA is plotted as a function of U and for both the exper-
imental and theoretical lattices (solid red and blue lines, respectively). For
a fixed U value, the PMAs calculated at the experimental lattice constant
are always larger than those obtained using the theoretical lattice. Naively,
the decrease of the PMAs with increasing unit cell volume or increasing U
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Figure 3.8: Néel temperature as a function of the U parameter obtained
from: (a) the GMFT approximation (blue squares) and, (b) Monte Carlo
simulations for the ES, TS, ED and TD calculation conditions. The hori-
zontal dashed line indicates the experimental T exp

N value in both panels. In
(a) the blue dashed line is a linear fit to the data points. (c) Total mag-
netization of the unit cell normalized to that at T = 0 as a function of the
system temperature in the Monte Carlo simulations. Data obtained from
the ES exchange constants and for different U values. The Néel tempera-
ture, TN , in each case is indicated by the vertical lines.

may be understood from the reduction of the effective crystal field due to
either smaller Fe-O overlaps or an increased electron localization. Neverthe-
less, the most relevant conclusion in Fig. 3.9(b) is that, for the experimental
lattice constant, the low temperature experimental PMA of 1.9 meV [53] is
retrieved for U≈ 2 eV, which is close to the optimum 3 eV value deduced in
the previous subsection. Notice that the fitted U in the figure approaches
3 eV if the 300 K experimental PMA value of 1.4 meV is considered instead.

In the same figure the MAEs calculated self-consistently, that is, beyond
the FT approximation, are also shown by dashed lines. They present the
same trend with U as their FT counterparts, but attain smaller values (by
more than 0.5 meV) which are in closer agreement with previous MAE
calculations on M-hexaferrites where PMAs of around 0.8 eV were reported
for U in the 3.7-4.5 eV range [64, 66, 67]. As a consequence, the experimental
MAE is retrieved at unusually small values of U≈ 1.0−1.5 eV. Nevertheless,
we consider more reliable the MAEs derived from the FT given their nice
sin2 θ behavior for all U values (panel (a)) while the self-consistent approach
failed to yield such smooth MAE(θ) curves for finite U –mainly due to
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numerical instabilities in the precise occupation number of the Fe-3d states.
Furthermore, and as expected from the relatively small SOC of the Fe ions,
the FT reproduces fairly well the self-consistent values in the absence of the
Hubbard term (U=0).
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Figure 3.9: (a) Total energies per unit cell (u.c.), Eθ, obtained under the
FT approach for different polar angles of the spin quantization axis (θ = 0
corresponds to out-of-plane magnetization and θ = 90◦ to in-plane). All
curves have been substracted by their value at θ = 45◦ for visual purposes.
The MAE in each case is given by the difference K = E0◦ − E90◦ . (b)
Evolution of the MAEs with the Hubbard term U calculated for both the
experimental and theoretically optimized lattice constants aexp and atheo,
respectively. SOC has been included either at the FT level (solid lines) or
self-consistently (dashed lines). The dashed horizontal line corresponds to
the experimental MAE per unit cell.

Last, Figure 3.10 shows the orbital magnetic momenta (OMM) in ab-
solute value calculated for the experimental lattice and including SOC self-
consistently for the spin quantization axis aligned out-of-plane, panel (a),
and in-plane, panel (b). The net OMM of the SFO unit cell (black lines and
right axis) attains a considerable value of 0.25 µB at U=0, but decreases
non-linearly as U increases down to ∼ 0.13µB at U=5 eV. The OMMs of
the individual Fe-ions (colored lines and left axis) are an order of magnitude
smaller; still, they also follow the same trend with U (recall that the sign of
the OMMs for the 4f1 and 4f2 ions appears inverted in the graph). Panel
(c) displays the orbital magnetic momenta anisotropy (OMMA) defined as
Lz −Lx (here the sign of the 4f1 and 4f2 ions has not been inverted). The
OMMA of the SFO remains out-of-plane but, unexpectedly, it increases with
the Hubbard strength –we associate the small kink at U=4 eV to numerical
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inaccuracies– as a result of a stronger attenuation with U of the out-of-plane
OMM. A similar behaviour is found for all individual ions, with the pecu-
liarity that the 2a and specially the 2b sublattices show an in-plane OMMA
at small U values. It is timely to note that the opposite dependence on
U between the OMMA and the MAE points to the fact that the correla-
tion between the two quantities is far from trivial, as it is often assumed in
perturbative theoretical approaches [77, 78].

Figure 3.10: OMMs for the SFO unit cell (black line and right axis) and
for each Fe ion (colored lines and left axis) for: (a) out-of-plane and, (b)
in-plane spin quantization axis. In both plots the sign of the antiferromag-
netically coupled 4f1 and 4f2 sublattices has been inverted for visualization
purposes. (c) Orbital magnetic moment anisotropy, OMMA=Lz − Lx, for
the SFO and each of the Fe sublattices. Here the signs of the 4f1 and 4f2
ions have not been inverted, so that their negative values correspond to an
out-of-plane OMMA.
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3.4 Conclusions

A comprehensive study at the DFT+U level of the magnetic properties of
the strontium hexaferrite (SFO) has been performed, providing estimates
of the Fe-resolved spin and orbital magnetic moments, the MAEs and the
associated exchange constants. Furthermore, the influence of different cal-
culation parameters on these properties, such as the Hubbard strength, the
precise lattice parameters or the relaxation time of the ions versus spin
relaxations (static or dynamic limits) has been explored in detail.

It has been found that, by far, the most relevant parameter is U, as it
progressively induces a larger electron localization around the ions which
translates into larger gaps and MMs, smaller Js and smaller MAEs and
OMMs (but, surprisingly, larger OMM anisotropies). Rather than a draw-
back, such a strong dependence may be considered as an excellent opportu-
nity for deriving an optimium U value for 3d electrons in different magnetic
systems. Here, a value of U≈ 2 − 3 eV nicely reproduces the experimen-
tal MAE and yields exchange constants which, when employed in micro-
magnetic Monte Carlo simulations, accurately reproduce the SFO’s Néel
temperature as well. Our results are at contrast with similar studies on
Ba-hexaferrite [48, 63] where anomalously large U values of 6 − 10 eV were
required to obtain, via the random phase approximation (RPA) or a mean
field approach, TN temperatures close to the experimental ones.

We note that it is common practice within DFT+U studies to treat the
Hubbard strength as an adjustable parameter; its value is tpycally tuned
to obtain specific electronic (mainly the gap) or thermodynamic proper-
ties [72, 74, 76, 79, 80]. However, and apart from atomic MMs, magnetic
properties such as the MAE or the critical temperature are rarely employed
as targets [48, 81] in the fitting process. In this work it has been shown that
from the simultaneous fit to both quantities, meaningful U strengths are
obtained which can ultimately deliver reliable ab initio-derived parameters
for use in micromagnetic simulations.



Chapter 4

Cubic spinel ferrites

In this chapter, we show our results on the structural, electronic and mag-
netic properties of the bulk forms of Co-, Ni-, Zn- and Mn- ferrites. Cubic
spinel ferrites are key elements for numerous magnetic applications, includ-
ing rare-earth-free permanent magnets, switching and recording devices,
color imaging, magnetic refrigeration or diverse biomedical solutions, from
drug delivery to detoxification of fluids [82, 83, 84, 85, 86, 87]. Their sta-
bility under extreme conditions, together with their robust magnetism, low
eddy current losses, abundance and low cost confer spinel ferrites an added
value. We will present our results for the bulk structure of each oxide at a
separate section.

These ferrites have been widely studied by ab-initio methods previously,
and we base the theoretical conditions of our study on this previous knowl-
edge [88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99]. They all have a cubic
spinel structure, shown in Figure 4.1, with a chemical formula TFe2O4, T
standing for the transition metal ion. The oxygens occupy an fcc lattice in-
terconnected with another incomplete fcc lattice made of two cations with
octahedral coordination (B) and one tetrahedrally coordinated cation (A)
filling the voids. Iron atoms can be distributed over the tetrahedral and
octahedral sites in different manners, the extreme cases called direct (or
normal) spinel structure, in which all trivalent ions (Fe3+) are placed in
octahedral positions and the divalent ions (Co2+, Ni2+, Zn2+ or Mn2+) in
tetrahedral positions, and inverse spinel structure, where half of the irons
are in octahedral and half in tetrahedral sites, divalent ions occupying the
rest of the octahedral sites. In practice, intermediate cases can be found
depending on the specific preparation conditions. Commonly, it is defined
the degree of inversion λ, with 0 ≤ λ ≤ 1, λ = 0 corresponding to direct and
λ = 1 to inverse structure. In general, these ferrites show a magnetic order
in which the magnetic moments of A cations are antiparallel to those of B

47
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cations, which makes them ferrimagnets. However, as we will see in sec-
tion 4.3, and due to the fact that zinc is a non-magnetic atom, ZFO shows a
more complex magnetic behaviour, in which there is a competition between
different magnetic orders. Besides, the degree of inversion plays a funda-
mental role in the magnetic behavior of CFO, that behaves as a soft magnet
at the direct spinel structure and as hard at the inverse spinel structure. All
these aspects will be considered when describing the corresponding oxides.

All the calculations in this chapter have been performed with the Vienna
ab-initio simulation package VASP which is based on a plane wave basis set
within the PAW method, using an energy cutoff of 500 eV and sampling the
Brillouin zone with a (7 × 7 × 3) k-mesh. Electronic relaxations were carried
out self-consistently until convergence in energy of 10−5 eV was reached.
In those calculations involving ionic relaxation, the atoms were allowed to
relax until the forces were below 0.004 eVÅ−1. We start analyzing the
properties and relative stabilities of the inverse and direct forms of CFO,
NFO and MFO for different magnetic configurations as a function of the
effective Hubbard U under Dudarev approach, using the same U value on
all magnetic cations (Fe, Mn, Co, Ni) 4d electrons. This choice of applying
the same U to all d states of all transition metal ions is not fortuitous,
but rather has proven to provide a realistic description of CFO and NFO
ferrites [88, 89, 100]. Then we show our results on ZFO, with a more complex
magnetic structure depending on the Zn distribution.

4.1 CoFe2O4 (CFO)

This section is organized as follows: first, we will study the relative sta-
bility between the direct and inverse spinel structures using two differ-
ent exchange-correlation functionals, PBE and PBEsol, and also explor-
ing the effect of the Hubbard U value. Then, we evaluate the electronic
structure, charge and magnetic moment of each atom and the magnetic
anisotropy. Lastly, we calculate the exchange coupling constants and we
estimate the Néel temperature using Monte-Carlo simulations and the Gen-
eralized Molecular Field Theory.

4.1.1 Structural properties

In this section we focus on both the relative stability between the inverse
and direct forms, and their lattice structure. The degree of inversion λ
in these spinel ferrites is important because it ultimately affects key mag-
netic properties such as saturation magnetization and magnetic anisotropy.
Experimentally, a large λ is found for cobalt ferrite, with a low but not
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Figure 4.1: Atomic structure of the cubic spinels. The unit cell contains four
formula units (TFe2O4) with 28 atoms in total. Shaded regions show the
polyhedra that define the coordination units of each cation, distinguishing
octahedral and tetrahedral sites.

null probability of finding iron atoms at tetrahedral sites, indicating the
dominance of the inverse spinel structure [91, 101, 102]. We explore the
relative stability between the two extreme λ, relaxing all the ions within
the unit cell until forces were below 0.004eV Å. We find an energy differ-
ence of 0.11eV/f.u. (per formula unit) between λ=0,1 favoring the inverse
structure. When ionic relaxations are not allowed, the inverse CFO struc-
ture is favored with a considerably larger energy difference of 0.54eV/f.u..
This indicates that breaking the internal cubic symmetry of the atomic po-
sitions favors the direct structure. The effect might also be used to tune the
growth of CFO, as it suggests that, when slowly grown so as to approach
equilibrium conditions, CFO tends to favor lower degrees of inversion.

We start exploring the long range magnetic order based on the ideal
cubic structure at the experimental lattice parameter aexp = 8.392Å. The
magnetic configurations considered are: ferromagnetism, which is defined
with all magnetic moments (MMs) aligned at the same direction (this cor-
responds to c1 in Table 4.1 for the inverse spinel); ferrimagnetism between
A and B sites, which is defined with the MMs of the ions at A sites oriented
antiparallel to those at B sites (c0 at Table 4.1); ferrimagnetism between Fe
and Co atoms, which is defined only for inverse form and corresponds to Fe
and Co MMs antiparallel to each other (c2 at Table 4.1). The results of this
study are shown in Figure 4.2, where besides the relative stabilities (top)
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Magnetic configuration FeA FeB Co

c0 (AF) − + +
c1 (FM) + + +
c2 − − +
c3 + − +

c4 +/− + +
c5 −/+ + +
c6 − −/+ +
c7 − +/− +
c8 − + −/+
c9 − + +/−

Table 4.1: Schematic representation of the different magnetic configurations
explored in an inverse spinel structure of CFO. + (−) sign accounts for
the relative alignment of the spin sublattices. In configurations c4-c9, one
magnetic sublattice is splitted in two (indicated with a forward slash (/))

we also include the internal pressure of each configuration (middle) and
the total magnetic moment of the unit cell (bottom). This study has been
done for two different exchange-correlation functionals, PBE and PBEsol,
which have already been introduced in section 2.1.3, in order to find which
one better describes the electronic and magnetic properties of our material.
We notice that the ferrimagnetic state between A and B sites is the most
stable case for both inverse and direct structures of CFO for the whole
range of U values considered and both XC functionals, with essentially no
difference in the E trends upon variations of U or the XC functional. The
internal pressure of the structure at the middle panel, at the chosen lattice
parameter, is an indicative of the stability of that structure. Middle panels
of Figure 4.2 show that, in general, PBE leads to larger pressures for any
magnetic configuration, while PBEsol describes a structure with a lattice
parameter closer to experiment for U values above 3 eV. Lastly, differences
in total magnetic moment for the two exchange-correlation functionals are
negligible. Except for the lowest U, the total magnetization is also stable
upon variations of U.

We performed a similar study focusing solely on the most stable mag-
netic configuration, the ferrimagnetic state between A and B sites, which
we call from now on just the ferrimagnetic state. We explored different
U values for both XC functionals, varying the value of the structure lattice
parameter. The results are shown in Figure 4.3. One of the first conclusions
one can extract from these results is that PBE predicts smaller lattice pa-
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Figure 4.2: Left (right) panels show total energy (top row), pressure (mid-
dle) and magnetic moment of the whole unit cell (bottom) under PBE
(PBEsol) functionals for the different values of U considered. Open cir-
cles and filled squares represent inverse and direct structures respectively.
The different colors represent the different magnetic configurations consid-
ered: red for ferromagnetism (c1), green for ferrimagnetism (c0), and an
additional configuration for inverse structure for ferrimagnetism between
Co and Fe atoms in blue (c2).

rameters than PBEsol, which are determined by the minimum of the energy
curves. It is also found that larger U leads to larger lattice parameters, and
that, in order to recover a lattice parameter close to the experimental value
aexp, we need to use a U close to 0eV when using PBE and larger U values
when using PBEsol. However, the Hubbard U is needed to recover some
important properties in these materials as it is the electronic band gap, as
explained in Section 2.1.3. The total magnetic moment enlarges (dimin-
ishes) as U is increased at the direct (inverse) structure, and essentially no
difference is found when using the different XC functionals. Hence, we con-
cluded that PBEsol is more suitable to describe these materials, and from
now on we will be using exclusively this exchange-correlation functional.
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Figure 4.4: Total spin-resolved density of states of inverse (left) and direct
(right) CFO for different values of the Fed and Cod effective U. The exper-
imental values (red line) for thin films (1.2 eV) and nanoparticles (0.8 eV)
are shown. Positive (negative) DOS represents the majority (minority) spin
states.

4.1.2 Electronic and magnetic properties

The density of states and its dependence with the value of the Hubbard U
is shown in Figure 4.4 for both inverse and direct spinel forms of CFO. As
expected, the inclusion of electronic correlation through the Hubbard term
is creating a band gap at the Fermi level, with a gapless situation for U<
2eV and U< 5eV at the inverse and the direct structures, respectively. The
indirect band gap is experimentally found to lie between 0.8eV in nanopar-
ticles [103] and 1.2eV in thin films [104]. This can be understood since
the band gap decreases with decreasing inversion rate [104, 105, 106], and
nanoparticles usually show smaller degrees of inversion (around 70%-80%
[104, 107, 108]) than thin films (88% [109]). In our calculations, this band
gap value is recovered at U = 4 eV. This is better seen through an example:
as the direct and inverse forms contribute proportionally to the band gap,
λ = 0.8 leads to Eλ=0.8

gap = 0.2∗0 eV + 0.8∗1.2 eV = 0.96 eV, where the first
and second terms refer to the direct and inverse contributions, respectively.
Besides opening the gap, this graph shows how increasing U pushes the Co
and Fe d states at the valence band (VB) and conduction band (CB) far
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Figure 4.5: a) Bader charges and b) magnetic moments of A and B iron
sublattices at inverse CFO as a function of U. The value of the DOS gap is
also shown in a). The corresponding Co charge and MM are shown in c).

apart, modifying the band width and the O-cation orbital overlaps.

The Bader charges of the different cations at the inverse spinel CFO
are shown in Figure 4.5. A slight decrease is found with increasing U,
meaning that the Hubbard term is favoring the ionic character of the cation
bonds. The evolution of the electronic gap with the value of U, extracted
from Figure 4.4, is also shown at Figure 4.5. The figure also shows the
evolution with U of the magnetic moments, where opposite to trend for
charges, increasing the Hubbard term is increasing the magnetic moments.
This behavior can be explained by how the Hubbard term is affecting the
spin-resolved PDOS of each atom, which is shown in Figure 4.6. There,
PDOS is shown for U=0eV (black lines) and 4eV (green lines). There is a
clear shift to lower energy values of the majority spin while the minority
electrons are pushed towards positive energies, leading to an overall increase
of the MMs of all ions. A similar behaviour, not shown here, is found at
the direct CFO lattice.

We have also explored the magnetocrystalline anisotropy energy (MAE)
of inverse and direct CFO including the SOC term. Experimentally, the
bulk structure of both CFO forms has cubic symmetry, related to a random
distribution of cations at the octahedral sites. Modeling a truly random dis-
tribution of cations in a finite unit cell has limitations, in fact just retrieving
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Figure 4.6: a) Projected spin-resolved DOS for the different atomic species
in CFO under U=0 eV (black lines) and 4 eV (green lines). The majority
and minority spin components are plotted on the positive and negative axis
respectively. Notice that as FeA is coupled antiferromagnetically to the
rest of cations, it shows an inversion of the majority/minority spin DOS,
identified with arrows on the left side of the figure.

quasi-random distributions would imply enlarging the number of atoms in
our unit cell, which largely affects the computational time and memory re-
quirements. Moreover, MAE calculations are already computationally very
demanding. For all this, in our model we are attached to a specific atomic
arrangement, selected because it corresponds to the lowest energy config-
uration and it properly describes the short-range order measured for CFO
and NFO [100]. As a result, the cubic symmetry is lowered, with conse-
quences on the magnetic anisotropy. Previous studies [88, 89] have shown
that, while the effect is negligible for NFO, the calculated magnetoelastic
response of CFO depends on the details of the structure.

According to our self-consistent calculations, the bulk MAE, determined
from accurate total energy differences between configurations with different
orientation of the magnetization, corresponds to values of MAECFO = 0.6
meV Fe−1, in close agreement with experimental values [110, 111, 112] It
has been obtained by comparing the three cubic symmetry axes [001], [010],
[100], and the [110] and [111] directions of the unit cell, and it identifies the
magnetic EA as [001], which coincides with that which has been reported
in the literature [110].
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FeA FeB Co

FeA 3.63 (4) 3.47 (6) 3.47 (6)
FeB 2.96 (2) 2.96 (4)
Co 2.96 (2)

Table 4.2: Nearest neighbours distances in Å and number of nearest neigh-
bor ions (zij , in parenthesis), for the three CFO sublattices, obtained for
the unrelaxed structure at the experimental lattice constant of the inverse
form.

We have also calculated the bulk MAE of CFO at the direct spinel struc-
ture, following the same procedure as that for the inverse spinel. According
to our results, the largest energy variations obtained upon different orien-
tations of the magnetization lead to an MAECFOdirect

= 0.02 meV Fe−1,
which is in close agreement with the experimental evidence of direct CFO
being a soft magnet. The [001] direction is identified as the magnetic EA,
although the MAE range is close to our limiting resolution.

4.1.3 Exchange coupling constants

The magnetic exchange constants have been determined following the pro-
cedure detailed in section 2.4. We have considered the exchange coupling
between the three magnetic sublattices of CFO: FeA, FeB and Co. The
number of neighbors and distances between them are shown in Table 4.2.
As we explained in section 2.4, only the nearest neighbors are considered, as
the exchange interaction decreases fast with increasing distance. This leads
to 6 exchange constants for this material: the 3 inter-sublattice couplings
JCo−FeA, JCo−FeB, JFeA−FeB and the intra-sublattice exchange constants
JCo−Co, JFeA−FeA and JFeB−FeB. These exchange coupling constants have
been calculated using eq. (2.37) for different U values. They have also been
evaluated using three different lattice parameters around the experimental
value in order to see how they are influenced by lattice distortions. Besides,
the static and dynamic limits, defined in section 3.2, have been considered
and compared to the values using an ideal unit cell with no ionic relaxation
(we call this the ideal case) in order to test the robustness of this procedure
to extract the Js at CFO. The magnetic configurations considered are shown
in Table 4.1, where c0-c3 are used to get the inter-sublattice exchange in-
teractions and c4-c9 are defined splitting the sublattices in order to get the
intra-sublattice interactions.

Figure 4.7 shows the dependence of the calculated exchange coupling
constants on the value of the Hubbard parameter U obtained for the static
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Figure 4.7: Jij dependence on the Hubbard U for the static case with lattice
parameter a=8.38Å.

case using the experimental lattice parameter a=8.38Å. As we mentioned
in section 2.4, positive (negative) sign of J represents antiferromagnetic
(ferromagnetic) interaction. U≤1eV results in very different J values as
compared to larger U values, even finding a change of sign in the intra-
sublattice FeA-FeA and FeB-FeB interactions. The fact that U=0eV and
1eV represent a metal state of CFO, as shown in Figure 4.4, is indicating
that these values are somewhat fictitious, as the exchange interaction occurs
between localized electrons in insulators and not between itinerant electrons
as found in metals. Thus, we will rely only on the values for U≥2eV,
which describe CFO as an insulator. All Js decrease with increasing U,
specially the dominant ones, as we found for SFO in section 3.3.2 and in
good agreement with the literature [48, 63]. This is again explained by
the localization of the Fe and Co d -electrons with increasing Hubbard U,
which ultimately reduces the interaction between neighboring atoms. The
dominant Js are the exchange coupling between tetrahedral and octahedral
coordinated atoms JCo−FeA and JFeA−FeB. This again can be linked to the
Goodenough-Kanamori-Anderson (GKA) rules [21, 22] which states that
the superexchange interaction with partially filled d orbitals, as it happens
to be the case for Co and Fe atoms, leads to a strong anti-ferromagnetic
coupling when the bonding angle is 180◦, while a bonding angle of 90◦

usually leads to weaker ferromagnetic behaviour. This is indeed the case, as
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Figure 4.8: Comparison between the exchange constants obtained under
the static and dynamic limits. It is also included the case where the atoms
occupy the ideal cubic positions.

the octahedral-tetrahedral (JCo−FeA, JFeA−FeB) bondings angles are around
124◦, while octahedral-octahedral (JCo−Co, JCo−FeB, JFeB−FeB) are around
90◦. The JFeA−FeA exchange coupling value is close to zero for the whole
range of U considered, which relates to the fact that it is not described by
the superexchange interaction as there is no oxygen atom mediating, and
the distance FeA-FeA is the largest considered (see Table 4.2).

The results of the comparison between the ideal, static and dynamic
cases are shown in Figure 4.8. Here, ideal is a specific static calculation
where we used ideal atomic positions. The dominant exchange couplings
are stronger when the atoms are placed in these ideal positions, where the
FeA-FeB bond distance is slightly smaller (3.90 Å) than that obtained re-
laxing the atomic positions (3.92 Å), which, either in a static or a dynamic
way, leads to lower values, with only a slight difference of around 5% for the
dominant exchange coupling constants between dynamic and static limits.
But, in general, the hierarchy and relative strengths of all Js are not signif-
icantly affected by the detailed atomic structure, supporting the robustness
of our approach.
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Figure 4.9: Magnetic moments of each sublattice in CFO normalized to
those at 0K, as a function of the temperature.

4.1.4 Néel temperature TN

In the same multi-scale spirit as in section 3.3.3 for SFO, we performed
Monte-Carlo simulations in order to derive a value of the Néel temperature
of cobalt ferrite at the inverse structure. In this micro-magnetic simulations
we employed uniquely the exchange constants and MMs derived from our
static ab-initio calculations, using a (5×5×5) supercell with only the Fe
and Co sublattices. Similarly, the temperature of the system was slowly
increased from 0K up to 1500K in 20K steps, each of which included 50, 000
equilibration cycles followed by another 50, 000 time steps. The magnetic
moments for U=4eV of each sublattice are shown in Figure 4.9, where we
can see that a change from ferrimagnetic to paramagnetic behavior is oc-
curring around 1000K which is larger than the experimental value found
around 790K [113]. We also used the Generalized Molecular Field Theory
to estimate a Néel temperature of 1042K, which is even larger than the
Monte-Carlo prediction, thus concluding that Monte Carlo provides better
estimates than GMFT. It is expected that larger U values would be needed
in order to recover the experimental Néel temperature value for this system.
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Figure 4.10: Total spin-resolved DOS of NFO for different U(Nid, Fed) val-
ues. Positive (negative) DOS corresponds to majority (minority) spin states.

4.2 NiFe2O4 (NFO) and MnFe2O4 (MFO)

From the point of view of our simulations, NFO and MFO are very similar
to CFO. Here we summarize our results, the details of the procedure being
explained in the previous section.

As already mentioned, NFO and MFO have been largely studied based
on DFT, and the optimized conditions to reproduce the experimental fea-
tures are well known [88, 89, 100, 114, 115]. In Figure 4.10 we show the
evolution of the spin-resolved total DOS of our 28 atoms NFO unit cell as a
function of the effective U value applied to the Ni and Fe d orbitals, that we
always assign to be same (as mentioned in the introduction of this chapter),
the results for MFO being similar. It is evident that the lack of inclusion of
a Hubbard term fails to describe the oxide as an insulator, the experimental
gap of 1.64 eV [116] being obtained for U= 4-5 eV. Figure 4.11 provides
the detailed atomic projections of the NFO and MFO DOS, evidencing the
large overlap of the Ni(Mn) and O states, and the localization of the Fe d
orbitals at the bottom valence and conduction bands. MFO shows a nearly
half-metallic state, in close agreement with previous DFT studies [114], the
small gap (close to zero) in agreement with the value of ≈ 0.30eV found
experimentally [117].

Figure 4.12 shows the evolution of different structural and electronic fea-
tures of NFO as a function of U, using the experimental cubic lattice param-
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Figure 4.11: Atomic resolved DOS with U=4 eV for the inverse form of
NFO (left) and direct form of MFO (right).

eter a=8.34 Å[118]. We explore different magnetic configurations detailed
in Table 4.1 (c0-c3), with Ni instead of Co atoms, following the procedure
explained in [119]. The total energies in the top panel evidence that, no mat-
ter the value of U, the ground state magnetic order always corresponds to
c0, with moderate variations in the energy barriers between configurations.
Neither the net magnetization (intermediate panel) has a significant depen-
dence on U for each selected configuration, even though the local magnetic
moments (not shown) are enhanced as U increases, reflecting the impact
of U on the localization of the d states. Regarding the atomic structure,
the bottom panel provides the internal pressure, that goes to zero at the
equilibrium volume. The graph shows two features: first, the (non-linear)
dependence of the lattice parameter on U is different at each configuration;
this alters the energy barrier between different magnetic orders, that is, the
magnetic exchange constants, pointing to the crucial role of U(Nid, Fed) on
the description of the ferrite. Second, restricting to the equilibrium mag-
netic order c0, our model provides a slightly compressed structure (negative
pressure), that better approaches the experimental solution for U values ≥
4 eV. Further relaxation of the structure at U=4 eV under c0 serves us to
determine our reference theoretical cubic lattice parameter to be a=8.30 Å
for NFO. The inverse spinel structure is also favored over the direct one
with an energy difference of 0.26eV/f.u. at the optimized lattice structure,
which is larger than that obtained for CFO in the previous section. This is
in close agreement with the experiments, as NFO shows full inversion [120].

It is worth to remark that a similar study of NFO based on the PBE
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Figure 4.12: Evolution of the total energy (top) and net magnetization per
formula unit (middle), together with the internal pressure (bottom) as a
function of U(Nid,Fed) for NFO at the experimental lattice parameter.

exchange correlation functional instead of PBEsol, as we did in section 4.1,
provides a significantly expanded lattice (a=8.43 Å), evidencing that each
GGA parametrization has an opposite effect on the equilibrium volume of
the ferrites, while the robust stability of the c0 magnetic order is preserved
under all functional forms.

The situation for MFO is very similar. Generally, manganese ions show
a high-spin state in which they contribute with 4− 4.50µB to the magnetic
moment, close to the 5µB moment predicted by the ionic model for Mn2+

ions. We have used a Hubbard-like on-site Coulomb repulsion Ueff = 4eV
for both Fe and Mn ions. Our results are in close agreement to previous
theoretical calculations where MFO at direct spinel structure always show
a high-spin state, independently of the Ueff used in the calculations, and
where inverse spinel structure show also a high-spin state for values of Ueff

greater than 4 eV and a low-spin state for lower values [114, 115, 121].
The lattice parameter at U = 4 eV under relaxation is a = 8.51 Å, close
to the experimental value a = 8.50 Å[122]. The degree of inversion of the
manganese ferrite found in literature varies depending on the scale of the
system: from λ ≈ 0.2 in bulk MFO [123] up to λ ≈ 0.8 in nanoparticles [124].
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We obtained an energy difference of 0.12eV/f.u., favoring the direct lattice
over the inverse one, very close to values found in other theoretical works,
0.13eV/f.u. [114]. We should remark here that, when ionic relaxations are
not allowed, we found a preference for the inverse lattice with an energy
difference of 0.68eV/f.u.. This will have implications in Chapter 6.

The MAE, determined from accurate total energy differences in con-
figurations with different orientation of the magnetization, corresponds to
a value MAENFO = 0.001 meV Fe−1 for inverse NFO and lower than
MAEMFO = 0.005 meV Fe−1 for MFO both at inverse and direct spinel
structures. These values are close to our resolution. Both NFO and MFO,
just as CFO, has the magnetic EA at [001]. The actual EA of bulk NFO
has been identified along [111] [125], our result being a consequence of the
restriction to a fixed cation distribution; however, we correctly determine
the order of magnitude of the MAE, that is negligible compared to that
of CFO. These values indicate that both NFO and MFO behave as soft
magnets, as it is found experimentally.

We have also calculated an estimation of the exchange coupling con-
stants of both NFO and MFO at inverse spinel structure. Again, the dom-
inant Js are those between tetrahedral and octahedral coordinated atoms,
i.e. JNi−FeA = 3.75meV/µ2B, JFeA−FeB = 2.75meV/µ2B for NFO and
JMn−FeA = 1.80meV/µ2B, JFeA−FeB = 2.19meV/µ2B for MFO, the rest of
exchange interactions being below 1 eV. Besides, we looked at the A-B cou-
pling at the direct form of MFO, finding a value of JMn−FeB = 2.81meV/µ2B.

4.3 ZnFe2O4 (ZFO)

ZFO usually crystallizes in the direct spinel structure, with a cubic lat-
tice parameter of 8.52 Å according to the most accurate experimental de-
termination [126], though values around 8.45 Å are commonly reported
[127, 128, 129]. In this ferrite, the lack of magnetic atoms at A sites trig-
gers the competition between different B-B magnetic exchange interactions,
leading to a complex magnetic phase diagram where spin-glass behavior,
magnetic frustration, and the coexistence of long-range and short-range
orders have been proposed [97, 126]. Though recent works support the
dominant antiferromagnetic nature of the exchange interactions [94, 98],
anomalous ferromagnetism has often been measured, its origin being mainly
attributed to the partial inversion reported in ZFO [96, 98, 130, 131], par-
ticularly in thin films [132, 133, 134, 135, 136, 137, 138] and nanoparticles
[139, 140, 141, 142], and also in other Zn substituted cubic spinel ferrites
[143, 144]. In this section, we address the previously unexplored effect of
U(Znd) on the description of ZFO. In this respect, previous DFT simula-
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Figure 4.13: Schematic representation of the two different magnetic con-
figurations considered for the direct spinel ZFO, based on a cubic unit cell
of 56 atoms: a) and b) correspond to AF1 and c) and d) to AF2. Blue
and golden spheres represent Fe atoms with opposite spin orientation, grey
spheres Zn atoms, and small red spheres O atoms.

tions of ZFO [94, 95, 96, 97, 98, 99] have considered different values, from
0 to 5 eV, but without performing a detailed study of its influence on the
obtained properties.

Previous ab initio calculations of direct ZFO have determined the ground
state magnetic configuration, identified as the antiferromagnetic AF2 order
represented in Figure 4.13 [97]. Alternative solutions, such as the AF1 also
shown in the figure, are very close in energy, justifying the complex magnetic
phase diagram and low magnetic ordering temperature. As we mentioned
in the introduction of this chapter, the degree of inversion is defined by
the parameter λ, that describes the number of B sites occupied by Zn as:
(Zn1−λFeλ )[Znλ Fe2−λ]O4, where round and square brackets denote A and
B sites, respectively. All previous theoretical results claim the stability of
the direct form over the inverse one [94, 96, 98]. Partial inversion favors
the local emergence of the ferrimagnetic order typical of CFO and NFO,
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Figure 4.14: Spin-resolved DOS of the direct and inverse spinel forms of
ZFO for different U(Znd).

c0, that becomes the ground state under full inversion. The case λ=1 is
also characterized by the sparse distribution of ZnB atoms, together with
the slight contraction below 0.02Å of the lattice parameter as compared
to the ZFO direct spinel form [96]. Experiments confirm a higher volume
reduction under inversion, with a cubic lattice parameter a=8.38Å for λ=0.5
[142]. Contrary to the large effect on the magnetic order, the band gap and
local magnetic moments of ZFO are hardly affected by inversion.

Here we consider the two extreme situations, λ=0 and λ=1, and explore
the influence of U(Znd) on the structural, electronic and magnetic proper-
ties of ZFO. We restrict to the cubic lattice, as we have checked that full
lattice relaxation leads to a negligible distortion from cubic symmetry, but
the atomic positions are always relaxed. To take into account the magnetic
configurations of the direct form, a large cubic unit cell of 56 atoms is used.
Figure 4.14 shows the spin-resolved DOS of the direct and inverse spinel
structures, each one at the corresponding equilibrium magnetic configura-
tion, under the two limiting U(Znd) of 0 eV and 10 eV. We will focus on
these extreme U values, after considering intermediate ones that confirm a
gradual evolution of the properties of ZFO as a function of U(Znd). The
figure evidences that the Zn d states locate far from the top VB even under
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Figure 4.15: Relative stability of the direct and inverse ZFO forms under
different magnetic configurations for different U(Znd) values. At each fixed
U(Znd), the energy zero is set at the structure with minimum energy.

U=0 eV, gradually shifting to the core region as U increases. Consequently,
the Zn d band plays a minor role in the determination of the gap and the
distribution of states at the top VB. The moderate variation of the DOS
upon inversion, that we obtain for all U(Znd), is also in good agreement
with previous calculations [96, 98].

Next we explore the energy barrier to ferromagnetism of the different
magnetic orders, c0 for inverse ZFO and AF1, AF2 for the direct spinel,
based on the experimental lattice parameter of 8.52 Å. The results are shown
in Figure 4.15. It is evident that, no matter the U value, the magnetic energy
barriers keep essentially unaffected, the ground state magnetic configuration
corresponding to the inverse c0 and direct AF2 orders. We have checked
that the equilibrium volume is only moderately dependent on the magnetic
order, so that the magnetic energy differences are not expected to change
upon relaxation of the structures. This low influence of U(Znd) on the
magnetic properties is also reflected on the local magnetic moments, that
keep constant across all U values for each magnetic configuration. The Fe,
Zn, O magnetic moments in µB are respectively 4.21, 0.00 and 0.11 for the
direct AF2 structure, and 4.15, 0.05 and 0.02 for the inverse c0 one. These
values compare well with both previous calculations and the experimental
evidence [96, 128].

On the contrary, the figure reflects that the relative stability of the di-
rect structure over the inverse one gradually reduces as U increases. This
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result might be further affected by the different equilibrium volumes of both
forms, as we are using the experimental lattice of the direct structure. To
explore this aspect, we determine the equilibrium lattice parameter of the
inverse and direct structures as a function of U(Znd), the results are shown
in Figure 4.16. From the figure it is clear that the stability of the inverse
structure is reinforced when both forms are compared at their equilibrium
volume, an effect enhanced the larger the value of U(Znd). The figure also
evidences that our approach largely underestimates the experimental lattice
parameter, particularly under large U(Znd). We have performed preliminary
calculations without relaxing the atomic positions based on the PBE func-
tional, and as shown in Table 4.3, the agreement with the experimental
information is considerably improved. Noticeably, while the volume reduc-
tion from λ=0 to λ=1 is lower than experimentally observed, it improves
under U(Znd)=10 eV, following a similar trend under both exchange corre-
lation functionals. But the important point here is that the trend of relative
stabilities as a function of U(Znd) is not altered by the choice of either PBE
or PBEsol. This is proved in Table 4.4, that compiles the excess energy of
the inverse structure over the direct one for the different exchange corre-
lation functionals and under different structural conditions. The positive
value indicates that the direct spinel is the ground state, and this is the
situation in all cases considered. However, the inverse form becomes closer
in energy as U(Znd) increases, particularly when the structure is allowed to
relax.

In Chapter 7, where we are interested in the description of Zn impurities
on NFO, a material better described by PBEsol, we will keep the choice of
this exchange correlation functional.

λ PBEsol PBE
U0 U10 U0 U10

0 8.40 8.27 8.50 8.40

1 8.38 8.24 8.49 8.36

Table 4.3: Equilibrium lattice parameter (in Å) of the direct (λ = 0) and
inverse (λ = 1) forms of ZFO under different exchange correlation function-
als for U(Znd) = 0 eV (U0) and 10 eV (U10).
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Figure 4.16: Evolution of the total energy as a function of the cubic lattice
parameter for the inverse (blue) and direct (red) forms of ZFO at their
respective magnetic ground states for U(Znd)=0 eV (left panel) and 10
eV (right panel). At fixed U(Znd), the energy zero is set at the structure
with minimum energy. In all cases, the atomic positions have been fully
relaxed. The vertical dotted red (blue) lines indicate the equilibrium lattice
parameter of the direct (inverse) structure.

a Relax PBEsol PBE
U0 U10 U0 U10

Exp. No 0.40 0.16 0.41 0.17

Th. No 0.39 0.04 0.40 0.11

Th. Yes 0.22 0.02 - -

Table 4.4: Energy difference (in eV/f.u.) between the inverse and direct
forms under different choices of the exchange correlation functional (PBE
or PBEsol), the lattice parameter a (the experimental value of 8.52 Å or the
equilibrium values in Table 4.3) and the structural conditions (relaxation or
not of the atomic positions) for U(Znd) = 0, 10 eV.

4.4 Conclusions

We have revisited the electronic structure of cubic spinel ferrites, focusing
on the influence of the Hubbard U term on the description of their struc-
tural, electronic and magnetic properties. In good agreement with previous
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knowledge, the choice of U has a large influence on the final results, while a
value around 4 eV applied to the d band of the magnetic cations describes
satisfactorily the main features of these oxides: a band gap close to experi-
ments, a balance between the inverse and direct structures that matches the
experimental evidence, and a reasonable description of the lattice volume.

Concerning the magnetic properties, the robust stability of the ferrimag-
netic ground state and the high magnetization of CFO, NFO and MFO are
much less dependent on U, provided it is over a threshold value of 2 eV. We
have also determined the magnetic exchange constants based on a mapping
to a simple Heisenberg Hamiltonian, as described in section 2.4. Again the
choice of U has a large influence of the exchange interactions, but values
over 2 eV guarantee the correct hierarchy of the exchange constants and
certain stabilization of the individual values. Also important is the cation
distribution, particularly for CFO, that further affects the computed mag-
netocrystalline anisotropy. On the other hand, neglecting variations of the
atomic positions and magnetic moments at the different magnetic configura-
tions has a minor influence on the determination of the exchange constants.
As observed for SFO, the Néel temperature derived from these exchange
interactions is more accurately described by Monte Carlo simulations than
by simpe GMFT methods.

Regarding ZFO, we have made a pioneering study of the influence of U on
the Zn d band. While it plays a minor role in the description of the electronic
features at the top valence band, it is crucial to determine the relative
stability between the inverse and direct spinel forms, which has important
consequences on the magnetism of the final system. On the other hand, the
description of the structure and magnetism of each of the spinel forms is
not significantly affected by this value of U, with a unique definition of the
magnetic ground state and moderate variations of the lattice parameter.
Except for the lattice volume, these conclusions are also independent of
the choice of the particular GGA parametrization. However, the choice of
PBEsol that better describes the magnetic cubic ferrites considered here
provides a low lattice volume for ZFO, that improves upon use of PBE.





Chapter 5

CFO/NFO interface

5.1 Introduction

Hard and soft spinel ferrites are used in bicomponent systems for perma-
nent magnet applications. In these mixed systems, important effects such as
strain or structural defects usually arise. Core/shell CFO/NFO nanoparti-
cles of high structural quality have already been prepared by hydrothermal
methods [145], the magnetic measurements evidencing a coherent interface
and a good exchange coupling between both components, while the satu-
ration magnetization and the magnetic anisotropy of the entire system lie
between those of the individual materials. This has its origin in the similar-
ity between the electronic properties, magnetic order and lattice structure of
these two specific oxides, which allows us to isolate the effect of ideal inter-
face formation on the magnetism of the combined system based on density
functional theory. Here we address the detailed description of the magnetic
properties of the (001) and (111) interfaces between CFO and NFO.

As already shown, CFO and NFO share the same crystal structure with
close lattice parameters, reducing mismatch and strain effects, and thus
provide an ideal model to explore intrinsic features linked to the formation
of the interface. These ferrites also share the same ferrimagnetic order,
with tetrahedral and octahedral cation sublattices coupled antiferromag-
netically, preserving high values of the local magnetic moments. Also, their
electronic features are quite similar, with insulating band gaps and akin
orbital distributions. As expected from the relative stability between the
inverse and direct spinel structures of the bulk counterparts [100], already
shown in Chapter 4, NFO is completely inverted, while some Co cations
occupy tetrahedral sites. This is relevant as CFO in the direct spinel lattice
behaves as a soft magnet. Thus, in this chapter we will consider CFO/NFO
interfaces combining inverse NFO and both direct and inverse CFO.

71
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5.2 Methods

Following Chapter 4, we have performed ab initio simulations based on the
DFT using VASP. Here, the PBEsol parametrization has been chosen as
the generalized gradient approximation for the exchange–correlation func-
tional, as it was concluded in Chapter 4 that this gives in general a better
description of these materials. Similarly, a Hubbard U=4 eV is used at the
d bands of the three cations: Fe, Co and Ni. The rest of the calculation
conditions, i.e. the cutoff for the plane waves basis set, the k-mesh for sam-
pling the Brillouin zone and the convergence of the electronic relaxation
are those already indicated in the previous chapter. We should mention
here that the 3D periodic boundary conditions are not perfectly suitable
to describe the interface: we are restricted to a fixed 2D lattice parameter,
and the infinite periodicity along the normal to the interface leads to the
modeling of a superlattice instead of an isolated interface. There are several
ways to circumvent these problems. To compensate the common 2D lattice,
we fix it to the bulk value of one of the oxides, and explore for the other
the out-of-plane lattice parameter that compensates the volume minimizing
the energy. In the present case of CFO/NFO interfaces, with close lattice
parameters, it is enough to fix the lattice to one of the oxides. When more
dissimilar materials are combined, as shown in the next chapter, different
2D lattices corresponding to the extreme cases need to be considered. Re-
garding the super-periodicity along the normal to the surface, we can avoid
its influence on the local interface properties by choosing thick enough oxide
slabs. Care needs to be taken when considering integrated quantities such
as the total energy, that contains information from multiple interfaces.

We have also explored the magnetic anisotropy of the combined system,
calculating the MAE from both methods described in section 2.3: total
energy differences with the magnetization along high symmetry directions,
and the magnetic constraints method. In this method we included con-
figurations with the magnetization along the relevant symmetry directions
of the systems considered (bulk easy axis (EA), interface normal and in-
plane directions). As we already mentioned, this method departs from the
accurate calculation of an initial configuration, forcing the local magnetic
moments to rotate at subsequent steps by imposing a penalty contribution
to the total energy that keeps the moments at the desired orientation. Thus,
subsequent steps may suffer from cumulative accuracy loss, leading to final
results dependent on the choice of the starting configuration. This can be
controlled through the careful choice of the penalty contribution. Figure 5.2
proves the independence of our results on the choice of the initial magne-
tization direction at the [111]c interface, showing the path with the worse
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Figure 5.1: Unit cells of the CFO/NFO interface for the two different high-
symmetry directions [001] and [111].

reversibility among all considered by us. Our ability to perform this check
also relies on the negligible magnetic chirality of the systems under study. In
chiral systems, additional differences may emerge depending on the rotation
sense, either clockwise or counterclockwise.

Figure 5.1 shows the ideal CFO/NFO under study along two high-
symmetry directions [001] and [111]. As CFO and NFO have close lattice
parameters, the in-plane mismatch is <0.5%, well below the threshold to
introduce any noticeable strain effect in the electronic, optical or magnetic
properties of any of the oxides [88, 89, 146, 147, 148]. We have considered
the case in which NFO adopts the in-plane CFO lattice (that is, aNFO =
aCFO and bNFO = bCFO), optimizing the corresponding cNFO from bulk
calculations of NFO at fixed in-plane CFO lattice parameters. We have also
restricted our study to uniform distributions of Co and Ni, as this is known
to be the most stable solution for both oxides [100]. In all cases, the atoms
around the interface have been allowed to relax until the forces were below
0.004 eVÅ−1. This includes two Fe planes on each side of the (001) interface
and two planes (one formed by Fe and one by O) on each side of the (111)
interface, as can be seen in figure 5.3.

Along the [001] direction, a natural interface emerges at the plane defined
by the tetrahedral Fe cations. We have considered this situation using a
minimum unit cell with 56 atoms that corresponds to eight atomic layers of
each oxide, and the CFO lattice parameters, a = b = 5.93 Å, and values of
cCFO = 8.38 Å and cNFO = 8.21 Å. When we increase the unit cell to 84
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Figure 5.2: Evolution of the MAE under stepwise rotation of the magneti-
zation for the CFO/NFO [111]c interface, starting either from θ = 0◦ (red
circles) or from the in-plane [-101] axis (blue squares).

atoms the interface properties do not change and the conclusions reported
here remain valid. Along the [111] direction we have employed a unit cell
with 84 atoms, six planes for each oxide, again choosing the in-plane lattice
parameters of CFO, a = b = 5.94 Å, and values of cCFO = 14.40 Å and cNFO

= 14.25 Å. Here, as shown in figure 5.3(b), the choice of the terminations
that match at the interface is not unique. The three inequivalent interfaces
that emerge can be understood regarding the inverse spinel structure as an
ABC stack of oxygen layers, each one with a different environment of cation
neighbors.

The relative stability of the different interfaces has been estimated from
the work of separation (Wsep), defined as the energy needed to break the
interface and separate the two oxides [149]. We have calculated it from
the energy difference between the isolated oxides, obtained by introducing
a vacuum region of 10 Å in our slabs at the interface between the two
materials, and the bicomponent system after relaxing the atoms around the
interface, normalized to the surface area of the unit cell. Thus, positive
values of Wsep correspond to stable interfaces.

A final remark is deserved about the partial conversion of CFO to the
direct spinel lattice. As seen in section 4.1 and 4.2, NFO is found to be
purely at the inverse spinel structure, while CFO can be only partially
inverted. In our interfaces, we have modeled the extreme situation where
the entire CFO is considered as a direct spinel structure, with all Co atoms
replacing FeA. This provides a limiting case that maximizes the effect of
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Figure 5.3: Interfaces considered along a) (001) and b) (111) orientations.
The blue boxes indicate the interface region where atoms are allowed to
relax. FeA (FeB) distinguishes tetrahedral (octahedral) Fe sites.

Table 5.1: The energy difference in eV/f.u. between ferromagnetism and
the ferrimagnetic ground state for bulk NFO, bulk CFO and the NFO/CFO
(001) and (111) interfaces, both under the inverse and direct spinel struc-
tures of CFO.

System NFO CFO (001) (111)

Inverse 0.87 0.75 0.82 0.85
Direct − 0.24 0.68 0.65

inversion of CFO. The equilibrium lattice parameters of bulk CFO under
the direct spinel structure (a = b = 5.94 Å and c = 8.40 Å using a (001)
cell) are close to those of the inverse spinel. Thus, we do not expect any
strain effect induced by the incomplete inversion of CFO, and we have used
the inverse spinel lattice parameters in our calculations.

5.3 Results and discussion

5.3.1 Magnetic order and magnetization

Interface formation alters the bonds between atoms, modifying both the
local magnetic moments and the balance of magnetic energies. As a result,
it may lead to changes in the magnetic order and the net magnetization
of the system. We have addressed these issues first by simulating different
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magnetic configurations at the interfaces under study. We explore possi-
ble deviations from the bulk ferrimagnetic order in both oxides, and relate
them to the exchange constants determined from mapping our ab initio to-
tal energies to a Heisenberg Hamiltonian [48]. It is worth mentioning that
some of the proposed configurations do not even converge to a selfconsistent
ground state within our accuracy limits, providing a hint of their instability.
Our final results indicate that in all cases the bulk-like ferrimagnetic order
is preserved. As an example, table 5.1 compiles the energy differences be-
tween the ferrimagnetic ground state and the ferromagnetic configuration,
comparing the isolated bulk oxides to the interface systems under study.
The quoted values for (111) interfaces correspond to the average of the dif-
ferent terminations; the ferromagnetic case did not converge to a ground
state in all cases, but differences between the converged solutions remain
below ±0.05 meV Fe−1. All these results indicate a good exchange coupling
between both oxides, that favors avoidance of spring magnets. The partial
inversion of CFO will not change this scenario, as the same ferrimagnetic
order is stabilized in bulk CFO under the direct spinel structure.

Regarding the exchange constants between the different magnetic sub-
lattices (Jij), the magnetic configurations necessary to determine them in
the bulk forms of CFO and NFO are described in Table 4.1. The number
of configurations required in the bicomponent systems is much larger, even
at the (001) interfaces, due to their reduced symmetry. Only the magnetic
exchange between FeA and FeB sublattices can be determined from the
configurations c0-c3 used at the bulk, allowing us to compare the interface
value, JFeA−FeB = 2.8 meVµB

−2, to those obtained in the bulk forms of
both CFO and NFO: JFeA−FeB = 2.5 meVµB

−2.

As an additional proof of the minor influence of the interface on the ex-
change interactions, in Figure 5.4 we compare the energies of configurations
c0-c3 at the bulk and the (001) interface. It is clear that the energy barriers
between configurations follow identical trends in all cases. Moreover, the
interface values are approximately the average of the bulk ones, evidenc-
ing that the energy contributions to the magnetic exchange interactions are
hardly affected by the presence of the interface. The other relevant terms
taking part in the determination of the Jij are the sublattice magnetiza-
tions. Our calculations indicate that, for each specific configuration, similar
values of the local magnetic moments are obtained at the bulk and interface
systems.

In the following we will thus restrict to the bulk-like ferrimagnetic order
of the oxides. Table 5.2 provides the total magnetization and the cation
magnetic moments corresponding to all interfaces under study. Both the
inverse and direct forms of CFO are considered, distinguished labelling with
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Figure 5.4: Total energy of the magnetic configurations c0-c3, described in
Table 4.1, for the bulk forms of CFO and NFO, and the (001) interface.
Pink squares accounts for bulk CFO, red circles for bulk NFO and blue
triangles for CFO/NFO interface energies. The energy zero for each system
is set at the ground state magnetic order, c0.

a prime systems containing direct spinel CFO. As a reference, also bulk
values are provided. Though not shown in the Table, the Ni moments are
not modified far from the interface, even though NFO adopts the in-plane
CFO lattice. Regarding now the upper part of the Table, referred to full
inverse spinel structures, the Co and Ni moments hardly show any variation
with respect to the bulk, while interface Fe moments are closer to the values
at CFO. Still, all interface systems preserve magnetizations that correspond
to the sum of the individual bulk components, evidencing that interface
formation does not have any impact on it.

Larger variations occur when we consider the direct spinel CFO. As
ferrimagnetism in the spinel ferrites emerges from the antiferromagnetic
coupling between octahedral and tetrahedral cations, replacing FeA by Co
leads to a significant enhancement of the net magnetization. Similarly, the
FeB moments increase, and show a noticeable dispersion of values. These
features observed in the bulk form of direct CFO are also evident at the
interfaces. In general, the interface Ni moments tend to slightly increase,
but the net magnetization is moderately below the sum of the bulk con-
tributions. We can conclude that interface formation does not modify the
magnetization of the oxide components in the absence of defects, but a local
enhancement may arise from partial CFO inversion due to the replacement
of Fe by Co at tetrahedral sites while preserving the ferrimagnetic order.
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System M FeA FeB Co Ni

CFO bulk 3 4.06 4.17 2.65 −
NFO bulk 2 4.00 4.12 − 1.60

(001) 5 4.07 4.17 2.66 1.62
(111)a 5 4.06 4.18 2.64 1.61
(111)b 5 4.07 4.18 2.65 1.60
(111)c 5 4.07 4.18 2.65 1.62

CFO’ bulk 7 − 4.19-4.32 2.59 −
(001)’ 8.5 4.07 4.03-4.19 2.54 1.63
(111)’a 8.8 − 4.20-4.22 2.60 1.64
(111)’b 8.8 4.06 4.17-4.19 − 1.61
(111)’c 8.8 − 4.23 2.59 1.64

Table 5.2: Net magnetization of our slabs (M, in µB/f.u.) and absolute
value of the magnetic moment (in µB) of the interface cations (i.e. those
included in the blue boxes of Figure 5.3), for the systems under study. The
upper (lower) part of the table refers to the inverse (direct) CFO form.

5.3.2 Stability

The relative stability of the (111) interfaces under study can be determined
from direct comparison of their total energies, as their unit cells share the
same composition. This serves to identify case (111)c as the most stable
solution, with the (111)a and (111)b ground states higher in energy by 7.18
meV/f.u. and 7.27 meV/f.u., respectively. When direct CFO is considered,
the energy differences are enhanced and their relative order is modified:
(111)a’ becomes the most stable case by 1.9 meV/f.u. over (111)b’ and by
23.53 meV/f.u. over (111)c’. On the other hand, regarding the relative
stability between direct and inverse spinel structures, the interface does not
introduce any significant difference with respect to the bulk, with energy
barriers that oscillate between 0.55 eV/f.u. and 0.49 eV/f.u. Specifically,
the energy barrier between (111)c and (111)a’, which are the most stable
interfaces for inverse and direct CFO respectively, is 0.50 eV/f.u. All this
supports that the interface will not favor neither inhibit the occupation of
tetrahedral positions by Co atoms.

To compare now all orientations, we resort to the work of separation,
shown in Figure 5.5 also including the direct CFO lattice for all cases. The
positive value of Wsep reflects the stability of all systems, and again identifies
the (111)c termination as the most stable situation. Mutual differences
between the (111) terminations are slight, and much less than referred to
the (001) orientation, as expected from their close-packed structure. When
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the direct CFO spinel is considered, case (111)c’ does not follow the trend
of variation obtained from direct comparison of the total energies, although
the order of magnitude of the relative stabilities is low and similar under
both methods. In summary, the main conclusion from this study is that
a coexistence of all the interfaces considered cannot be discarded in most
experimental systems where no specific orientation is favoured, as magnetic
powders and nanoparticle solutions.

Figure 5.5: Work of separation for the different interfaces considered, in-
cluding also the direct CFO lattice (cases labelled with a prime).

5.3.3 Magnetic Anisotropy

As shown in sections 4.1 and 4.2, the bulk forms of both CFO and NFO
have cubic symmetry, related to a random distribution of cations at the oc-
tahedral sites. Considering different Co distributions at the interfaces under
study is a formidable computational task. In Section 6.2 we will address
a first approach, exploring two different Co cation arrangements that lie
among the most frequent distributions. As we will show, the specific Co
distribution can change the easy axis direction, although moderately in a
non-distorted environment like the one we are dealing with in CFO/NFO
case. Our results represent a first approach to explore the global effect of in-
terface formation on the magnetic anisotropy of the combined system. Even
though they are necessarily restricted to our choice of a specific model, they
are still representative, as the variations introduced by different configura-
tions are expected to lie within the experimental uncertainty [89].

Here, we explore the evolution of the MAE for gradual rotations of the
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magnetization departing from the bulk EA, based on the magnetic con-
straints method. Even though this method is less accurate than the total
energy differences method, it gives more interesting information as the sym-
metry of our system is complex and cannot be fully described based on the
bulk crystal axes. Following the path indicated in Figure 5.6a, we have first
applied the magnetic constraints method to bulk CFO, and the results are
shown in figure 5.7. The MAE increases smoothly as the magnetization ro-
tates from the bulk EA to the plane normal to it, where it reaches the same
maximum value obtained for the other in-plane high symmetry axis, [010]
and [100]. This supports a low magnetic anisotropy in the plane normal to
the EA at bulk CFO in our model without cubic symmetry.

Figure 5.6: Rotation paths followed in Figure 5.7 for: CFO bulk and
NFO/CFO (111)a,b,c interfaces. In both cases, the magnetization vector is
contained in the depicted planes. At the interface, the [111] and [-110] axis
coincide with the normal and in-plane directions, respectively.

The presence of the interface introduces new relevant symmetry direc-
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Figure 5.7: Evolution of the MAE under stepwise rotation of the magneti-
zation following the path shown in Figure 5.6 for bulk CFO (black stars),
departing from the bulk easy axis [001]; CFO/NFO (111)a,b,c interfaces
(red circles, green triangles and blue squares respectively), departing at θ =
0◦ from the interface normal. As a reference, the values of θ corresponding
to relevant symmetry directions are indicated by dashed lines.

tions that depend on the specific termination. In the (001) CFO/NFO
system, the interface normal coincides with the CFO bulk EA [001]. If
we determine the MAE from direct energy differences between situations
where the magnetization is aligned either to the interface normal or to any
in-plane direction, we obtain a value of 0.22 meV Fe−1. This is close to a
simple additive effect from both oxide components, that would correspond
to 0.3 meV Fe−1, the presence of the interface only slightly weakening the
anisotropy.

The situation is different for (111) terminations. Here, besides the in-
terface normal and in-plane directions, we need to consider the bulk EA
as a relevant reference. Figure 5.7 shows the evolution of the MAE at the
(111) interfaces as the magnetization rotates from the interface normal to
an in-plane direction, following the path indicated in Figure 5.6(b). In all
cases the bulk EA is preserved, with a MAE around 0.3 meV Fe−1 when
comparing the same crystal directions than for the (001) interface (namely,
[111] and [-110]). This seems to again reflect a simple additive effect of the
bulk contributions, but without any further anisotropy weakening. Figure
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Figure 5.8: (a) The in-plane rotation path of the magnetization and (b) the
resulting MAE, for the (111)c interface. The energy zero is set with the
magnetization aligned to [-101].

5.7(b) also allows us to compare the difference between situations where the
magnetization is aligned either in-plane or normal to the interface. Here,
significant variations emerge between the different (111) terminations: while
for (111)c aligning the magnetization to the normal increases the MAE by
0.1 eV atom−1 over the bulk EA, this MAE doubles in the (111)a interface.
This effect is related to the choice of the specific in-plane direction, as we
will explain now.

Figure 5.8 shows the MAE when comparing different in-plane directions
at the (111)c interface, referred to as the in-plane orientation that mini-
mizes the energy. The maximum variations are similar to those encountered
between the interface normal and the [-110] axis in figure 5.7. A similar sit-
uation arises at the other (111) terminations. The bulk EA always provides
the lowest energy.
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All these results indicate that interface formation, even for these ideal
interfaces lacking mismatch and defects, tends to reduce the MAE of the
bicomponent system compared to the isolated hard material: a drawback to
improving the energy product of a permanent magnet based on the multi-
component system. But in addition, in samples where multiple terminations
coexist, the rotation of the magnetization along a fixed path (i.e. from nor-
mal to in-plane directions) faces different energy barriers depending on the
termination, complicating the interpretation of experimental results. As in-
terface formation does not introduce any significant changes either in the
local charges or in the magnetic moments, the effect seems to be related
to crystal-field effects beyond nearest neighbors that are also behind the
influence of the particular cation distribution on the magnetic anisotropy.

Finally, we have considered the influence of partial inversion of CFO and
strain in the MAE. As shown in section 4.1, bulk CFO under the direct spinel
structure (CFO’) is a soft magnet, so that introduction of direct CFO in
the interface systems is expected to reduce their magnetic anisotropy. The
evolution of the MAE following the path shown in figure 5.6(a) is similar
for CFO’, though it spans an energy range 30 times lower. Again, the [001]
direction is identified as the magnetic EA, but the MAE range is close to
our limiting resolution. When replacing CFO with CFO’ in our interface
systems, we have considered gradual rotations of the magnetization from
out-of-plane to in-plane directions, exploring different in-plane orientations.
The resulting MAE is very low, close to our accuracy limit, indicating that
interface formation does not alter the magnetic softness induced by inversion
of CFO.

Regarding strain effects, due to the excellent lattice matching of both
oxides, we do not expect any noticeable influence of strain in our CFO/NFO
systems. However, in our calculations NFO adopts the CFO lattice, while,
depending on the growth conditions, the reverse situation may be found.
Taking into account the large magnetostriction of CFO, even this slight
mismatch might be important [89]. We have carried out a preliminary
study to address how adopting the NFO lattice parameters modifies the
MAE of bulk CFO. The results provide a MAE similar to that obtained
under the CFO bulk lattice, 0.61 meV Fe−1, that reduces slightly to 0.58
meV Fe−1 after optimization of the c lattice parameter while keeping aNFO,
bNFO. In both cases the bulk EA does not change. The slight reduction
of the MAE when strain relief is allowed matches the expected trend from
the magnetoelastic coefficient of CFO under constriction mismatch [89].
However, the low effect confirms the validity of our approach to neglect the
impact of strain in the CFO/NFO interfaces.
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5.4 Conclusions

A detailed study of the magnetic properties at ideal CFO/NFO interfaces
has been presented, including effects induced by the conversion of CFO to
the direct spinel structure. As expected, close-packed structures are more
stable, though interfaces along different orientations may coexist. The bulk
magnetic order is preserved, without influence from either strain effects in
the expected limits induced by mixing NFO and CFO, or from partial con-
version of CFO to the direct lattice. Similarly, ideal interface formation
does not modify the magnetization, which corresponds to the sum of the
individual bulk components. Actually, partial inversion of CFO has a much
larger impact on the magnetization, significantly enhancing it. Neverthe-
less, the presence of the interface does not seem to influence the ratio of
Co atoms at tetrahedral sites. A different scenario emerges regarding the
magnetic anisotropy. The presence of the interface tends to weaken the
net MAE of the bicomponent system, due to an additive effect of contribu-
tions from the soft and hard materials. Additionally, the MAE is affected
by the particular terminations involved. While the bulk EA is preserved,
the cost to rotate the magnetization is significantly reduced with respect
to bulk CFO, and depends on the specific termination. Partial inversion of
CFO further weakens the MAE. Our study can be considered as a depart-
ing point to investigate more realistic interfaces, including the presence of
defects (disorder, inter-diffusion, vacancies, etc). Although these particular
materials allows us to design ideal interfaces, strains and nonuniform cation
distributions may contribute in most experimental situations. In particular,
the large magnetostriction of CFO makes its magnetoelastic response sen-
sitive to even moderate strains, and highly dependent on the specific cation
arrangement. This aspect is studied in the next Chapter, that considers the
interface between the more dissimilar MFO and CFO structures.



Chapter 6

CFO/MFO interface

6.1 Introduction

We address here the detailed description of the magnetic properties of
the (001) and (111) interfaces between the hard CoFe2O4 (CFO) and soft
MnFe2O4 (MFO) spinel ferrites, used in bicomponent systems for perma-
nent magnet applications [150, 151, 152]. This work is part of a research
project in collaboration with the University of Sydney, where we explore
nanoparticles with multiple interfaces in order to reinforce ferromagnetism
and gain versatility through manipulation of the multishell structure. Op-
posite to the CFO/NFO interface, the lattice mismatch between the two
components leads now to a non-ideal situation in which the strain cannot
be neglected. This chapter is organized as follows: first, we identify pure
strain effects studying the bulk properties of both materials. The need to
consider strained structures confers importance to the large magnetoelastic
effect observed in CFO, which is crucially dependent on the cation distribu-
tion within the unit cell. Thus, next we explore different Co distributions
and their effect on the magnetic properties. Then, the stability of different
interface orientations is studied, identifying also their magnetic properties.
Finally, we perform a study of the exchange interactions and how they are
affected by the interface, including the magnetic coupling between Co/Mn
ions.

6.2 (Pure) Strain effects

We have considered the interface formed by cobalt ferrite (CFO) and man-
ganese ferrite (MFO) along the two different high-symmetry directions [001]
and [111], depicted in Figure 5.1. Unless otherwise stated, the theoretical
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cMFO(Å)(∆V olume) [001] [111]

Non-distorted [154] 8.51 14.73
Direct 8.56(−2.5%) 14.73(−1.7%)
Inverse 8.56(−2.5%) 14.78(−1.4%)

cCFO(Å)(∆V olume) [001] [111]

Non-distorted [155] 8.38 14.51
Direct 8.17(+0.5%) 14.32(+1.7%)
Inverse 8.16(+0.4%) 14.29(+1.5%)

Table 6.1: Optimized out-of-plane lattice parameters (c) for: (top) MFO
adapting to (inverse) CFO in-plane lattice parameters; (bottom) CFO
adapting to (inverse) MFO in-plane lattice parameters. The percentage
of variation of the total volume with respect to the ideal bulk is shown in
red, positive (negative) values corresponding to expansion (contraction).

conditions are the same as those described in the previous chapter to model
ideal CFO/NFO interfaces. Again, we have employed a reduced unit cell of
56 atoms (28 for each material) for the [001] orientation, and 84 atoms (42
for each material) for the [111] orientation. The lattice parameter, unlike
at CFO/NFO, is a bit larger for MFO, leading to an in-plane mismatch
of ∼1.5% at the heterostructure, which ultimately affects the structural,
electronic and magnetic properties of the oxides [88, 89, 90, 153]. Two dif-
ferent scenarios have been recreated: manganese ferrite growing on top of
cobalt ferrite (CFO/MFO), and vice versa (MFO/CFO), where we consider
the oxide below as the substrate imposing the 2D lattice, forcing the ox-
ide on top to adapt to it, e.g. aMFO = aCFO and bMFO = bCFO in the
CFO/MFO situation. The corresponding out-of-plane lattice parameter
(cMFO or cCFO) is optimized from energy minimization at bulk calculations
with the corresponding fixed in-plane lattice parameters, obtaining the val-
ues shown in Table 6.1. The oxide considered as substrate is always in the
inverse form, while we explore both direct and inverse structures for the on
top oxide. The percentages in parenthesis indicate the shrinkage (negative)
or expansion (positive) of the volume relative to the non-distorted lattice.
The structural changes are not homogeneous and depend on the orientation.
MFO undergoes the largest volume changes, but they mostly come from the
in-plane contraction. Oppositely, CFO tends to compensate more homoge-
neously the in-plane expansion with a perpendicular contraction. The effect
is more prominent along [001], a less compact orientation with more room
to structural changes.

We now explore how the local magnetic moments are affected by these
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MMCFO(µB) FeA FeB Co Total

CFODirect
exp 4.17-4.26 −2.57 27.79

CFODirect
adapted 4.13 −2.37 27.98

CFOInverse
exp −4.06 4.17 2.65 12.00

CFOInverse
adapted −3.97 4.11 2.63 12.00

MMMFO(µB) FeA FeB Mn Total

MFODirect
exp 4.06 −4.08 20.00

MFODirect
adapted 4.05 −4.04 20.00

MFOInverse
exp −3.94 4.13 4.47 19.98

MFOInverse
adapted −3.92 4.11 4.44 19.81

Table 6.2: Total magnetization and partial cation magnetic moments of
bulk CFO (top) and MFO (bottom) at (001) orientation for: direct and
inverse structure; corresponding experimental bulk lattice parameters (exp)
and distorted lattice parameters (adapted). Last column shows total mag-
netization per unit cell.

lattice distortions. The corresponding values for the inverse structure at
(001) orientation, in Table 6.2, show a general decrease, specially at cobalt
ferrite, for both inverse and direct structures while maintaining the total
magnetization, shown at the last column. Values for the (111) orientation,
not shown, exhibit a similar behavior. In Figure 6.1, we show the charge
and spin density differences when comparing distorted and undistorted CFO
along (001) at the inverse structure. The charge density evidences the charge
accumulation along the z axis at the cost of depleting the xy plane, since
we are shortening the z-bonding distance as a response to the epitaxial
expansion. The spin density follows the same pattern for octahedral cations,
and the opposite for tetrahedral ones. The figure evidences that, besides
the change in the integrated spin charge, strain is introducing a spatial
redistribution of the spin density.

As commented previously, the presence of strain introduces an addi-
tional ingredient to be considered, since CFO shows large magnetoelastic
coefficients that are known to be highly sensitive to the specific cobalt dis-
tribution within the unit cell. Thus we have analyzed the impact of different
cation arrangements on the electronic and magnetic properties of bulk CFO
in the presence of lattice distortions. The choice of the different distribu-
tions relies on a previous thorough study of bulk CFO [88], and led us to
consider the three structures shown in Figure 6.2: CFOrand with cobalt
atoms placed maximizing the distance between them, that corresponds to
the structure used in all previous models of CFO in this thesis; CFOx−axis
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Figure 6.1: Charge density difference between CFO adopting the MFO in-
plane lattice parameters and non-distorted CFO. Positive (negative) differ-
ence is plotted in yellow (light blue).

where Co atoms order in chains along the x axis; and CFOxyz−axis, in which
the cobalt atoms arrange in chains along the (111) direction. In Table 6.3
we compare the relative stability of all these distributions at the undistorted
and strained CFO, restricting to CFO(001) for the sake of simplicity. First
we notice that the energy differences are three orders of magnitude below
that between direct and inverse structure, evidencing the plausibility of find-
ing all of these configurations in real samples. Second, the distortion of the
lattice has a different impact on the relative stability of each specific cation
distribution. The degeneracy between CFOx−axis and CFOxyz−axis at the
undistorted lattice emerges as in fact both distributions are equivalent when
no distortion is applied, the difference coming only from the orientation of
the cation planes: one of them can be recovered starting from the other ap-
plying two consecutive 45 degrees rotations around the cubic crystal axes.
When the (001) epitaxial constraint is applied, though, these equivalency
breaks down. Last, the table also evidences that the distortion enhances
the stability of the random distribution, even though the energy differences
are low enough for all distributions to coexist. On the other hand, and
importantly, we have checked that neither the magnetic moments of each
atomic species nor the relative stability between different magnetic configu-
rations (c0-c4 in Table 4.1) are affected by the specific cobalt distributions.
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E(meV/f.u.) Non-distorted Distorted

Random 0 0
x-axis 6 13

xyz-axis 6 20

Table 6.3: Energy differences with respect to the most stable case (random)
of the different cobalt distributions considered for both, distorted and non-
distorted unit cell.

Figure 6.2: Unit cells of bulk CFO with three different cobalt distributions:
a) random, b) x-axis and c) xyz-axis.

Though we have not studied in detail different Co distributions under (111)
epitaxial strains, the results are expected to be similar.

A different scenario emerges when we consider how the magnetocrys-
talline anisotropy energy (MAE) of bulk CFO is affected by the cobalt
distribution and the distortion of the lattice. In Figure 6.3 we compare
the energy of the system with the magnetization along different crystal
axes, using as reference the case with (001) orientation of the magnetiza-
tion. The results indicate that the cobalt distribution affects severely the
magnetic anisotropy, and may change the easy axis direction, even in the
absence of distortions: it lies along [001] (or its symmetrically equivalent
cubic axis) under random and x-axis distributions, while it is contained at
the xy-plane under xyz-axis distributions. The distortions considered by us
do not alter the hierarchy of easy and hard axes associated to each cation
arrangement, but significantly modify the value of the MAE. Following the
expected trends already pointed out by Ederer et al [88], tensile strains tend
to favor magnetization orientation along [001], either reinforcing its stability
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Figure 6.3: CFO total energy for different orientations of the magnetization
relative to the (001) direction. Yellow, blue and green lines correspond to
random, x-axis and xyz-axis cobalt distributions respectively; open squares
(circles) indicate the non-distorted (epitaxially strained) lattice.

as easy axis, or softening other easy axes relative to [001].

6.3 Structural stability

After identifying the influence of strain on the isolated materials, we consider
now the interface properties. Similarly to the CFO/NFO system, the (001)
orientation only admits one possible interface between both components,
the rest of them being rotationally equivalent, while the (111) orientation
leads to three different terminations as shown in Figure 6.4: [111a], [111b]
and [111c], which correspond to the C | A, A | B and B | C interfaces re-
spectively. For all of them, we keep ideal cubic positions at the undistorted
oxide. We remark that, as explained in the previous section, at each inter-
face model both oxides share a common in-plane lattice but have different
out-of-plane lattice parameters.

First, we address the relative stability of all these possible interfaces,
including the inverse and direct forms, and based on two different methods:

1. A direct comparison of their total energies, normalized per formula
unit to enable comparison of the different orientations [001] and [111].
We also explored two different relaxation methods at the interface:
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Figure 6.4: The three different terminations considered in [111] orientation.
Blue boxes indicate the two different ionic relaxations considered: interface
shown at a) and slab shown at b). Both relaxation methods are studied on
the three terminations, although they are not shown for the sake of clarity.

Figure 6.5: The two unit cells involved in the method for calculating the
work of separation of the [001] orientation interface.
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(a) interface relaxation, where only the atoms from layers close to
the interface are relaxed as shown in Figure 6.4 a). The corre-
sponding results are shown in the top panels of Figure 6.6 for
CFO/MFO (top left) and MFO/CFO (top right).

(b) slab relaxation, in which the ionic relaxation is allowed at the
entire distorted oxide, as shown in Figure 6.4 b). The corre-
sponding results are shown in Figure 6.6 for CFO/MFO (bottom
left) and MFO/CFO (bottom right).

When allowed to relax, the ionic positions change in the three dimen-
sions. We have checked that the specific Co distribution does not play
an important role in the relative stability of the different interfaces.
This is shown at the right column of Figure 6.6, that evidences similar
trends for x and xyz-axis than for the random distribution.

The results in Figure 6.6 evidence that great care needs to be taken
when relaxing the interface systems, as different procedures may lead
to a different conclusion regarding relative stabilities. This is particu-
larly important as these conclusions affect the presence of the inverse
or direct spinel forms, with completely different magnetic responses.
The relaxation of CFO (results at the right columns) is less dependent
on the relaxation method, and favors a uniform inverse spinel system
for all interface orientations. On the contrary, the relative stability of
the direct and inverse MFO forms under distortion is highly depen-
dent on the relaxation method. This effect was already observed in the
bulk form (section 4.2): the atomic positions at the direct MFO spinel
depart from cubic symmetry, and when it is imposed, the inverse form
becomes more stable. This is the effect we observe here: when only
a portion of the atoms, those close to the interface, are allowed to
relax, the inverse MFO is preferred. Though this result might seem
artificial, actual constraints limiting the ability of the layers to relax
may be present at nanoparticles.

2. Our second method to estimate the relative stabilities of the inter-
faces is to calculate the work of separation (Wsep), which accounts for
the energy needed to break the interface between the two oxides. In
practice, as mentioned in Chapter 5, to calculate Wsep we introduce
a 10Å vacuum region between both components exactly at the inter-
face, and compare the energy, normalized per contact surface area,
of the resulting system to that of the interface system, as shown in
Figure 6.5 for the [001] case. The energy range of Wsep is one or-
der of magnitude greater than the energy differences arising from the
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Figure 6.6: Relative stability of the different CFO/MFO and MFO/CFO
interface orientations for different combinations of the direct (D) and inverse
(I) forms (for bottom/top oxides) and different cobalt distributions. The
top (bottom) row includes cases under interface (slab) relaxation. The left
column corresponds to the CFO lattice (MFO adapting to it), while the
MFO lattice has been used for results on the right column. x-axis and
xyz-axis cobalt distributions are included in MFO/CFO figures. The zero
energy of each figure is set as the energy of the (001) random termination.

atomic relaxations or varying cobalt distributions, thus we restrict to
the interface relaxation case and to random cobalt distributions. The
results are shown in Figure 6.7, that proves the [111] interface bonds
to be stronger than those at the [001] interface, since the energy to
break the interface is larger. On the other hand, the different [111]
terminations may coexist, as they show a very similar Wsep, in good
agreement with the trends shown in Figure 6.6.

Finally, we have also considered the influence of the layer thickness on
the structural stability of the bicomponent system. This study is partic-
ularly interesting for the design of multishell nanoparticles with tailored
properties, and in our case we focus on nanoparticles with CFO at the core.
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(a)

(b)

Figure 6.7: Work of separation for a) CFO/MFO and b) MFO/CFO inter-
faces. The empty columns symbolizes calculations that could not converge
properly, reflecting the instability of the interface.
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(a) (b) (c) (d)

Figure 6.8: Unit cells of [001] CFO/MFO interface for different MFO thick-
ness from a) 1 layer to d) 4 layers. Cobalt atoms are represented in blue
while manganese atoms in purple.

Even restricting to this CFO/MFO interface, considering all possibilities of
varying thicknesses is computationally demanding, thus we restrict to the
(001) orientation. The unit cells are constructed using the same 56 atoms
unit cell employed in previous calculations, but varying the amount of MFO
layers from 1 to 4 MFO, as shown in Figure 6.8. The atomic positions of
the whole MFO layer are relaxed, thus the case with 4 MFO layers matches
the ”slab relaxation” (already at the bottom left panel of Figure 6.6). The
relative energies of the different structures considered, combining both the
inverse and direct spinel forms, is shown in Figure 6.9. The most noticeable
result is that the inversion of MFO is favored for ultrathin layers, while the
direct lattice is retrieved for thicker layers. However, the energy differences
are very low, and coexistence of both forms is expected. On the contrary,
the presence of direct CFO implies a significant energy increase, higher as
the CFO thickness enlarges. In summary, we can conclude that the MFO
thickness is not expected to alter the dominance of inverse CFO, but may
favor the relative proportion of direct MFO as the film thickens.

6.4 Magnetic order and Magnetization

Now, we provide a detailed analysis of the magnetic properties at the inter-
face, focusing in the ground state magnetic configuration and the evolution
of the magnetic moments close to the interface. Including all possible varia-
tions (i.e. different terminations, Co distributions, lattice inversion, etc.) is
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Figure 6.9: Relative stability of different MFO layer thickness. The energies
are compared to the corresponding CFO at inverse / MFO at direct case
energy.

Structure -∆(AF-FM) (eV/f.u.)

Bulk CFO 0.749
Bulk MFO 0.813

1 layer 0.752
2 layers 0.781
3 layers 0.811
4 layers 0.840

Table 6.4: Energy difference between AF and FM configurations for the
different MFO layer thickness.
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an endeavoring task, thus we will restrict to specific conditions at the (001)
termination, discussing how much representative they are of a more general
scenario. First, the energy differences between magnetic configurations are
several orders of magnitude smaller than that between [001] and [111] termi-
nations, thus we do not expect that the magnetic configurations affect the
stability between both orientations. Here, we focus on CFO/MFO interfaces
with both materials at full inversion, which have been shown in Figure 6.6
to be the most stable configurations. Besides, this choice allows us to define
the same magnetic configuration over the entire structure, hence easing the
analysis of the role of the interface. CFO and MFO, as shown in Chapter 4,
show a ferrimagnetic state, where ions at A and B positions are antiparallel
to one another for both inverse and direct lattice. We explored different
spin arrangements of the relevant magnetic sublattices, that is, configura-
tions c0-c3, defined for inverse structures in Table 4.1. The values obtained
for CFO/MFO, both at the inverse spinel form, are shown in Figure 6.10,
where we also show bulk CFO and MFO for comparison. It evidences that
the interface does not alter the bulk-like ferrimagnetic order, neither the
interface relaxation affects the trend of the energies given by the two com-
ponents. Yet, slab relaxation does affect this trend. This will affect the
values of the exchange coupling constants that are derived from the ener-
gies of these different magnetic configurations as we will show in Section 6.5.
We also explored the energy difference between c0 and c1 (-∆(AF-FM)) for
the different MFO layer thickness considered in the previous section. The
results, shown in Table 6.4, indicate that the ferrimagnetic configuration
is always favored over the ferromagnetic one, and that the interface just
contributes with an additive effect. Specifically, we found a trend in which
adding more layers enlarges this energy difference, till the point of surpass-
ing bulk values. The rest of the cases (CFO and/or MFO at direct spinel
form) have not been studied in detail, although we have checked that the
ferrimagnetic configuration is always favored over the ferromagnetic one.

The values of the local magnetic moments for each atomic species and
how they are affected by the interface have been studied rigorously for
CFO/MFO case at the groundstate c0. We explored the values within and
outside of the actual interface layers for the combinations CFO at inverse /
MFO at inverse and CFO at inverse / MFO at direct spinel structure and
for the different layer thickness and the terminations considered in Section
6.3. They are shown in Table 6.5 and compared to bulk values. There is
a minor enlargement of iron magnetic moments at both CFO and MFO
compared to bulk values. Cobalt atoms do not seem affected by the in-
terface, while manganese magnetic moments are only enhanced at direct
lattice. The specific cobalt distribution does not modify the local magnetic
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Figure 6.10: Relative stability of CFO at inverse /MFO at inverse system
for the different magnetic configurations defined in Table 6.7.

moments on MFO/CFO interfaces, whose values we do not show explicitly
since they show essentially no dispersion. In general, the interface enhances
local magnetic moments over those out of the interface.
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6.5 Exchange Coupling Constants

Finally, we explore how the exchange coupling constants (Jij) are affected
by the presence of the interface. As we described in section 2.4, Js can be
extracted mapping the energies of different magnetic configurations into a
Heisenberg hamiltonian, following equation 2.37. In bulk CFO and MFO
we can define magnetic sublattices made of atoms with the same crystal
environment (same atomic neighborhood). Here, as we already observed in
Chapter 5, the interface is breaking some symmetries of the crystal, mak-
ing more difficult the definition of the magnetic sublattices. The problem
is complex, particularly as now there are more ingredients affecting the
symmetry of the system, due to the presence of strains. In this section
we will perform a first approach to this problem, trying to identify the
main interface effects on the exchange interactions. First, we will focus on
the FeA and FeB sublattices at the dominant inverse spinel structure, that
provide the strongest exchange interaction at bulk CFO and MFO as we
showed in sections 4.1 and 4.2. The unique difference between the atoms
of these sublattices on either side of the interface is the chemical nature
of some neighbors, either cobalt or manganese, that in turn occupy the
same lattice positions at each side of the interface plane. Additionally, the
value of the exchange coupling between FeA and Co at bulk inverse CFO,
JCo−FeA = 2.222meV/µ2B, is close to that between FeA and Mn at inverse
MFO JMn−FeA = 1.805meV/µ2B, and also the exchange constants associ-
ated to the interaction with FeB, JCo−FeB and JMn−FeB , are of similar order
of magnitude and much weaker than the interaction with FeA. Thus, in a
first rough approach, we can approximately regard all FeA as forming the
same sublattice through the entire heterostructure, and likewise for FeB.
Relying on this approach, we follow the aforementioned method to extract
an approximate value of the exchange coupling between FeA and FeB at the
CFO/MFO and MFO/CFO systems. The magnetic configurations used to
extract JFeA−FeB are those defined in Table 4.1 as c0-c3. Further, we con-
sider different relaxation methods (interface or slab) and Co distributions,
to determine how these features affect the exchange constants.

Table 6.6 shows the values of JFeA−FeB obtained at the CFO/MFO
interface after interface and slab relaxations, compared to those at the bulk
counterparts. Under the interface relaxation, we obtain an intermediate
value between those of the bulk forms, reflecting that the interface is not
modifying the exchange interactions. On the contrary, exchange reduces
slightly below the bulk MFO value when a slab relaxation is carried out.
To understand this effect, we explored the evolution of JFeA−FeB with the
MFO thickness. We found that the thickness of the MFO layer plays a
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CFO MFO CFO/MFO interface CFO/MFO slab

JFeA−FeB (meV/µ2B) 2.91 2.19 2.61 1.98

Table 6.6: Value of the dominant exchange coupling constants for
CFO/MFO, with both oxides at inverse structure, under the different inter-
face relaxation methods. Bulk values are shown for comparison.

fundamental role in the resulting exchange coupling constant: for thin MFO
(1 to 3 MFO layers) a constant value around 2.36 meV/µ2B is obtained, that
drops at 4 layer thickness to 1.98 meV/µ2B. Though we cannot extract the
individual oxide contributions to the exchange, this result seems to reflect
that the weakening of the exchange is mainly coming from MFO, probably
arising from the distorted structure. To further explore this idea, JFeA−FeB

has been calculated at MFO/CFO at the various cobalt distributions defined
in Section 6.2, showing very similar values of 2.63 and 2.73 meV/µ2B for
x-axis and xyz-axis distributions respectively. First, these values are again
intermediate between those of the corresponding bulk oxides, indicating that
strain effects are not significant for the CFO exchange interaction. Second,
there is a low influence of the Co distribution in the exchange coupling
constant, as expected from the fact that the number of magnetic neighbors
of each atom is not altered at each specific distribution.

We can conclude that, except for some strain induced modifications at
MFO, the interface induces moderate changes in JFeA−JFeB , that further-
more are not expected to alter significantly the hierarchy between exchange
constants. As a further proof of this last hypothesis, Figure 6.10 already
showed that the scale of energy differences among magnetic configurations is
similar at CFO and MFO, and the same occurs at their interfaces including
strain effects.

The only additional exchange interaction present at the interface but
not at the corresponding bulk oxides is that between Mn and Co ions.In
order to explore it, we studied two systems:

1. A substitutional Mn impurity embedded in bulk CFO, that we model
in a unit cell of 28 atoms that corresponds to the chemical formula
Mn0.25Co0.75Fe2O4.

2. A substitutional Co impurity at bulk MFO, similarly corresponding
to the chemical formula Co0.25Mn0.75Fe2O4.

For these two systems, we studied the relative stability of introducing
the substitutional impurity at octahedral and tetrahedral position, both
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at the direct and inverse spinel structure of the corresponding bulk oxide.
The results are shown in Table 6.8. Co impurities replacing Mn atoms at
MFO prefer tetrahedral coordination sites at both inverse and direct spinel
structures. On the other hand, Mn impurities at CFO keep the positions
already occupied by the substituted Co ions, i.e. MnB for inverse CFO and
MnA for direct CFO. We have explored the exchange interactions at the
four different cases in the Table. The impurities reduce the symmetry of
the unit cell, hence rendering the equation 2.37 unusable to obtain exchange
coupling between A and B positions since they are no longer real sublattices.
However, we noticed that a renormalization of the number of neighbors z̃ij
can be used, which now gives an effective exchange constant between i and
j -atoms:

J̃ij =
Eij + E0 − Ei − Ej

4niz̃ijS⃗
α0
i · S⃗α0

j

(6.1)

The dispersion of zij is found to be small, which guarantees that its
mean value z̃ij and thus J̃ij are representative values of the interaction. All
the exchange-coupling constant values obtained through this method are
shown in Table 6.9, where we also show bulk CFO and MFO values for
comparison. The exchange coupling constants of the direct spinel forms
have been derived using the magnetic configurations shown in Table 6.7.

First we focus on the inverse spinel structures, which are expected to be
the most abundant at the bicomponent CFO-MFO systems. Already at the
undoped bulk forms, the exchange interactions at CFO tend to be higher
than at MFO, though the hierarchy between exchange constants is identi-
cal. Further, while some ferromagnetic interactions emerge in CFO (that
between Co and FeB), MFO only admits antiferromagnetic couplings. The
octahedral (B) impurities tend to reproduce the situation at their bulk form,
thus a MnB impurity at inverse CFO slightly weakens most exchange inter-
actions and suppress ferromagnetism, while a CoB impurity at MFO tends
to enhance the exchange constants. In both cases, impurities maintain the
hierarchy between exchange constants. The Co-Mn interaction is antiferro-
magnetic and large as compared to the interaction with FeB, but remains
one order of magnitude below the coupling between A and B sublattices. In
general, this detailed analysis let us conclude that in bicomponent inverse
spinel systems (I/I) the magnetic exchange interactions will be bulk-like,
with no relevant interface induced modifications.

When the substitutional impurity occupies a tetrahedral position (A)
both Co and Mn impurities tend to weaken the dominant coupling between
A and B sublattices, that however continues to be the largest exchange
interaction. This weakening manifests in two ways: on one hand, the ex-
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Magnetic configuration FeB1 FeB2 Co/Mn

c0 (AF) + + −
c1 (FM) + + +
c2 − + −
c3 − + +

Table 6.7: Schematic representation of the different magnetic configurations
explored in a direct spinel structure. +/− signs indicate different spin
orientations.

Energy (eV/u.c.) MFO inverse MFO direct CFO inverse CFO direct

Co at A −196.04081 −196.69625
Co at B −195.50227 −195.91781

Mn at A −189.67242 −189.42391
Mn at B −189.69526 −188.95282

Table 6.8: Energy per unit cell of the different systems for the different
impurity positions.

change constants with FeA of all B cations tend to lower; on the other, the
interaction of the B cations with the impurity at the A site is considerably
weaker than with FeA. An exception occurs at the ferromagnetic MnA-
FeB exchange in CFO inverse, which is large and ferromagnetic. This is
a surprising result that needs further study, and that might correspond to
an artificial local minimum of the magnetic configurations considered. In
any case, the net effect of the A impurities at the inverse structures is a
weakening of the dominant exchange coupling between A and B sublattices.

A similar conclusion can be extracted analyzing the exchange constants
when B impurities are introduced at the oxides in their direct forms. All
these results are relevant for interfaces between inverse and direct forms
(I/D), where the interface may introduce a weakening of the dominant ex-
change couplings.

Finally, the presence of tetrahedral impurities at the direct spinel forms
lowers significantly the magnetic exchange constants, even though the anti-
ferromagnetic coupling between A and B sublattices is preserved.
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6.6 Conclusions

A detailed study of the magnetic properties at non-ideal CFO/MFO inter-
faces has been presented, including effects induced by the degree of inversion
λ of both CFO and MFO, the strain arising from the mutual lattice mis-
match and the Co distribution. Strain induced effects can be isolated at
bulk simulations. This way, we identify a reduction in the local magnetic
moments, while maintaining the total magnetization, together with a re-
distribution of the charge and spin densities. Further, the relative stability
of dfferent Co distributions is altered, with important consequences on the
magnetic anisotropy, that favors the (001) direction as easy axis. At the
interface, we have shown that the relaxation method plays a fundamental
role in the structural properties of the system, as the degree of inversion
of MFO crucially depends on it, which ultimately leads to large differences
in the resulting electronic and magnetic properties. In general, [111] ori-
entation of the interface is favored over [001]. We also show how the layer
thickness may affect the direct/inverse ratio of the MFO spinel structure,
that is related to the tendency of bulk MFO to break the internal cubic sym-
metry of the unit cell. In general, local magnetic moments at the interface
are enhanced compared to those at bulk, and the bulk magnetic order is
preserved in all cases considered. Lastly, exchange coupling interactions are
affected by the interface in a different way depending on the MFO thickness.
In general, the hierarchy between exchange interactions is presented, and
the global exchange tends to be the sum of the individual contributions of
both oxides.





Chapter 7

ZnxNi1−xFe2O4 (ZNFO)

7.1 Introduction

Zinc substituted nickel ferrite (ZnxNi1−xFe2O4) for x ≤ 0.50, with special
attention to the influence of the Zn d band localization on the degree of
inversion, the electronic structure and the magnetic properties. This chap-
ter is organized as follows: after introducing the motivation, we consider
two different representative concentrations of the Zn doped NFO that can
be modelled with moderately large unit cells, namely ZnxNi1−xFe2O4 with
x=0.25, 0.50. We explore different Zn distributions, always allowing Zn
atoms to occupy A and B sites.

As we saw in Chapter 4, NiFe2O4 (NFO) and ZnFe2O4 (ZFO) are im-
portant soft magnets with opposite distribution of divalent and trivalent
cations: while NFO is an inverse spinel, with Ni2+ (Fe3+) at octahedral
(tetrahedral) positions, ZFO is usually classified as a direct spinel, where
Zn2+ cations occupy tetrahedral sites. However, the specific cation distri-
bution at nanostructures depends on the processing parameters and prepa-
ration conditions, particularly for mixtures of both oxides [156, 157, 158].
The final atomic arrangement largely depends on the sintering method and
the detailed preparation conditions, and importantly, it has consequences
on the magnetic properties of the system.

We also proved that the magnetic properties of cubic spinel ferrites are
governed by the dominant antiferromagnetic exchange interaction between
tetrahedral (A) and octahedral (B) cations, as described by the Néel model
[159], with a resulting collinear ferrimagnetic order, c0. Thus, in general,
the net magnetization corresponds to the difference between the B sublat-
tice contribution minus that from the A sublattice. This balance alters
when non-magnetic elements occupy the A sites, as occurs in ZFO: then,
the competition of magnetic exchange interactions between B cations deter-

107
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mines the global magnetic order, leading to a rich magnetic phase diagram
involving frustration [94, 98, 126].

In the case of NFO, the largest local magnetic moments correspond to
Fe3+ cations at A sites, thus a route to enhance the net magnetization is to
remove these cations introducing a partial substitution of Ni by Zn atoms,
that are expected to occupy A sites. For moderate Zn concentrations, these
Ni-Zn ferrites usually show higher values of the saturation magnetization as
compared to pure NFO [160, 161]. But depending on the preparation con-
ditions, it is possible to tailor the crystal structure and cation distribution
[82, 162, 163, 164]. As the Zn concentration increases, a mixed spinel struc-
ture with Zn atoms both at A and B sites often emerges [139, 161, 165, 166],
together with a low temperature phase rooted in the Yafet-Kittel canting
of the local magnetic moments at B sites [120, 167]. Both effects are detri-
mental to enhance the magnetization, but their consequences are differ-
ent. Magnetic canting manifests only at low temperatures and evolves to
the usual ferrimagnetic collinear order as the temperature increases [168].
While partial Zn inversion is an intrinsic feature of the nanostructure, that
furthermore favors the mixing of NFO and ZFO [169].

From a theoretical point of view, the electronic structure of Zn doped
NFO has been considered only scarcely. Early density functional theory
(DFT) calculations described the full range of concentrations at NixZn1−xFe2O4

based on LDA or GGA exchange correlation functionals, that fail to describe
the cubic spinels as insulators [170, 171]. Later simulations focused on the
solubility of NFO/ZFO mixtures included a local U term to correct this
description [169]. The value of U was taken from previous calculations of
the corresponding monoxides, and in particular a large value over 7 eV was
used for Zn d electrons. This is in contrast to previous DFT works de-
voted to ZFO, where a moderate or even null U(Znd) is claimed to properly
capture the experimental features [94, 95]. In this work we revisit the sub-
stitution of Ni by Zn at NFO, investigating Zinc substituted nickel ferrite
(ZnxNi1−xFe2O4) for x ≤ 0.50, with special attention to the influence of
the Zn d band localization on the degree of inversion, the electronic struc-
ture and the magnetic properties. This chapter is organized as follows: after
introducing the motivation, we consider two different representative concen-
trations of the Zn doped NFO that can be modelled with moderately large
unit cells, namely ZnxNi1−xFe2O4 with x=0.25, 0.50. We explore different
Zn distributions, always allowing Zn atoms to occupy A and B sites.
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Figure 7.1: Spin-resolved DOS of ZnxNi1−xFe2O4 with x=0.25 under differ-
ent U(Znd) for Zn at A (top curves) and B (bottom curves) sites. The Zn
d states are marked in red.

7.2 Methods

Following chapter 4, the ab-initio DFT+U simulations have been performed
with VASP under PBEsol, using a Hubbard U(Nid, Fed)= 4 eV, which we
found to be the best choice to properly describe the structural, electronic
and magnetic properties of NFO under our theoretical conditions, and also
to reproduce the ZFO experimental band gap around 2 eV [172, 173].

All structures considered are allowed to fully relax, including the lat-
tice vectors and the atomic positions, until the forces on the ions are below
0.01 eV/Å. This way we determine both the equilibrium volume and the
optimized positions. ZnxNi1−xFe2O4 (ZNFO) is modelled replacing one
(x=0.25) or two (x=0.50) Ni atoms of the 28 atoms unit cell by Zn. Sub-
stitutional Zn is allowed to occupy both tetrahedral and octahedral cation
sites, and different Zn distributions are considered, as detailed in the next
sections.

The magnetic configuration of each system is explored comparing dif-
ferent reference magnetic orders that serve to extract exchange interactions
using eq.2.37 as we explained in 2.4. The spin-orbit coupling is included only
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to evaluate the magnetic anisotropy energy, that is determined directly from
ab-initio total energy differences method mentioned in 2.3.

In the following, we address the properties of ZnxNi1−xFe2O4 with x=0.25,
0.50. In principle, Zn atoms enter as substitutional cations of Ni, that occu-
pies octahedral (B) sites. However, the previous study of ZFO (section 4.3)
has evidenced that Zn prefers to fill tetrahedral (A) positions at the spinel
ferrite structure. Both situations will then be considered. Again we are
particularly interested in understanding the influence of U(Znd) on the fea-
tures of ZNFO. We will analyze separately the different Zn concentrations,
starting by x=0.25.

7.3 x=0.25

Within our unit cell of 28 atoms, this concentration is equivalent to replacing
one Ni atom by Zn. Figure 7.1 shows the resulting spin-resolved DOS of
this unit cell at the magnetic ground state of NFO, c0, with Zn either at
A (ZnA) or B (ZnB) sites and for the extreme values of U(Znd) considered
here. Similarly to the case of ZFO, the choice of the largest U(Znd) shifts
the Zn d band close to the core region. But even for U=0 eV the position
of the Zn d states lies at the bottom VB, and the features at the upper VB
are not affected by the Zn d states. It is also remarkable the low influence
of the A or B position of Zn on the global features of the DOS.

When non-magnetic Zn cations enter NFO replacing Ni, the magnetic
order may be altered. We have considered the possible couplings between
the different magnetic sublattices c0-c3 shown in Table 4.1, analyzing their
relative stability as a function of U(Znd). Combining all these configurations
with different U(Znd) values implies a considerable number of simulations.
To reduce the computational cost, first we have checked the smooth de-
pendence of the system features on U(Znd), restricting to the unrelaxed
structures. From this evidence, we will restrict the detailed analysis of the
relaxed structures to only a few U(Znd) values. Relaxation does not modify
the cubic symmetry for ZnA, but it introduces a slight deformation when Zn
occupies B sites. In both cases there is also an enlargement of the unit cell
volume with respect to NFO, of 0.3% in the case of ZnA and 0.2% for ZnB,
which is consistent with the experimental evidence [160]. This enlargement
of the unit cell can be ascribed to the larger size of Zn ions as compared
to Ni. In addition, and similarly to the situation at ZFO, U(Znd) = 0 eV
stabilizes a volume larger by 0.15Å3/atom than U(Znd) = 10 eV.

Figure 7.2 shows the relative stability of the different magnetic orders
after relaxing the structure at each magnetic configuration for different
U(Znd). We can see that U(Znd) has a negligible effect on the magnetic
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Figure 7.2: Evolution with U(Znd) of the relative stability of different mag-
netic configurations for ZNFO at x = 0.25, considering Zn at A (empty
circles) or B (filled squares) sites.

energy barriers at a fixed Zn site, with c0 always as the ground state.
Also, the presence of Zn does not seem to alter significantly the hierarchy
between magnetic orders observed at pure NFO. However, an important
conclusion from Figure 7.2 is the low energy difference between ZnA and
ZnB, particularly at c0. Moreover, the choice of U(Znd) influences which
position becomes more stable: ZnA (ZnB) is favored at the lowest (high-
est) U(Znd). These results support the diversity of experimental evidences,
claiming the presence of Zn atoms both at octahedral and tetrahedral sites
[139, 140, 141, 142, 160, 174].

In Figure 7.3 we show the evolution with U(Znd) of the spin-resolved
DOS of unrelaxed ZnxNi1−xFe2O4 at x=0.25 under the magnetic configu-
rations c0-c3 shown in Table 4.1, considering Zn both at tetrahedral and
octahedral sites. The results prove the smooth shift of the Zn d band with
U(Znd), and the independence of the global electronic features from the po-
sition of the Zn d states, as described in figure 7.2 for the relaxed structures.

Figure 7.4 shows the evolution with U(Znd) of the total energy and in-
ternal pressure of these systems, the upper panel being equivalent to Figure
7.2, but referred to the unrelaxed structures. Again the figure reflects a
smooth dependence on U(Znd). It is also evident the robust stability of the
ground state magnetic configuration of NFO, c0, no matter the Zn position
or the U(Znd) value. The most notable difference with respect to the re-
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(a)

(b)

Figure 7.3: Evolution with U(Znd) of the spin-resolved DOS of unrelaxed
ZNFO under x=0.25. Majority (minority) spin contributions are shown
as positive (negative) values. a) and b) correspond to Zn at octahedral
and tetrahedral sites respectively, while each column refers to a different
magnetic order. The projection of the Zn states is represented by the red
line.
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Figure 7.4: Evolution with U(Znd) of the total energy (top) and the inter-
nal pressure (bottom) of unrelaxed ZNFO at x = 0.25 under the magnetic
configurations in Table 4.1. Structures with Zn at A (B) positions are repre-
sented by an empty circles (filled squares). The energy zero at each U(Znd)
has been set at the most stable structure.

laxed structures is the relative stability of ZnA and ZnB, although with and
without relaxation ZnA tends to be favored as U(Znd) increases.

The internal pressure at the lower panel of Figure 7.4 is a measure of
how comfortable is the system at the lattice parameter used in the calcula-
tion (that of NFO in our case). It goes to zero at the equilibrum volume.
Figure 7.4 reflects the same results shown in the main text for the relaxed
structures: the lattice contracts as U(Znd) increases, something already ob-
served at ZFO. In addition, there is a different dependence with U(Znd) of
the equilibrium volume for ZnA and ZnB, which correlates with the rela-
tive stabilities observed in the upper panel. This justifies why the relative
stability of ZnA and ZnB varies with U(Znd) when the NFO lattice is kept
fixed, while they become almost degenerate when the structure is allowed
to relax.

This study of the energetics enables a detailed analysis of the magnetic
exchange interactions. Following the procedure explained in 2.4, we map
our ab initio total energy differences to a Heisenberg model of the form
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FeA FeB Ni

FeA JAA JAB JNA

FeB JBB JNB

Ni JNN

Table 7.1: Magnetic exchange interactions between magnetic sublattices
at ZNFO. As JXY = JY X , for clarity we only show the upper part of the
Table.

given in equation 2.33. The procedure requires the simulation of different
magnetic couplings, sometimes far away from equilibrium. As we will see,
if such configurations do not lie in a local energy minimum, it may become
impossible to find convergence, and thus to extract the corresponding Jij .
As our system is formed by three different magnetic sublattices, Ni, FeA
and FeB, we again end up with six different exchange coupling constants,
shown in Table 7.1. We will refer to this set of six Jij as Js from now on.

The influence on the Js of the Zn distribution for different values of
U(Znd) is represented in Figure 7.5. We could not converge values for JNA

and JNN at ZnA under U(Znd) = 10 eV. As could be inferred from the robust
stability of c0 shown in Figure 7.2, the dominance of the antiferromagnetic
exchange interactions between cations at octahedral and tetrahedral sites
(JAB, JNA) is maintained, no matter the Zn position or the value of U(Znd).
There are also some changes of sign of the weakest interactions, but their
low values make negligible their influence on the magnetic order. Under
U(Znd)=10 eV, apart from the slight reduction of the dominant exchange
constants JAB, JNA, the most relevant effect is the noticeable increase of
JBB, that starts to compete with JAB, JNA. The antiferromagnetic align-
ment of FeB cations due to the reduction of the exchange coupling between
A and B sublattices has already been suggested at ZFO [96]. Here, though
this altered balance of antiferromagnetic interactions could destabilize c0, it
also deteriorates the magnetic order at c1, c2, c3, and the result is the low
influence of U(Znd) on the energy barrier between the different magnetic
configurations observed in Figure 7.2

Restricting now to the ground state magnetic order c0, we have found
no significant influence of U(Znd) neither on the Bader charges nor in the
local magnetic moments. This becomes evident at Table 7.2, that compiles
the average magnetic moment of each atomic species for different U(Znd),
both for ZnA and ZnB. As a reference, ZFO and NFO are also shown.
Some values are marked with a plus/minus sign, indicating that each half
of the corresponding atoms of the sublattice take a different orientation
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Figure 7.5: Exchange coupling constants at ZNFO under x=0.25 with Zn
either at A or B sites. As a reference, the Js of NFO are also provided.
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Structure Zn
position

U(Znd)
(eV)

O FeB FeA Ni Zn Total

NFO 0.07 4.12 -3.97 1.60 2.0

ZFO
Inverse

0 ±0.05 4.17 -4.14 -0.02 0.0
10 ±0.05 4.17 -4.12 -0.03 0.0

Direct
0 ±0.11 ±4.21 0.00 0.0
10 ±0.11 ±4.22 0.00 0.0

ZNFO x=0.25

ZnA
0 0.15 4.16 -4.02 1.61 0.06 4.0
10 0.15 4.15 -4.02 1.61 0.06 4.0

ZnB
0 0.06 4.13 -4.04 1.59 -0.03 1.5
10 0.06 4.13 -4.04 1.58 -0.02 1.5

ZNFO x=0.50

ZnA
0 0.15 4.16 -4.02 1.61 0.06 4.0
10 0.15 4.15 -4.02 1.61 0.06 4.0

ZnB
0 0.06 4.13 -4.04 1.59 -0.03 1.5
10 0.06 4.13 -4.04 1.58 -0.02 1.5

ZnAB
0 0.06 4.13 -4.04 1.59 -0.03 1.5
10 0.06 4.13 -4.04 1.58 -0.02 1.5

Table 7.2: Local magnetic moments of the different chemical species at
NFO, ZFO and ZnxNi1−xFe2O4 with x=0.25, 0.50, for Zn at octahedral (B)
or tetrahedral (A) sites, and different U(Znd). The total magnetization per
formula unit is also shown in the last column.

(leading to a null mean value). We focus on case x=0.25. Only the Zn
position, either ZnA and ZnB, introduces some minor differences in the local
magnetic moments, the largest effect emerging at the hybridized moments
acquired by the non-magnetic atoms. However, the net magnetization of the
entire system is significantly modified depending on the Zn site, because the
balance between magnetic A and B sublattices is altered by the presence
of non-magnetic Zn atoms. As a result, ZnA doubles the magnetization of
NFO, while ZnB reduces it by 25%.

Finally, we have determined the magnetic anisotropy energy computing
the total energy of configurations with the magnetization oriented along the
[001], [010], [100], [110] and [111] axes. The resulting MAE is somewhat re-
duced compared to the value of 0.021 meV/Fe at pure NFO, lying around
0.017 meV/Fe and 0.016 meV/Fe for ZnA and ZnB respectively, which is
close to our accuracy limit in the determination of the MAE. In all cases the
easy axis at [110] is maintained. This is in good agreement with experimen-
tal results, where the coercivity of the material reduces with the increase of
Zn content [139, 160].
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7.4 x=0.50

Substituting two Zn cations at our unit cell of 28 atoms is equivalent to a
concentration x=0.50. Now there are more possible atomic arrangements,
with both Zn cations at A sites (ZnA), both at B sites (ZnB), or each
one at a different coordination site (ZnAB). In addition, each situation
admits different Zn-Zn interatomic distances and different Ni distributions.
Addressing a detailed study of diverse magnetic configurations under all
these possibilities is a computational challenge out of the scope of this study.
Instead, we analyze the most stable conditions for configurations ZnA, ZnB

and ZnAB.

Figure 7.6 shows the different atomic arrangements considered for ZNFO
at x=0.50, named according to the distribution of Zn atoms at A and B sites.
The corresponding relative distance between Zn-Zn closest neighbours is
also provided. Modifying the distribution of Zn at B sites necessary alters
that of Ni, and different combinations have been taken into account. Our
calculations do not pretend to cover exhaustively all possibilities, but to
identify the most stable structures, and the existence or not of a competition
between configurations ZnA, ZnB and ZnAB that may affect the magnetic
properties of the system.

The relative stability of each of these relaxed structures is shown in fig-
ure 7.7a as a function of U(Znd). The most relevant feature is the strong
dependence of the atomic distribution on U(Znd), that affects mainly the
hierarchy between configurations ZnA and ZnB. But in general the energy
differences are low, evidencing that all these structures may be found at real
samples. The results also indicate a tendency to favor sparse Zn distribu-
tions, even though the interatomic distance between Zn neighbours is not
determinant. Other factors, as the distribution of Ni atoms, also influence
the final energy of the system.

It is known that the arrangement of Ni atoms does not have relevant con-
sequences on the magnetism of NFO. Here, we have confirmed that, for each
selected configuration (ZnA, ZnB or ZnAB), nor the local moments neither
the net magnetization of the different structures in Figure 7.6 show any vari-
ation. In addition, both values of U(Znd) identify the same structure as the
most stable for each configuration, allowing us to restrict our detailed study
of the magnetic properties to three representative cases, namely, 2ZnA-3,
2ZnB-1 and ZnAB-1.

According to this choice, Figure 7.7b shows the relative stability of ZnA,
ZnB and ZnAB, after full structural relaxation and at the magnetic ground
state, c0. The figure is just a simplification of Figure 7.7a, and thus it again
evidences that different Zn distributions may coexist, and U(Znd) has a large
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Figure 7.6: Structure of the different atomic distributions considered for
ZNFO at x=0.50 under configurations ZnA, ZnB and ZnAB, indicating at
each one the shortest Zn-Zn interatomic distance after relaxation. Zn, Ni,
Fe and O atoms are represented respectively by blue, white, golden and red
spheres.
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Figure 7.7: a) Total energy of relaxed ZNFO with x = 0.5 at the magnetic
ground state c0 for the different Zn distributions shown in Figure 7.6. The
energy zero at each U(Znd) has been set at the most stable structure. The
line is a guide to the eye. b) Total energy of the most stable Zn distribution
of ZNFO at x=0.50 under configurations ZnA, ZnB and ZnAB.

influence on the identification of the most stable one. Similarly to x=0.25,
ZnB is favoured over ZnA under large U(Znd). Further, independently of
U(Znd), the simultaneous presence of Zn atoms at both A and B sites cannot
be discarded, and it corresponds to the most stable situation under U(Znd)=
0 eV.

The structural features after relaxation keep trends similar to those ob-
served at x=0.25 and ZFO. Always U(Znd) = 0 eV leads to higher vol-
umes than U(Znd) = 10 eV (about 0.3 Å3/atom above), while ZnA tends
to slightly expand the lattice over ZnB (by 0.05 Å3/atom). The volume of
the unit cell is enlarged by 0.4% with respect to pure NFO, again consistent
with the experimental evidence [160], and as expected from the increase in
the number of Zn atoms in the structure.

Regarding the energy barrier between different magnetic configurations,
here the trends are similar to those observed at lower Zn concentrations: c0
is a robust magnetic ground state, and the presence of Zn cations at B sites
reinforces its stability. Figure 7.8 shows the magnetic exchange constants,
obtained following the procedure explained in the previous subsection. It is
evident the dominance of the antiferromagnetic exchange between cations
at A and B sites, supporting the stability of c0. Further, there is a strong
dependence of the Js on the Zn distribution, though in general the hierarchy
between the relative Jij strengths is preserved. The only exception is the
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Figure 7.8: Same as Figure 7.5 for x=0.50 under the different Zn distribu-
tions at Figure 7.7b.
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enhancement and sign reversal of JBB when Zn occupies only B sites. This
result is affected by the specific structure used to extract the Js, 2ZnB-1,
where FeB atoms are not nearest neighbors. This result puts a word of cau-
tion before extracting conclusions about the detailed balance of exchange
interactions without a more thorough consideration of different atomic dis-
tributions. However, the general trends evidenced in Figure 7.8 suggest that
still at x=0.50 the antiferromagnetic coupling between A and B sublattices
is the dominant magnetic interaction, that guarantees the stability of c0.
Last, it is also noticeable the tendency to increase the Js under U(Znd) =
10 eV, not observed at x=0.25, and that here manifests as more relevant
when there are Zn atoms at B positions.

The magnetization and local magnetic moments at c0 are in the lower
part of Table 7.2. In general, the net magnetization is again enlarged under
ZnA, as more Fe atoms are forced to move to octahedral positions, with a
record enhancement of 4.0µB/f.u. over pure NFO. However, the individual
magnetic moments do not vary noticeably depending on the Zn position.
There is only a slight reduction of the moments of the B cations under ZnB,
and more dispersed values for the non-magnetic atoms depending on the Zn
distribution.

Finally, our results for the MAE indicate a further reduction as the Zn
content increases, with values between 0.010 - 0.014 meV/Fe depending on
the Zn positions. This is consistent with the experimental evidence of a
reduction of the coercive field as the Zn content increases.

7.5 Conclusions

We have addressed the study of Zn substituted NFO ZnxNi1−xFe2O4 for
x=0.25, 0.50. As observed for ZFO, the position of the Zn d states at the
VB, tuned by the U(Znd) value, has a negligible effect on the global mag-
netic properties and the electronic structure. Its main effect relies on the
relative stability of the A or B site for Zn substitution. However, no mat-
ter U(Znd), in all cases there is evidence of the low energy barrier between
both situations, supporting the coexistence of ZnA and ZnB. This explains
the diversity of experimental results. Further, such coexistence has conse-
quences on the lattice volume, as ZnA favors a larger expansion over the
NFO lattice. Also, the magnetic properties are largely dependent on the
Zn distribution. While the ferrimagnetic ground state c0 is preserved up to
x=0.50 for all atomic arrangements, differences emerge regarding the com-
petition between local exchange interactions. The dominance of the antifer-
romagnetic exchange between A and B magnetic sublattices seems robust,
but the detailed atomic distribution may alter significantly the strength and
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sign of other exchange interactions. Regarding the partial substitution of
Ni by Zn atoms as a route to enhance the net magnetization, our results
indicate that it is severely limited by the coexistence of ZnA and ZnB. Fi-
nally, the magnetocrystalline anisotropy is weakened with the increase of
the Zn content, ensuring ZNFO as a robust soft magnet, in good agreement
with the experimental evidence.



Chapter 8

Conclusions

A comprehensive study at the DFT+U level of the electronic, magnetic
and structural properties of ferrite systems relevant for permanent magnet
applications has been addressed. For some materials, as cubic spinel fer-
rites, there were previous accurate DFT+U calculations in the literature,
while for others such as bulk SFO, NZFO or the interface structures, our
simulations are pioneer and provide the first fundamental determination of
properties such as the electronic band gap, local magnetic moments or mag-
netic anisotropy. On one hand, we have identified the relevant theoretical
conditions to describe each system, demonstrating in particular the crucial
role of the choice of U not only in the resulting electronic band gap, but
also on the magnetism of the systems, either directly or through the influ-
ence on the structural features. On the other hand, we provide an accurate
description of the magnetic properties at the atomic level, that helps in the
design of improved rare-earth free permanent magnets and can be further
used as starting point in multiscale magnetic simulations.

In the following we provide a more detailed list of conclusions specific
for each system considered. First, regarding the bulk materials, the main
outcome of our work is the following:

• We provide the first accurate fundamental description of SFO at the
DFT+U level, identifying U≈ 2-3 eV as the most adequate value to
capture the physical properties of SFO. In contrast to previous works
on other hexaferrites, our approach includes all magnetic properties
as targets to identify the appropriate U value, to demonstrate their
importance in order to avoid inconsistencies and the need of artificially
high U values in the description of these materials.

• In the same spirit, we revisit the DFT+U description of ZFO paying
special attention to the value of U at the Zn d band. Our results
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demonstrate its relevance on the magnetism of the system through an
indirect effect: the relative stability of the direct and inverse forms of
ZFO. Both forms show completely different magnetic behaviors, rang-
ing from the stable ferrimagnetism of the inverse form to the complex
antiferromagnetism of direct ZFO. Thus, their relative presence in a
sample has a determinant role in its magnetic response.

• We have set the accuracy limits imposed by the different approxima-
tions (i.e. static vs. dynamical limits, structural effects, etc.) inherent
to the mapping of ab initio total energies into a Heisenberg model to
extract fundamental exchange constants, both for cubic ferrites and
SFO. We conclude the validity of a Heisenberg-like behavior in these
systems.

• We determine the relevance of beyond-mean-field approximations to
extract accurate magnetic ordering temperatures from ab initio inputs
in the ferrites under consideration. Monte Carlo simulations have been
used here to estimate TN values close to experiment in the case of SFO,
and slightly overestimated for CFO.

Concerning modifications of the bulk forms intended to improve the
performance of nanostructured permanent magnets based on these materi-
als, we have focused on the substitution of Ni by Zn at NFO, and in the
determination of the interface contribution to the magnetic properties at
bicomponent systems based on CFO and a soft cubic spinel (NFO, MFO).

• Our results demonstrate that inclusion of substitutional Zn replacing
Ni at NFO alters the ferrimagnetic configuration, limiting the abil-
ity of Zn to increase the magnetization of the system over undoped
NFO. First, and most importantly, Zn has similar tendencies to oc-
cupy tetrahedral or octahedral positions, with opposite effects on the
net magnetization. Further, the presence of Zn alters the strength and
sign of the local exchange interactions, even though the antiferromag-
netic exchange between A and B sublattices keeps dominant.

• The similar structure of NFO and CFO allows to build ideal interfaces
free from mismatch and strain effects. We show that this way the role
of the interface on the magnetism of the combined system is low, with
essentially no influence on the local features. In turn, the combination
of both oxides contributes with an additive effect to the net magne-
tization, limiting the use of the bicomponent system as an improved
spring magnet. On the other hand, the magnetic anisotropy is signif-
icantly altered by the presence of the interface, and though the bulk



125

easy axis is preserved, the cost to rotate the magnetization is reduced
with respect to bulk CFO, and depends on the specific terminations
present at the interface.

• The presence of strain at bicomponent CFO/MFO introduces larger
modifications, even though the net magnetization and stability of the
bulk-like ferrimagnetism are preserved. However, local spin distribu-
tions are significantly altered, and the magnetic moments are slightly
enhanced at the interface. The coexistence of different Co distribu-
tions summed to strain effects at CFO tend to harden the [001] as
easy axis, while strained MFO tends to weaken exchange interactions
at the direct form.

• Finally, at all interface systems considered, the degree of inversion
of CFO plays an essential role in the efficiency of the bicomponent
systems as permanent magnets. This is an expected result as inverse
and direct CFO behave respectively as hard and soft magnets. Our
results serve to quantify the modification of the magnetic properties
induced by the presence of direct CFO, that can be used as an indirect
evidence to detect its presence in real samples.





Bibliography

[1] Jeotikanta Mohapatra and Jia Ping Liu. Chapter 1 - rare-earth-free perma-
nent magnets: The past and future. volume 27 of Handbook of Magnetic
Materials, pages 1–57. Elsevier, 2018.

[2] J. M. D. Coey. Hard magnetic materials: A perspective. IEEE Transactions
on Magnetics, 47(12):4671–4681, 2011.

[3] J.M.D. Coey. Permanent magnets: Plugging the gap. Scripta Materialia,
67(6):524–529, 2012. Viewpoint Set No. 51: Magnetic Materials for Energy.

[4] D Goll, R Loeffler, J Herbst, R Karimi, and G Schneider. High-throughput
search for new permanent magnet materials. Journal of Physics: Condensed
Matter, 26(6):064208, jan 2014.

[5] Francisco Javier Pedrosa Ruiz. Towards ferrite based rare-earth free perma-
nent magnets: from model systems to new technological applications. PhD
thesis, 2017.

[6] Alexander King. 1 - what happened to the rare earths? monopoly, price
shock, and the idea of a critical material. In Alexander King, editor, Critical
Materials, Materials Today, pages 1–17. Elsevier, 2021.

[7] European Commission. Critical raw materials for the EU: Report of the Ad-
hoc Working Group on defining critical raw materials, June 2010.
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[39] P. E. Blöchl. Projector augmented-wave method. Phys. Rev. B, 50:17953–
17979, Dec 1994.
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[76] Marçal Capdevila-Cortada, Zbigniew  Lodziana, and Núria López. Perfor-
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A.S. Carriço. Evaluation of (bh)max and magnetic anisotropy of cobalt fer-
rite nanoparticles synthesized in gelatin. Ceramics International, 41(9, Part
B):11804–11809, 2015.

[113] Jiabao Yi Jianhua Yin Binghai Liu, Jun Ding and Zhili Dong. Magnetic
anisotropies in cobalt-nickel ferrites (nixco1-xfe2o4). J. Korean Phy. Soc.,
52, 2008.

[114] Jhih-Rong Huang and Ching Cheng. Cation and magnetic orders in
mnfe2o4 from density functional calculations. Journal of Applied Physics,
113(3):033912, 2013.

[115] O. Mounkachi, R. Lamouri, E. Salmani, M. Hamedoun, A. Benyoussef, and
H. Ez-Zahraouy. Origin of the magnetic properties of mnfe2o4 spinel ferrite:
Ab initio and monte carlo simulation. Journal of Magnetism and Magnetic
Materials, 533:168016, 2021.

[116] Q. C. Sun, H. Sims, D. Mazumdar, J. X. Ma, B. S. Holinsworth, K. R.
O’Neal, G. Kim, W. H. Butler, A. Gupta, and J. L. Musfeldt. Optical band
gap hierarchy in a magnetic oxide: Electronic structure of nife2o4. Phys. Rev.
B, 86:205106, Nov 2012.

[117] F.K. Lotgering. Semiconduction and cation valencies in manganese ferrites.
Journal of Physics and Chemistry of Solids, 25(1):95–103, 1964.

[118] Rashmi Tiwari, Manojit De, H.S. Tewari, and S.K. Ghoshal. Structural
and magnetic properties of tailored nife2o4 nanostructures synthesized using
auto-combustion method. Results in Physics, 16:102916, 2020.

[119] Cesar Tejera-Centeno and Silvia Gallego. Interface effects in combined
soft/hard ferrite permanent magnets. Journal of Physics D: Applied Physics,
54(26):264001, apr 2021.

[120] W. F. Pong, Y. K. Chang, M. H. Su, P. K. Tseng, H. J. Lin, G. H. Ho, K. L.
Tsang, and C. T. Chen. Magnetic orientation of ni in zn-ni ferrites studied by
soft-x-ray magnetic circular dichroism. Phys. Rev. B, 55:11409–11413, May
1997.

[121] Min Feng, Xu Zuo, Carmine Vittoria, Vincent G. Harris, and Jian Wu. Ab
initio study on manganese doped cadmium ferrite (Cd1−xMnxFe2O4), 2011.
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Pelle Gorm Garbus, and Mogens Christensen. Correlation between mi-
crostructure, cation distribution and magnetism in ni1-xznxfe2o4 nanocrys-
tallites. CrystEngComm, 22:515–524, 2020.


