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Appendix A: Global ocean distribution of carbonate ion content and saturation states. 

The saturation state (Ω) of calcium carbonate (CaCO3) minerals is defined as:  
 

Ω = [Ca2+] [CO3
2-] / Ksp   (S1) 

where [CO3
2-] is the carbonate ion content, [Ca2+] is the calcium content, and Ksp is the apparent 

stoichiometric solubility product for a given CaCO3 mineral phase, calcite or aragonite. The 

solubility of both compounds increases slightly at lower temperature and strongly with 

increasing pressure. Since [Ca2+] is closely proportional to salinity, Ω is largely determined by 

in situ [CO3
2-] variations with regard to in situ [CO3

2-] saturation. The depth at which CaCO3 

minerals, aragonite and calcite, are in equilibrium is known as the saturation depth or saturation 

horizon (Ω = 1). There is a pronounced shoaling of the saturation horizons of both minerals 

from the Atlantic to the Indian and then to the Pacific oceans. This occurs because of the lower 

total alkalinity (TA) to dissolved inorganic carbon (DIC) ratio (TA/DIC) in the intermediate and 

deep waters of the latter two oceans relative to the Atlantic. Among oceans, the aragonite 

saturation horizon is always shallower than the calcite saturation horizon due to its higher 

solubility.1,2   

In the surface ocean, warmer and saltier regions show higher [CO3
2-] and are more saturated 

with respect to CaCO3 minerals than colder and less saline regions (Figure S1A and B). 

Evaporation (precipitation) processes that increase (decrease) salinity levels cause a TA and 

DIC increase (reduction) in a 2:1 ratio.3 High TA/DIC waters with a higher buffer capacity 

present, accordingly, high values of [CO3
2-] and Ω for aragonite, Ωaragonite (Figure S1A and B). In 

addition, the buffer factor (-ωDIC; in mmolꞏkg-1)4 showing the fractional change in Ωaragonite for 

changes in DIC when TA is constant, decreases as the TA/DIC ratio increases (Figure S1C). 

Therefore, for a given increase in DIC due to anthropogenic carbon uptake, the decrease in Ω is 

higher for high TA/DIC waters.  

The lower row panels in Figure S1 show the same variables as the upper panels: in situ [CO3
2-], 

Ωaragonite, and -ωDIC for the full-depth merged dataset reported in this study, evidencing the broad 

range of oceanic conditions covered with regard to the global ocean ranges.  
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Figure S1.  Distribution of (A and D) in situ [CO3
2-] (CO3

2-; in µmolꞏkg-1), (B and E) in situ 

aragonite saturation (Ωaragonite; dimensionless), and (C and F) in situ buffer factor (-ωDIC; in 

mmolꞏkg-1) as a function of the TA to DIC ratio (TA/DIC). Upper panels show calculated 

variables from the global surface ocean (pressure < 200 dbar) DIC and TA data from 

GLODAPv2.2019.5 Lower panels show the calculated variables from full water column pH and 

TA from the merged dataset in this study (Table 1). See Section 2.2 regarding thermodynamic 

CO2 calculations. The z-axis shows salinity in color scale.   
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Appendix B: Evolution of the methodology for measuring carbonate ion content.  

The formation of lead carbonate (PbCO ) in seawater is given by: 

Pb  CO  ↔  PbCO  (S2) 

The formation (or stability) constant for PbCO , CO3β1, refers to the equilibrium constant for the 

formation of PbCO  in solution and is a measure of the strength of the interaction between 

Pb   and [CO3
2-]T to form PbCO . It is given by:   

CO3β1    S3  

where Pb  represents the total amount of content of free Pb2+, Pb(II)-chloride species and 

minor amounts of Pb(II)-sulfate species. [CO3
2-]T is the total amount of content of free and ion-

paired carbonate and PbCO  represents the total amount of content of Pb(II) complexed with 

carbonate, including contributions from mixed ligand species. All amounts of substance content 

are given in µmolꞏkg-1 of seawater. 

When Pb(II) complexes with [CO3
2-]T in Pb(II)-enriched seawater, the ultraviolet spectrum of 

the solution is affected and [CO3
2-]T can be determined spectrophotometrically ([CO3

2-]spec) 

through  Equation (1) in the main manuscript. This equation allows for the direct determination 

of [CO3
2-]spec in terms of the ratio of Pb(II) absorbances of the sample at two given wavelengths 

(R value; Equation (2)), provided that the remaining terms in Equation (1) (log{CO3β1/e2}, e1, 

and e3/e2) have been accurately characterized.  

Table S1 summarizes the main features of the five different approaches that have been described 

for the determination of [CO3
2-]spec since 2008, as the methodology has been periodically 

revised, here abbreviated as BY08,6 EAS13,7 PAT15,8 SHA17,9 and SHA19.10 Table S1 reports 

the different conditions at which the terms log{CO3β1/e2}, e1, and e3/e2 in Equation (1) were 

characterized for each approach. In fact, the characterization of these terms is implicitly a 

calibration because it relates a given R value to a particular [CO3
2-]T and, thus, the existence of 

various sets of calibration functions, one per approach, that yield five different [CO3
2-]spec values 

from a single R measurement, is in practice equivalent to having five different methods for 

measuring [CO3
2-]spec. In this regard, the five approaches overall followed the same fitting 

procedure for calibrating the spectrophotometric terms in Equation (1) that consists of making R 

measurements in seawater over a range of conditions (e.g., salinity and temperature) where the 

seawater has been independently analyzed for at least two of the usually measured CO2 system 

parameters (e.g., pH, TA, and DIC). It is then possible to calculate a value for [CO3
2-]T  ([CO3

2-

]calc) from the application of a given equilibrium model for seawater, taking account of all acid-

base systems occurring in the sample, and seeking to fit the terms log{CO3β1/e2}, e1, and e3/e2 as 
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functions of salinity and temperature. Table S2 summarizes the reported calibration functions 

for log{CO3β1/e2}, e1, and e3/e2 in Equation (1) for each of the five approaches as a function of 

salinity (BY08, EAS13, PAT15, and SHA17; all values referred to 25 ºC) and also temperature 

(SHA19). All formulations are referred to atmospheric pressure.  

The successive reformulations of the calibration functions (Table S2) have, in turn, been 

fostered by successive reviews and upgrades of the methodological procedure proposed to 

obtain accurate enough values of R. Note that any change in the procedure to determine R 

implicitly forces the reformulation of the calibration equations that relate R values with given 

amounts of [CO3
2-]calc. In this regard, R values are affected by (Table 1): i) the Pb(II) reagent, ii) 

the spectrophotometer used, and iii) additional corrections to readjust measured R values into 

“closer to the true” values (Equations (4) and (5)). On the other hand, the [CO3
2-]calc data used 

can also impact the fitting of the calibration functions, through (Table 1): i) the thermodynamic 

model of seawater assumed (i.e., CO2 system constants and the other constants of known acid-

base systems), ii) the quality of the measurements of the two CO2 systems parameters used as 

input for obtaining [CO3
2-]calc (pH, TA, and DIC) and iii) the ranges of [CO3

2-]  studied (i.e., the 

region of study and the use of natural versus laboratory-modified seawater). 

BY08 characterized the first set of calibration functions for the terms log{CO3β1/e2}, e1, and e3/e2 

in Equation (1) (Table S2). They constrained the corresponding terms experimentally in 

seawater modified in the laboratory and characterized the Pb(II) absorbance response (R values; 

Equation (2)) by using lead chloride (PbCl2) (Table S1).  

EAS13 reviewed the approach of BY08 using natural seawater samples and pH values measured 

spectrophotometrically with purified dye (Table 1). EAS13 found significant biases in the 

[CO3
2-] residuals (observations with respect to calculated values) obtained with their approach at 

[CO3
2-]calc ≥ 150 μmolꞏkg-1, evidencing the underestimation of [CO3

2-]spec measurements at 

higher amounts of content. EAS13 related those results to a possible lack of applicability of the 

Pb(II) complexation model (Equation S2) at high pH values,11 suggesting that it should likely be 

extended to the formation of the Pb(CO3)2
2- species.  

The review of the methodology reported by PAT15 proposed a change in the reagent used for 

characterizing the R values, using lead perchlorate (Pb(ClO4)2) instead of PbCl2 to increase the 

signal-to-noise ratio of the absorbance measurements. This change also doubled the final Pb(II) 

concentration in the cuvette with regard to former protocols (Table S1). Consequently, PAT15 

proposed an additional correction for readjusting the measured R data (Equation (4)) because of 

the perturbation of the sample due to the Pb(II) reagent addition. PAT15 refitted the calibration 

functions (Table S2) according to new field data, with the overall aim of improving the 

determination of [CO3
2-]spec well above 180 µmolꞏkg-1. PAT15 did assume another 
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thermodynamic model for [CO3
2-]calc with regard to BY08 and EAS13 (Table S1). The authors 

kept using the e3/e2 term described by BY08 and proposed new values for log{CO3β1/e2} and e1 

(Table S2). The approach by PAT15 yielded [CO3
2-]spec that were accurate enough over a large 

range of amount of carbonate content (about 75 μmolꞏkg-1 – 260 μmolꞏkg-1) but the authors 

stated that further work would be required to assess the applicability of the new Pb(II) reagent 

and the refitted calibration functions for low-carbonate (i.e., at lower salinity) waters. PAT15 

attributed the observed residuals between observations and calculated values to the underlying 

chemical measurements of the input parameters for estimating [CO3
2-]calc, not to differences in 

the fitting protocols for characterizing the calibration functions, nor to the potential lack of 

applicability of the Pb(II) complexation model at high pH values.11  

The reviews by EAS13 and PAT15 aimed mainly to improve the parametrization of the 

complexation between Pb  and [CO3
2-]T by refitting the calibration functions of the terms in 

Equation (1) into values representative of natural seawater by enlarging the range of ocean 

conditions, mainly salinity, assessed to fit them (Table S1). The following review of the 

methodology by SHA17 deviates from this rationale and suggests that carbonate residuals 

between observations and calculated values are mainly attributable to the spectrophotometer 

equipment through potential calibration offsets of the particular spectrophotometer used for 

measuring the absorbances needed for obtaining the R data. Uncalibrated equipment might 

produce artifacts in the UV signal at the measured wavelengths, generating incongruent R and 

[CO3
2-]spec values. The authors also used Pb(ClO4)2 for measuring R. In SHA17, no perturbation 

correction (Equation (4)) was recommended. Instead, they reported an equation for correcting 

measured R as a function of a wavelength offset term (Equation (5)) (Table 1). SHA17 also 

recharacterized the calibration functions (Table S2). Additionally, the authors recommended 

recording Pb(II) absorbances at wavelengths surrounding the primary target wavelengths (e.g., 

233 nm, 234 nm, and 235 nm) because of the use of multi-wavelength measurement techniques 

in the future.  

Finally, SHA19 reported the most recent review of the calibration functions. The authors did not 

change the procedure to obtain R0 with regard to SHA17(Table S2) but extended the 

characterization of the terms over a broader range of salinity and temperature to enable in situ 

observations by combining field datasets from former works with laboratory data (Table S1).
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Table S1. Summary of fitting conditions for the characterization of the terms log{CO3β1/e2}, e1, 

and e3/e2 in Equation (1) for the five approaches of the spectrophotometric technique to measure 

carbonate ion in seawater abbreviated as BY08,6 EAS13,7 PAT15,8 SHA17,9 and SHA1910. SW 

stands for seawater. pHelectrode stands for seawater pH measured with an electrode calibrated on 

the total scale in natural seawater whose pH was determined with thymol blue dye, and pHpur 

stands for seawater pH on the total scale measured with purified m-cresol dye. DIC stands for 

dissolved inorganic carbon, and TA for total alkalinity, both in µmolꞏkg-1. S stands for salinity, t 

for temperature in ºC, [CO3
2-]calc is the amount of carbonate ion content calculated from paired 

measured CO2 variables, K1 and K2 stand for the first and second CO2 equilibrium constants, 

KHSO4 for the bisulfate constant, KB for the boric acid constant and TB for the total boron-to-

chlorinity ratio. R corresponds to de absorbance ratio of Pb(II) at two wavelengths (Equation 

(2)). R0 corresponds to the initial ratio before perturbation of the sample due to Pb(II) reagent 

addition for PAT15 (Equation (4)), and to the ratio corrected for wavelength offsets of the 

spectrophotometer for SHA17 and SHA19. Δλ241.1 is the spectrophotometer-specific wavelength 

offset at λ = 241.10 nm, defined as the wavelength location of a holmium oxide standard 

absorbance peak as specified by the manufacturer minus the wavelength at which the 

spectrophotometer reports the peak, which causes a reversal in the sign of Equation (5) with 

regard to SHA17. The [CO3
2-]spec precision (in µmolꞏkg-1 or %) and the [CO3

2-]spec standard 

uncertainty (in %) are reported for each method approach.  
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 a KHSO4 and KB in EAS13 added as R. Easley personal communication   

Table S1  BY08  EAS13 PAT15 SHA17 SHA19 
Pb(II) reagent  PbCl2 PbCl2 Pb(ClO4)2 Pb(ClO4)2 Pb(ClO4)2 

 [Pb(II); µmol∙L‐1] in 
10cm pathlength cuvette  7.5 7.5 15.2 15.2 15.2 

Region of study  - US West Coast and Arctic 
US East Coast and Gulf of 

Mexico 
US East and West coasts As in PAT15 and SHA17 

Laboratory data  yes (modified Gulf of 
Mexico SW) 

no no no 
yes (modified Gulf of Mexico 

SW) 

Measured CO2 system 
variables  pHelectrode, TA pHpur, DIC, TA pHpur, DIC, TA pHpur, DIC pHpur, DIC, TA 

[CO3
2‐]calc range 

in µmol∙kg‐1  68<[CO3
2-]calc<400 38<[CO3

2-]calc<258 73<[CO3
2-]calc<258 68<[CO3

2-]calc<258 As in PAT15 and SHA17 

S range   20<S<36 26.6<S<34.9 28.6<S<36.6 34.50<S<36.72 20<S<40 

CO2 system and other 
constants used 
for [CO3

2‐]calc 

K1&K2 Mehrbach et al.12 as 
refit by Dickson and 

Millero;13 KHSO4, KB and TB 
not reported 

K1&K2 Mehrbach et al. 12 as 
refit by Dickson and Millero;13 

KHSO4 Dickson,14a  
KB Dickson,15a  
TB not reported 

K1&K2 Lueker et al.,16  
KHSO4 Dickson,14 
TB Lee et al. 17 

As in PAT15 As in PAT15 

 t range  25 ºC ± 0.05 ºC 25 ºC ± 0.05 ºC 25 ºC ± 0.05 ºC 25 ºC ± 0.05 ºC 3  ºC < t ± 0.05 ºC  < 40 ºC 

Spectrophotometer  HP Agilent 8453 HP Agilent 8453 HP Agilent 8453 HP Agilent 8453 HP Agilent 8453 

Pb(II) reagent addition 
correction  not evaluated evaluated, no correction applied

evaluated, correction applied   
log(R-R0)= 

-17.6664R2+19.8995R-7.7324

evaluated, no correction 
applied 

evaluated, no correction 
applied 

Wavelength offset 
correction 

not identified not identified not identified identified                   
R0 = R + 0.0265 x Δλ241.1 

As in SHA17 

[CO3
2‐]spec precision, 

 in µmol∙kg‐1 or %  not reported ± 1.7, ± 2.28 % not reported ± 1.9  µmolꞏkg-1 ± 0.7 % 

[CO3
2‐]spec standard 

uncertainty in %  ± 2% or less ± 2.3 % ± 2.1 % ± 1.5 % ± 2 % 
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Table S2. Summary of the coefficients for the spectrophotometric terms in Equation (1) to 

calculate [CO3
2-]spec in seawater according to the five different approaches (Table S1). Each 

parameter is expressed with the general equation form of Z, following Sharp and Byrne.10 The 

different approaches are denoted as BY08,6 EAS13,7 PAT15,8 SHA17,9 and SHA19.10 S is 

salinity and t is temperature in ºC. Formulations by BY08, EAS13, PAT15, and SHA17 are 

referred to 25 ºC, being only salinity-dependent. The approach by SHA19 is also temperature-

dependent (Table S1). All coefficients apply to a pressure of 1 atm. 

 
   𝑍  𝑎 𝑏 𝑆 𝑏 𝑆  𝐶 𝑡 𝐶 𝑡 𝑑 𝑆𝑡 
 

Z     a0 ∙ 10  b0 ∙ 103  b1 ∙ 104  c0 ∙ 103  c1 ∙ 105  d0 ∙ 105 

log(β/e2) 

BY08  60.87 -84.95 9.36 - - - 
EAS13 55.13 -53.58 5.166 - - - 
PAT15 55.07074 -41.259 1.8 - - - 
SHA17 68.7057 -142.142 19.0892 - - - 
SHA19 55.6674 -51.0194 4.61423 - - -13.6998 

e1 

BY08  2.215 -0.5554 0.844 - - - 
EAS13 2.293 -0.5554 0.844 - - - 

PAT15 3.11907 -2.396 0.8 - - - 

SHA17 7.87458 -33.9648 5.83574 - - - 
SHA19 1.09519 4.49666 - 1.95519 2.4446 -2.01796 

e3/e2  

BY08  30.61 -87.3 9.363 - - - 
EAS13 30.91 -87.3 9.363 - - - 
PAT15 30.61 -87.3 9.363 - - - 
SHA17 25.2288 -38.3205 - - - - 
SHA19 32.4812 -79.7676 6.28521 -11.8691 -3.58709 32.5849 
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The calibration functions that describe log{CO3β1/e2}, e1, and e3/e2) in Equation (1) seem to have 

come up with differing values for them (Table S2). To better compare the effect of the differing 

values for these terms on [CO3
2-]spec, Equation (1) in the main manuscript can be algebraically 

transformed to express [CO3
2-]spec in µmolꞏkg-1 as follows: 

CO  10 ∗ 10 ∗  
1

𝑅 𝑒
 ∗  1 𝑅 ∗

𝑒
𝑒

    S4  

Figures S2 and S3 show the terms between brackets in Equation (S4) for the different 

approaches. The inset in Figure S2A shows [CO3
2-]spec at 25 ºC and salinity 35 as a function of 

R, which clearly increase as R decreases. For the same conditions in temperature and salinity, 

[CO3
2-]spec as a function of R by EAS13 is about 5 % higher than by BY08 at [CO3

2-]spec > 150 

µmol.kg-1 or R < 0.46, and about 5 % lower for higher R values (Figure S2A). PAT15, SHA17, 

and SHA19 approaches return [CO3
2-]spec values higher than BY08 for the whole R range, being 

larger than 10 % for [CO3
2-]spec > 150 µmolꞏkg-1 (R < 0.46), particularly with the PAT15 

approach (Figure S2A).  

The first term in Equation (S4), 10 ∗ 10  (in µmolꞏkg-1), is only marginally 

dependent on temperature when using SHA19 formulations, being mostly dependent on salinity 

for all the approaches (Table S2) and increases with it (inset in Figure S2B). This is directly 

linked to the presence of more carbonate ion content in higher salinity waters (Figure S1). This 

first term in Equation (S4) is similar for BY08 and EAS13, with EAS13 being slightly lower 

(Figure S2B). However, in PAT15, SHA17, and SHA19 the relation with salinity differs with 

regard to BY08 and also between them across the salinity range. Results among approaches are 

close between them at about ± 5 % only at salinity around 37 ± 1, except for SHA19. 

This first term in Equation (S4) 10 ∗ 10  is modulated upwards by   and 

downwards by 1 𝑅 ∗   (Figure S3). Regarding these two terms, the main changes in the 

evolution of the methodology relate to the   term (upper row in Figure S3), which is 

related to higher carbonate ion content (lower R values), where more remarkable inconsistencies 

between spectrophotometric and calculated carbonate ion content have been found.7–10,18 In this 

regard, the greatest changes were introduced by PAT15 and SHA19 (Figure S3C and S3E) in 

low salinity waters, while SHA17 introduced the changes for high salinity waters (Figure S3D). 

The term 1 𝑅   most strongly influences carbonate ion calculations at low carbonate 

content (Figure S3F-J) and has slightly changed with regard to BY08 overall. PAT15 reported 

the same coefficients for this term, being SHA17 and SHA19 who introduced the greatest 

modifications compared to BY08. 
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Figure S2. Comparison of the methodology approaches by EAS13, PAT15, SHA17, and 

SHA19 (Table S1) shown as factors with respect to the first approach by BY08: (A) [CO
3

2-
]

spec
 

reported at 25 ºC and salinity 35 as a function of the Pb(II) absorbance ratio (R; Equation (2)), 

and (B) the term 10 10  in Equation (S4) as a function of salinity. The 

corresponding insets in each panel show absolute results with the BY08 approach (both in 

µmolꞏkg-1; in blue). 

Figure S3. Comparison of the terms 1/ 𝑅 𝑒   (upper row) and [1 𝑅 𝑒 /𝑒   (lower 

row) in Equation (S4) for the five approaches in Table S1 as a function of the absorbance ratio 

(R; Equation (2)) and salinity. The corresponding formulations are in Table S2. All axes are 

dimensionless.   
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Appendix C. Terminology  

Terminology relative to measurement of CO2 parameters 

Accuracy. It refers to how close a measurement is to the correct (i.e., true) value for that 

measurement. Accuracy of CO2 measurements is assessed against Certified Reference 

Materials (CRMs), if available. In the case of TA and DIC, there are CRMs19 to assess the 

accuracy of the respective measurements. pH and [CO3
2-]spec lack CRMs and their accuracy 

can only be examined against the respective calculated values, from the AT and DIC 

certified values of a CRM. In the case of pH, Tris buffer is also used as a standard material to 

compare against, although it is not considered a reference material. 

Analytical Precision. It refers to how close is the agreement between repeated measurements 

that are repeated under the same conditions (i.e., the spread of the measured values one to 

another). In this study, precision is assessed as the standard deviation of a number of 

repeated measurements. 

Total standard uncertainty. It is an estimate of how much your measured values deviate from 

a standard or expected value (i.e., the amount by which the measurement differs from the 

expected value). If measurements are not accurate or precise, then the uncertainty of the 

measurements will be very high. Sources of uncertainty can have either a random or a 

systematic origin. For [CO3
2-]spec, SHA19 described in detail the distinction between the 

random and systematic components of standard uncertainty;  

The random uncertainty refers to the analytical precision of the measurements. SHA19 

estimated it at ± 0.7 % (Table S1).   

The systematic uncertainty refers to the uncertainty inherent to the fitting of the 

calibration functions (Table S2), which is based on [CO3
2-]calc (Appendix B). This 

component of uncertainty can cause a bias in [CO3
2-]spec due to the set of functions 

used. SHA19 estimated it at ±1.9 % in their approach.  

The resulting combined (random plus systematic) total standard uncertainty assigned to 

[CO3
2-]spec measurements amounts to ±2 % in SHA19, being consistent with previous 

approaches (Table S1). Hence, the total [CO3
2-]spec standard uncertainty considers both the 

measurement imprecision and uncertainty inherent to the calibration functions. 

Terminology relative to datasets description  

In this study, dataset description applies to carbonate ion residuals shown in the results section. 

Dispersion. Is a way of describing how scattered is a set of data. It refers to the variability or 

scatter of the data; when it is large, the data are widely scattered, while when it is small, 
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the data are clustered. Dispersion of data can be measured as the interquartile range (i.e. 

the difference between the 3rd and the 1st quartiles of the data; Figure 2) or as standard 

deviation (Table S4 and S5), among other measures of dispersion.  

The dispersion of carbonate ion residuals is related to the random component of [CO3
2-]spec 

uncertainty, through the photometric accuracy of the spectrophotometer used for 

measurement. 

Bias. It refers to the observed trend in carbonate ion residuals with regard to [CO3
2-]calc. [CO3

2-

]calc residuals can be biased towards positive or negative values, within or beyond the ± 4 % 

limit for internal consistency. 

The bias in carbonate ion residuals is related to the systematic component of [CO3
2-]spec 

uncertainty, through the wavelength accuracy of the spectrophotometer used for 

measurement.  

Terminology relative to measurement of absorbance 

The spectrophotometer specifications (Table S3) impact the random and systematic components 

of [CO3
2-]spec uncertainty, through the measurement of R (Equation (2)) values.  

 

Table S3. Technical specifications of the spectrophotometer models used in the determination 

of [CO3
2-]spec during the cruises shown in Table 1. Specifications of the spectrophotometer 

model (last column) used in the bibliography defining the [CO3
2-]spec approaches (Table S1) are 

also shown. The estimated absorbance ratio random uncertainty (R random uncertainty), 

according to the photometric accuracy, is also shown. Photometric accuracy is in absorbance 

units (A). 

  

Shimadzu 
UV2401 

(SHI2401) 

Shimadzu 
UV2600  

(SHI2600) 

Beckman 
DU800  

(BK800)a 

Perkin Elmer 
Lambda 850 

(PE850)  

Agilent  
UV8453 

Wavelength accuracy (nm) ± 0.3 ± 0.3 ± 0.5 ± 0.08 ± 0.5 
Wavelength repeatability (nm) ± 0.1 ± 0.05 ± 0.2 ± 0.02 ± 0.02 

Photometric Accuracy (A) ± 0.004 ± 0.003 ± 0.005 ± 0.003 ± 0.005 
Stray Light (%) < 0.015 < 0.005 < 0.05 < 0.00007 < 0.05 

R random uncertainty        ± 0.008    ± 0.006 ± 0.01 ± 0.006   ± 0.01 

aAll spectrophotometers are double beam except Beckman DU800 that is single beam. The 

Agilent UV8453 spectrophotometer, (Table S1) is also single beam. 
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Isosbestic point. In this study, it refers to the particular wavelength, in nanometers (nm), at 

which Pb(II) absorbance spectra shows the same value of absorbance at different conditions 

(i.e., at different [CO3
2-]). This is, the value of absorbance does not depend on [CO3

2-]. 

Photometric accuracy. It marks the ability of the equipment to discern absorbance values 

within limits of confidence. It is a source of random uncertainty in R. A spectrophotometer 

with low photometric accuracy will introduce more random noise in R measurements, 

resulting in more dispersed R measurements. Table S3 shows the value of R random 

uncertainty for each spectrophotometer, according to their respective photometric accuracy.  

Wavelength accuracy. It settles the capability of the equipment to read the absorbance at a 

given wavelength. It is a source of systematic uncertainty in R. This parameter can impact 

the accuracy of R measurements with regard to their true values and, thus, the goodness of 

the fitting of the set of functions (Table S2) due to the use of inaccurate R values. As 

reported in the Introduction and Appendix B, SAH17 proposed a correction to account for 

systematic offsets in R data (Equation (5)). 

Wavelength repeatability. It is the stability of wavelength measurement. A measured 

wavelength should not drift within a range of wavelengths; it must be stable within a 

specified wavelength repeatability. 

Stray light. This parameter introduces an error in the recorded absorbance, leading to negative 

deviations in Beer-Lambert’s Law, causing increasing deviations as absorbance increases. It 

affects the signal-to-noise ratio, causing increasing photometric underestimation as 

absorbance increases. It is a source of random uncertainty in R.    
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Appendix D. Δ[CO3
2-] uncertainty assessment: uncertainty in [CO3

2-]calc estimation. 

As described in Section 2.2 in the main text, the five sets of calibration functions (Table S2) 

reported for the determination of [CO3
2-]spec in seawater were assessed through the study of the 

magnitude and distribution of carbonate ion residuals (Δ[CO3
2-]). In this regard, [CO3

2-]calc are 

considered the reference or true values. The underlying reason for this is that the [CO3
2-]spec 

methodology is itself defined according to [CO3
2-]calc, through the characterization of the 

calibration functions that are fitted against [CO3
2-]calc, as explained in Appendix B. 

 The definition of Δ[CO3
2-] ([CO3

2-]spec - [CO3
2-]calc) in this study is the same as in EAS13, but 

opposite to BY08, PAT15, SHA17 and SHA19. Δ[CO3
2-] are studied with regard [CO3

2-]calc, 

evaluating whether [CO3
2-]spec are overestimated or underestimated regarding [CO3

2-]calc. Thus, 

Δ[CO3
2-] indicate how close are [CO3

2-]spec to the expected [CO3
2-]calc values and, thus, how good 

is the performance of a set of calibration functions. Until a scientific agreement is achieved on 

what methodological approach is the best to measure the most accurate [CO3
2-]spec and until a 

specific CRM will be available for this parameter, the five [CO3
2-]spec obtained among 

approaches should be considered all potentially true values to be examined against [CO3
2-]calc for 

accuracy. 

With regard to [CO3
2-]calc  in this study, the following remarks should be considered:  

1- Differences in [CO3
2-]calc obtained from either the pH-TA and DIC-TA input pairs are small 

(blue dots in Figure S4), showing absolute values with a mean and standard deviation of 1.9 

µmolꞏkg-1 ± 1.5 µmolꞏkg-1. As reported in the main text, all the results shown in this study 

were obtained with [CO3
2-]calc from pH-TA.  

2- The influence of the seawater model assumed for CO2 system calculations, which relies on 

the different thermodynamic options for K1 and K2, KHSO4 and TB constants assumed for 

calculating [CO3
2-]calc, is small when the pH-TA input pair is considered, within 1 µmolꞏkg-1 

(cyan dots in Figure S4). The two sets of thermodynamic constants tested with the CO2SYS 

package for MATLAB are (A) K1K2=10 (Lueker et al.16) and KHSO4 = 3 (Dickson14 and Lee 

et al.17), and (B) K1K2 = 4 (Mehrbach et al.12 as refit by Dickson and Millero13) and KHSO4 = 1 

(Dickson14 and Uppström20). Only these two sets of functions were used since these were the 

sets of constants used to assess [CO3
2-]calc in the five evolving approaches of the 

methodology, as shown in Table S1. 

3- If [CO3
2-]calc total uncertainty is reevaluated by readjusting measured pH values to pH values 

that would have been obtained using purified dye, according to Liu et al.21 (data for Sigma 

Aldrich, in their Figure 2), it increases by 0.8 % – 1.5 % over the [CO3
2-]calc study range. 

Hence, the use of unpurified dye for pH measurements in the merged dataset in this study is 

not relevant for the interpretation and discussion of the reported results.  
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4 - The total uncertainty propagated in [CO3
2-]calc through using the software errors, from Orr et 

al.,22 is proportional to the concentration itself. It ranges between 2.5 µmolꞏkg-1 and 4.5 

µmolꞏkg-1 for [CO3
2-]calc obtained with the DIC-TA pair (black dots in Figure S4), and 

between 2.5 µmolꞏkg-1 and 8 µmolꞏkg-1 for the pH-TA pair (red dots in Figure S4) within the 

[CO3
2-]calc study range (68 µmolꞏkg-1 – 252 µmolꞏkg-1), so from 3.7 % to 1.8 % with DIC-TA 

and from 3.7 % to 3.2 % with pH-TA.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure S4. Sources of uncertainty in the calculated carbonate ion content ([CO3
2-]calc,  in 

µmolꞏkg-1) based on the dataset of this study. All data are shown as absolute values. Blue 

symbols show the difference in [CO3
2-]calc between data estimated with the pH-TA and DIC-TA 

input pairs. The cyan symbols depict the range of differences between [CO3
2-]calc obtained from 

the pH-TA pair using two thermodynamic options in the CO2SYS package for MATLAB23 

[K1K2 = 10 (Lueker et al.16) and KHSO4 = 3 (Dickson14 & Lee et al.17) and K1K2 = 4 (Mehrbach et 

al.,12 as refit by Dickson and Millero13) and KHSO4 = 1 (Dickson14 and Uppström20)]. The black 

and red symbols depict the combined standard uncertainty in [CO3
2-]calc estimated from DIC-TA 

and pH-TA input pairs, respectively, based on the errors script by Orr et al.22 [standard 

uncertainties: 0.01 for pH, ± 3 µmolꞏkg-1 for DIC or TA (Section 2.1) and those in Table 1 in 

Orr et al.22 for the constants].   
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Mean Δ[CO3
2-] and standard deviation for each cruise in this study are shown in Table S4 (for 

the whole range of amount of [CO3
2-]calc content) and Table S5 (for low, medium, and high 

ranges of amount of [CO3
2-]calc content). Note that Tables S4 and S5 and the respective captions 

are shown in separated pages due to space reasons.  

Table S4. Mean ± standard deviation values of Δ[CO3
2-] (Δ[CO3

2-] = [CO3
2-]spec - [CO3

2-]calc; in 

µmolꞏkg-1) for each of the cruises in Table 1. The number of samples averaged is shown in 

parenthesis. The cruise alias and the spectrophotometer (SHI2401, SHI2600, PE850, or BK800; 

Table S3) used are indicated in the column headers. [CO3
2-]spec is calculated with five different 

formulations: BY08, EAS13, PAT15, SHA17, and SHA19 (Table S2); and Δ[CO3
2-] from data 

measured with PbCl2 or Pb(ClO4)2 are shown separately. [CO3
2-]calc is calculated with pH and 

TA. Calculations are at 25 ºC and 1 atm except for SHA19 that is at 1 atm and the exact 

temperature of analysis. The SHA17 and SHA19 approaches include a wavelength correction 

(Δλ; Table S1) that equals 0.2 nm for cruises where the SHI2600 was used (HOTMIX, MSM72, 

RADPROF, RADCOR, and iFADO; Table 1) and is null for the remaining cases. Δ[CO3
2-] < 4 

%, 4 % < Δ[CO3
2-] < 10 %, or Δ[CO3

2-] > 10 % are highlighted in green, orange and red, 

respectively. 

Table S5. Mean ± standard deviation values of Δ[CO3
2-] (Δ[CO3

2-] = [CO3
2-]spec – [CO3

2-]calc; in 

µmolꞏkg-1) for each of the cruises in Table 1 for three different [CO3
2-]calc ranges: [CO3

2-]calc < 

100 µmolꞏkg-1, 100 < [CO3
2-]calc < 180 µmolꞏkg-1, and [CO3

2-]calc > 180 µmolꞏkg-1, shown in the 

upper, middle and lower lines within each cell, respectively. The number of samples is shown in 

parenthesis. The cruise alias and the spectrophotometer (SHI2401, SHI2600, PE850, or BK800; 

Table S3) used are indicated in the column headers. [CO3
2-]spec is calculated with five different 

formulations: BY08, EAS13, PAT15, SHA17, and SHA19 (Table S2); and Δ[CO3
2-] from data 

measured with PbCl2 or Pb(ClO4)2 are shown separately. [CO3
2-]calc is calculated with pH and 

TA. Calculations are reported at 25 ºC and 1 atm except for SHA19 that is reported at 1 atm and 

the exact temperature of analysis. The SHA17 and SHA19 approaches include a wavelength 

correction (Δλ; Table S1) that equals 0.2 nm for cruises where the SHI2600 was used 

(HOTMIX, MSM72, RADPROF, RADCOR, and iFADO; Table 1) and is null for the remaining 

cases. Δ[CO3
2-] < 4 %, 4 % < Δ[CO3

2-] < 10 %, or Δ[CO3
2-] > 10 % are highlighted, in green, 

orange and red, respectively. 
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Table S4 
CAIBOX 
PE850 

MOC2 
SHI2401 

HOTMIX 
SHI2600 

OVIDE 
PE850 

TALPRO 
BK800 

MEDWAVES 
PE850 

MSM72 
SHI2600 

RADPROF 
SHI2600 

RADCOR 
SHI2600 

iFADO 
SHI2600 

iFADO 2 
PE850 

BY08 

P
b
C
l 2
 

4.2 ± 2.7 (272) 1 ± 4 (625)  ‐4.7 ± 5.6
(321)  0.6 ± 2.8 (196)       4.4 ± 3.7 (48) 0.8 ± 6.2 (127)  1.9 ± 1.5 (28)  ‐4.5± 3.1 (33) 

P
b
(C
lO

4)
2
 

       
‐5.4 ± 11.6 

(111)  ‐12.8 ± 3.6 (294) ‐12.8 ± 3.6 
(294)  ‐1.0 ± 2.7 (44) 1.4 ± 5.7 (72)  ‐4.6 ± 3.3 (32)  ‐11.2 ± 3.3 

(34) 

EAS13 

P
b
C
l 2
 

2.5 ± 2.7 (272) ‐0.8 ± 3.5 (625)  ‐5.4 ± 5.4 
(321) 

‐1.4 ± 2.9 
(196)        2.6 ± 4.1 (48) 0.3 ± 6.2 (127)  ‐0.1 ± 1.8 (28)  ‐6.4 ± 3.1 (33) 

P
b
(C
lO

4)
2
 

       
‐6.3 ± 12.1 

(111)  ‐21.3 ± 6.2 (147) ‐13.8 ± 3.5 
(294)  ‐3.1 ± 2.9 (44) 0.2 ± 5.6 (72)  ‐6.8 ± 3 (32)  ‐13.3 ± 2.8  

(34) 

PAT15 

P
b
C
l 2
 

24.4 ± 7.7 
(272)  17.4 ± 10.4 (625)  33.9 ± 7.9 

(321) 
17.2 ± 4.9 
(196)       

22.9 ± 6.3 
(48)  26.2 ± 7.7 (127) 20 ± 5.6 (28)  14.2 ± 5.4 

(33) 

P
b
(C
lO

4)
2 

       
35.0 ± 14.4 

(111)  ‐0.4 ± 3.2 (147)  27.7 ± 4.7 (294) 16.2 ± 4.9 
(44)  25.0 ± 5.9 (72)  12.2 ± 3.2 

(32)  5.8 ± 2.4 (34) 

SHA17 

P
b
C
l 2
 

16.2 ± 5.1 
(272)  10.6 ± 6.2 (625)  9.4 ± 4.4 (321) 10.4 ± 3.5 

(196)        8.8 ± 4.1 (48) 7.2 ± 6.5 (127)  6.1 ± 2.4 (28)  6.5 ± 3.8 (33) 

P
b
(C
lO

4
) 2
 

       
20.6 ± 13.9 

(111)  ‐8.1 ± 3.6 (147)  2.5 ± 3.6 (294)  2.9 ± 2.9 (44) 7.3 ± 5.6 (72)  ‐0.8 ± 2.6 (32)  ‐1.2 ± 1.4 (34) 

SHA19 

P
b
C
l 2
 

20.3 ± 5.7 
(272)  12.6 ± 6.7 (625)  12.6 ± 6.7 

(625) 
11.4 ± 3.8 
(196)       

10.8 ± 4.2 
(48)  9.8 ± 5.9 (127)  7.3 ± 2.5 (28)  6.0 ± 3.8 (33) 

P
b
(C
lO

4)
2 

       
22.6 ± 13.5 

(111)  ‐7.4 ± 3.4 (147)  0.7 ± 3.1 (294)  4.8 ± 3.1 (44) 8.6 ± 4.6 (72)  0.1 ± 2.4 (32)  ‐1.7 ± 1.7 (34) 
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Table  S5 
CAIBOX 
PE850 

MOC2 
SHI2401 

HOTMIX 
SHI2600 

OVIDE 
PE850 

TALPRO 
BK800 

MEDWAVES 
PE850 

MSM72 
SHI2600 

RADPROF 
SHI2600 

RADCOR 
SHI2600 

iFADO 
SHI2600 

iFADO 2 
PE850 

BY08 
P
b
C
l 2
  ‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   

4.5 ± 2.4 (236)   
2.7 ± 4.1 (36) 

2.3 ± 1.7 (238)    
1.6 ± 3.2 (299)    
‐4.3 ± 6.3 (88) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
1.8 ± 2.5 (47)      
‐5.8 ± 5.3 (274)

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
0.7 ± 2.7 (188)    
‐2.4 ± 3.3 (8)       

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
4.3 ± 3.8 (45)   
6.1 ± 3.1 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
1.4 ± 5.3 (98)      
‐1.1 ± 8.1 (29) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
1.8 ± 1.5 (25)   
2.6 ± 1.6 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐       
‐4 ± 2.5 (26)      
‐6.3 ± 4.5 (7) 

P
b
(C
lO

4
) 2
 

       

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐            
5.4 ± 11.6 
(111) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐          
‐16 ± 4.0 (114)    
‐28.4 ± 3.4 (33) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐         
‐9.9 ± 2.7 (3)       
‐12.9 ± 3.6 
(291) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐       
‐1 ± 2.7 (41)     
‐1.9 ± 1.7 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
2.3 ± 5.2 (62)      
‐4.6 ± 4.6 (10) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
‐3.6 ± 1.6 
(28)            ‐
11.7 ± 3.7 (4) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    
9.8 ± 1.8 (27)    
‐16.4 ± 2.3 (7) 

EAS13 

P
b
C
l 2
  ‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   

2.4 ± 2.4 (236)    
3.2 ± 4.2 (36) 

‐0.5 ± 1.7 (238)  
‐0.7 ± 3.3 (299)  
‐1.9 ± 6.5 (88) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐          
‐0.4 ± 2.6 (47)     
‐6.2 ± 5.2 (274)

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐        
‐1.4 ± 2.9 (188)  
‐2.2 ± 3.6 (8)       

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
2.3 ± 4 (45)    
6.6 ± 3.3 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
0.6 ± 5.5 (98)      
‐0.6 ± 8.3 (29) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐      
‐0.4 ± 1.5 
(25)     
2.6 ± 1.6 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
‐6.3 ± 2.5 (26)  
‐6.7 ± 4.9 (7) 

P
b
(C
lO

4
) 2
 

       

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐            
6.3 ± 12.1 (111) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐          
‐18.7 ± 3.9 
(114)                ‐
30.3 ± 3.5 (33) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐         
‐11.9 ± 3.2 (3)     
‐13.8 ± 3.5 
(291) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐       
‐3.2 ± 2.9 
(41)                
‐1.9 ± 1.7 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    
1.0 ± 5.3 (62)      
‐4.6 ± 4.8 (10) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
‐6 ± 1.8 (28)    
‐12.4 ± 3.9 
(4) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
‐12.3 ± 1.9 
(27)     
‐17.3 ± 2.3 (7) 

PAT15 

P
b
C
l 2
  ‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   

22 ± 4.3 (236)    
40.0 ± 6.2 (36) 

10.7 ± 2.2 
(238)     
16.3 ± 4.5 
(299)     
39.5 ± 8.2 (88) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
19.7 ± 4.6 (47)    
36.3 ± 5.4 
(274) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
16.7 ± 4.2 
(188)    
 29.0 ± 4.5 (8) 

     

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
21.9 ± 5.0 
(45)     
38.1 ± 4.1 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
25.5 ± 6.7 (98)    
28.8 ± 10.1 
(29) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
18.4 ± 3.1 
(25)      
33.3 ± 1.5 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
12.1 ± 2.7 
(26)     
21.9 ± 6.2 (7) 

P
b
(C
lO

4
) 2
 

       

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐              
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    
35.0 ± 14.4 (111) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐          
‐0.7 ± 2.6 (114)   
0.4 ± 4.8 (33) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
20.4 ± 0.6 (3)    
27.8 ± 4.7 
(291) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
15.3 ± 3.8 
(41)     
27.9 ± 2.2 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
25.2 ± 5.9 (62)    
23.8 ± 5.9 (10) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
11.8 ± 2.9 
(28)     
14.9 ± 4.5 (4) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
5.0 ± 1.3 (27)    
9.2 ± 2.7 (7) 

SHA17 

P
b
C
l 2
  ‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    

14.8 ± 3.2 
(236)    
25.4 ± 5.3 (36) 

6.9 ± 2 (238)    
10.2 ± 3.7 
(299)     
22 ± 7.2 (88) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐  
6 ± 2.7 (47)    
10.0 ± 4.4 
(274) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
10.1 ± 3.3 
(188)    
16.3 ± 4 (8) 

     

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
8.4 ± 3.9 (45)   
14.4 ± 3.3 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
7.4 ± 5.7 (98)    
6.5 ± 8.7 (29) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
5.6 ± 1.8 (25)   
10.6 ± 1.6 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
5.4 ± 2.3 (26)   
10.5 ± 5.5 (7) 

P
b
(C
lO

4
) 2
 

       

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐              
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    
20.6 ± 13.9 (111) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐          
‐7.2 ± 2.8 (114)   
‐11.4 ± 4.2 (33) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐         
‐0.4 ± 1.1 (3)    
2.5 ± 3.6 (291) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
2.7 ± 2.8 (41)   
5.8 ± 1.7 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    
8 ± 5.4 (62)    
2.6 ± 5 (10) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
‐0.2 ± 1.8 
(28)     
‐4.9 ± 3.9 (4) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
‐1.2 ± 1.0 (27)  
‐1.2 ± 2.5 (7) 

SHA19 

P
b
C
l 2
  ‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    

18.6 ± 3.5 
(236)    
31.5 ± 4.1 (36) 

8.1 ± 2 (238)    
12.3 ± 3.9 
(299)     
25.5 ± 6.4 (88) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    
6.0 ± 2.9 (47)    
8.6 ± 4.3 (274) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
11.1 ± 3.4 
(188)     
18.3 ± 5 (8) 

     

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
10.3 ± 3.8 
(45)     
18.0 ± 3.4 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
9.1 ± 5.4 (98)    
12.3 ± 7 (29) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
6.7 ± 1.7 (25)   
12.7 ± 2.1 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
4.9 ± 2.8 (26)    
9.9 ± 4.8 (7) 

P
b
(C
lO

4
) 2
 

       

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    
22.6 ± 13.5 (111) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐          
‐6.5 ± 2.7 (114)   
‐10.3 ± 4.0 (33) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
0.6 ± 1.9 (3)   
0.7 ± 3.1 (291) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
4.5 ± 2.9 (41)   
9.3 ± 1.7 (3) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐   
9.1 ± 4.5 (62)    
5.3 ± 3.8 (10) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
0.6 ± 1.9 (28)   
‐3.4 ± 2.9 (4) 

‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐     
‐1.6 ± 1.3 (27)  
‐1.8 ± 2.9 (7) 
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Appendix E. Δ[CO3
2-] uncertainty assessment: [CO3

2-]spec uncertainty related to the 

absorbance ratio. Monte Carlo analysis. 

The random uncertainty inherent to the methodology for [CO3
2]spec determination was tested 

with a Monte Carlo analysis. To examine the minimum random errors that could be ascribed to 

R measurements, the value of ±0.006 was selected to perform the corresponding perturbations, 

because it is the lowest value for R uncertainty derived from the respective photometric 

accuracy specifications of all spectrophotometers used in this study (Table S3). It derives from 

PE850 and SHI2600, in particular.  

The Monte Carlo analysis modifies R measurements according to a random value from a normal 

distribution with a mean of zero and a standard deviation of 0.006/2. The perturbed R values are 

used with the EAS13 approach to obtain [CO3
2]spec perturbed values that are used to calculate 

Δ[CO3
2-]. Figure S5 shows the corresponding results for R data measured with PbCl2, 

highlighting that Δ[CO3
2-] have larger random uncertainty at higher values of [CO3

2-]calc, 

particularly at [CO3
2-]calc > 180 μmolꞏkg−1. The same results were found for data measured with 

Pb(ClO4)2 (data not shown). Consequently, even higher random uncertainty would be expected 

for R data measured with the remaining spectrophotometers (BK800 and SHI2401), including 

the model used for defining the spectrophotometric parameters in Equation (S4), UV8453, since 

all of them have higher uncertainty in photometric accuracy than PE850 and SHI2600 (Table 

S3).  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S5. Red dots correspond to [CO3
2-]spec obtained with the EAS13 approach minus [CO3

2-

]calc (Δ[CO3
2-]-EAS13 = [CO3

2-]spec - [CO3
2-]calc; in µmolꞏkg-1) as a function of [CO3

2-]calc 

(calculated from pH and TA), for all PbCl2 data among cruises in Table 1. Blue dots correspond 

to a Monte Carlo analysis showing the difference between Δ[CO3
2-]-MC and Δ[CO3

2-]-EAS13. 

Δ[CO3
2-]-MC correspond to perturbed [CO3

2-]spec determined with the EAS13 approach (but on 

R data perturbed introducing random errors of ±0.006) minus [CO3
2-]calc (in µmolꞏkg-1). 
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Appendix F: Δ[CO3
2-] uncertainty assessment: [CO3

2-]spec uncertainty related to the 

absorbance ratio. Absorbance measurements with both Pb(II) reagents and different 

spectrophotometers. 

During the RADPROF and iFADO cruises, discrete R values were measured on replicate 

samples, using PbCl2 and Pb(ClO4)2 to obtain [CO3
2-]spec with the SHI2600 (Table 1). During the 

iFADO cruise, both SHI2600 and PE850 were used with the two reagents for measuring 

discrete R values. Additionally, during the iFADO cruise, scan readings from 220 nm to 370 nm 

were performed in quadruplicate samples. Using both reagents and SHI2600 and PE850, three 

to five scans per sample were recorded with sampling intervals of 0.5 nm or 1 nm, in different 

exercises, and averaged to obtain a mean and standard deviation absorbance value by 

wavelength. Mean and standard deviation absorbances were obtained at discrete target 

wavelengths, λ, from each mean scan by averaging values about ± 2 nm from the target λ: 234A, 

250A and 350A. Corresponding results by reagent and spectrophotometer are shown in Figures S6 

and S7.  

 

 

 

 

 

 

 

 

 

 

Figure S6. Comparison of Pb(II) absorbance between the SHI2600 and the PE850 

spectrophotometers at (A, C) λ= 234 nm and (B, D) λ= 250 nm wavelengths for sample 

replicates measured using PbCl2 (upper panels) and Pb(ClO4)2 (lower panels) during the iFADO 

cruise. Absorbance readings at 234 nm and 250 nm are corrected for the background absorbance 

at 350 nm. Points and error bars correspond to the mean and standard deviations of absorbance 

measurements about ± 2 nm from the target λ values. 
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Figure S7. Relationship between Pb(II) absorbance at λ = 234 nm and λ = 250 nm wavelengths 

for sample replicates measured with the SHI2600 (in blue) and the PE850 (in red) 

spectrophotometers, using (A) PbCl2 and (B) Pb(ClO4)2 during the iFADO cruise. Both 

absorbance readings are corrected for the background absorbance at 350 nm. Points and error 

bars correspond to the mean and standard deviations of absorbance measurements about ± 2 nm 

from the target λ values. (C) Comparison of R values (R = [(250A – 350A)/(234A – 350A)]) between 

spectrophotometers using PbCl2 (black squares) and Pb(ClO4)2 (pink triangles).  
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