Classical and cubic Rashba effect in the presence of in-plane 4f magnetism at the iridium silicide surface of the antiferromagnet GdIr$_2$Si$_2$
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We present a combined experimental and theoretical study of the two-dimensional electron states at the iridium-silicide surface of the antiferromagnet GdIr$_2$Si$_2$ above and below the Néel temperature. Using angle-resolved photoemission spectroscopy (ARPES) we find a significant spin-orbit splitting of the surface states in the paramagnetic phase. By means of ab initio density-functional-theory (DFT) calculations we establish that the surface electron states that reside in the projected band gap around the M point exhibit very different spin structures which are governed by the conventional and the cubic Rashba effect. The latter is reflected in a triple spin winding, i.e., the surface electron spin reveals three complete rotations upon moving once around the constant energy contours. Below the Néel temperature, our ARPES measurements show an intricate photoemission intensity picture characteristic of a complex magnetic domain structure. The orientation of the domains, however, can be clarified from a comparative analysis of the ARPES data and their DFT modeling. To characterize a single magnetic domain picture, we resort to the calculations and scrutinize the interplay of the Rashba spin-orbit coupling field with the in-plane exchange field, provided by the ferromagnetically ordered 4f moments of the near-surface Gd layer.
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I. INTRODUCTION

Spin-orbit coupling (SOC) in a noncentrosymmetric environment leads to the momentum-dependent splitting of otherwise spin-degenerate electron-energy bands that is known as Rashba SOC effect [1–3]. The spin degeneracy is lifted not only for the itinerant spd-electron states [4], but the narrow bands originating from the highly localized 4f states which are intrinsic for the heavy-fermion materials exhibit the fine spin splitting, too [5]. As beautiful playground for systematic studies of the emergence of the Rashba SOC effect and its properties serves the Si-terminated (001) surface of RET$_2$Si$_2$ intermetallic materials (RE - rare earth, T - transition metal), where the strength of the Rashba SOC can be tuned by choosing suitable transition metal atoms. It increases by exchanging Co for Rh atoms and further for Ir. Consequently, the Rashba effect will be weak for Co 3d electrons, while it will be greatly enhanced for Ir 5d orbitals. Further, combination of the Rashba SOC effect with exchange magnetic [6] or Kondo interactions [5] allows for a gentle tuning of the spin-polarized carriers’ properties such as their group velocity and spin structure [5–8].

In the recent past, we have performed a systematic study of the surface electronic structure of the aforementioned RET$_2$Si$_2$ systems by means of angle- and spin-resolved photoemission spectroscopy (ARPES and SARPES) [6,7,9–14]. Complementary theoretical studies in the frame of density functional theory (DFT) and effective k · p models have been proven powerful tools for gaining a deeper understanding of the formation of the surface states and their properties [7,15,16]. We believe that the remarkable agreement between experimental and theoretical studies obtained for RET$_2$Si$_2$ systems creates a sound basis for further investigations and the search for materials where similar or more unusual magnetic properties at the surface can be established theoretically first by means of DFT computations.

At the surface of RET$_2$Si$_2$ materials, the two-dimensional electron states form in the topmost Si-T-Si-RE block with...
a large contribution of transition metal d states, which appear to be the driving force for the Rashba SOC. In that regard, an increase of the surface states’ Rashba splitting is achieved by replacing the 4d element Rh (Z = 45) by iso-electronic, 5d Ir (Z = 77). For both Rh and Ir compounds the splitting of the surface electron bands comes along with a characteristic spin polarization. In a textbook example of a classical Rashba system, i.e. the nearly-free two-dimensional electron gas, spin and momentum k are locked orthogonal to each other and spin performs one complete rotation by 2π around the circular constant-energy contours (CECs) without changing its chirality [1]. Thus, for a classical Rashba system, we speak of a single winding of the electron spin around the CECs. A less common realization of the Rashba effect was recently discovered in the RET₂Si₂ family of materials [17]. Within a combined ARPES and DFT study performed on the iridium-silicide surface of the mixed-valent material EuIr₂Si₂ [6], for one of the surface states residing in a large projected gap around the M point an unusual triple winding of the electron spin along the CECs was reported. The peculiar property of EuIr₂Si₂ is that being nonmagnetic in the bulk, it reveals strong and tunable magnetism at the surface where both SOC and exchange magnetism are involved. Moreover, its Si- and Eu-terminated surfaces and the respective subsurface areas reveal properties and temperature scales that are quite different from each other and from the bulk of the crystal [18]. Shortly afterwards, the aforementioned and computationally determined triple winding spin structure has been experimentally confirmed by an ARPES study of the similar surface state in the antiferromagnet TbRh₂Si₂ [7].

The triple winding spin structure consists in three complete rotations of the electron spin by 2π upon moving once around the CECs. To gain deeper insight into the origin of the triple winding and the underlying difference to a single rotation of the spin a k·p model was introduced [7]. The respective (2 × 2) Hamiltonian includes two terms which account for the Rashba-like SOC: a term linear in k, \( H_R^{(1)} \propto \sigma \cdot \mathbf{B}_R^{(1)} \), with the effective magnetic field \( \mathbf{B}_R^{(1)} = k (\sin \varphi_k, -\cos \varphi_k, 0) \), and a term with a k³ dependence, \( H_R^{(3)} \propto \sigma \cdot \mathbf{B}_R^{(3)} \), with the effective magnetic field \( \mathbf{B}_R^{(3)} = k^3 (\sin 3\varphi_k, \cos 3\varphi_k, 0) \). Here, \( \sigma \) is the vector of Pauli matrices and \( \varphi_k \) describes the polar angle of \( \mathbf{k} \) with respect to the M point of the surface Brillouin zone (SBZ). Value and sign of the superscript in \( H_R \) and \( \mathbf{B}_R \) refer to number and sense of rotation of the spin around the CECs (for a detailed description see below, Sec. III C). For the complete description of the k·p model we refer to Ref. [7]. The effective magnetic field aligns the spins parallel or antiparallel with the field direction. Thus the term with the linear dependence on \( \mathbf{k} \) results in a single winding of the spin, also referred to as linear Rashba effect, while the triple winding is a consequence of the k³-dependent term and will therefore be referred to as cubic Rashba effect. Note that the surface states are subject to both the linear and the cubic Rashba effect simultaneously, but typically one of the two dominates. We also wish to note that an unusual spin structure, which is not described by the conventional Rashba model has been already detected for semiconducting and metallic two-dimensional electron systems [19,20]. Further, for many members of the RET₂Si₂ family the 4f moments order magnetically at low temperatures. Most of these systems are antiferromagnets with ferromagnetically ordered rare-earth planes stacked antiferromagnetically along the c axis [21–23]. The interplay between the emerging magnetic order of the 4f moments in the fourth, subsurface layer and the itinerant surface state electrons leads to fascinating modifications of the Rashba-induced spin polarization and energy splittings which strongly depend on the actual orientation of the 4f magnetic moments [24–27]. In TbRh₂Si₂, the 4f moments point along the c axis. The c axis thus defines the direction in which the exchange field acts on the spins of the surface electrons, which, as a result, loose their in-plane locking and acquire a large \( S_z \) component. The modified spin texture is accompanied by an enhancement of the energy splittings. Since the out-of-plane exchange field is perpendicular to the in-plane spin-orbit field, the triple winding of the in-plane spin components is preserved in the magnetic phase of TbRh₂Si₂.

Even more interesting is the situation in which spin-orbit and exchange fields both act within the ab plane as it is the case in EuIr₂Si₂ or GdIr₂Si₂. The in-plane magnetic order breaks the C₄ᵥ symmetry of the surface. ARPES studies of the Si surface in EuIr₂Si₂ revealed that this, in combination with SOC, leads to strong asymmetries in the band dispersions along those paths in the SBZ that run perpendicular to the magnetization direction, [100] [6]. The potential energy of a magnetic moment in a magnetic field \( \mathbf{B} \) is \( E = -\mu \mathbf{B} \). If we identify \( \mu \) with the magnetic moment of the spin and \( \mathbf{B} \) with the effective field describing the exchange interaction, we find that directly coupled states with a moment parallel to \( \mathbf{B} \) are lowered and states with a moment antiparallel to \( \mathbf{B} \) are raised in energy. For a more elaborate description we refer to Ref. [28]. Here, we would like to point out that in RET₂Si₂ systems bulk magnetism is not a necessary condition for magnetically active surface states. The surface state electrons are only sensitive to the subsurface rare earth layer (fourth atomic layer). As it was already mentioned, mixed-valent EuIr₂Si₂ has a nonmagnetic ground state because the valence of the Eu atoms fluctuates between the magnetic Eu³⁺ and nonmagnetic Eu²⁺ configurations [29,30]. Only in the subsurface layer Eu behaves divalently and its 4f moments order magnetically below 48 K, making the observation of the discussed effect possible [6].

In this paper, we focus on the new antiferromagnetic material GdIr₂Si₂ [21], where the spin properties of the surface electron states at its iridium-silicide surface are governed by both SOC and exchange magnetism of similar strength, that is in difference to TbRh₂Si₂ mentioned above [7]. Also, in the AFM phase of the TbRh₂Si₂ system, the Tb 4f moments are oriented along the c axis due to their coupling to the crystal-electric field. For GdIr₂Si₂, we will explore both the cubic and the classical Rashba effect and study how the spin structure of the surface states will be affected when the strong and robust in-plane magnetism from the Gd 4f moments sets in. Nowadays, precise attention to the antiferromagnetic systems, and in particular, to their magnetically active surfaces, is motivated by the rapidly emerging subfield of spintronics that deals with antiferromagnets [31]. In regard of GdIr₂Si₂, we also wish to add that this material
seems quite attractive for investigating magnetic domains and their properties at its iridium-silicide surface. For example: How do the domains appear and evolve with temperature? How does the surface couple to domains in the bulk? [32] What kind of domain walls are formed? [33,34] All these points could be a subject of further studies on GdIr2Si2. We believe that interesting fundamental physics linked to magnetic domains can be uncovered, and further application of nanospot techniques like nano-ARPES and spin-resolved photoemission electron microscopy (PEEM) could help to unravel them.

More precisely now, we explore here the spin properties of the two-dimensional electron states trapped at the Si-Ir-Si-Gd surface block of the antiferromagnet GdIr2Si2 ($T_N = 86$ K) for the paramagnetic (PM) and antiferromagnetic (AFM) phases. For this purpose, we employ ARPES and DFT. The respective properties are governed: exclusively by the Rashba and exchange fields for the AFM phase of GdIr2Si2. Like in many other RET2Si2 materials, the magnetic structure of GdIr2Si2 consists in ferromagnetic Gd layers in the $ab$ planes coupled antiferromagnetically to each other along the $c$ axis and separated by Si-Ir-Si trilayers [21]. Note, that since the orientation of the magnetization stemming from the ordered Gd 4$f$ magnetic moments within the surface Si-Ir-Si-Gd block remained unknown, we considered two cases in our DFT calculations. Namely, we have evaluated the spin structure of the surface electron states in the AFM phase when the staggered magnetization is directed along the [100] and [110] directions within the basal $ab$ plane. We considered these two limiting cases for the following reason: In light of our recently performed time-resolved experiments on the antiferromagnet GdRh2Si2 [32], the direction of the Gd 4$f$ moments reveals a temperature dependence which changes the easy magnetization axis. Such a “swimming” property of the magnetization as a function of temperature is not yet known for GdIr2Si2 but it cannot be excluded.

We wish to note that although the surface electronic structure for the PM phase of GdIr2Si2 can be quite nicely explored experimentally by means of conventional ARPES, its application to the AFM phase turns out to be quite challenging due to the appearance of multiple magnetic domains and steps at the surface. This leads to the observation of a complicated surface band structure in the ARPES patterns, which is difficult to reliably disentangle. Before, we experienced similar difficulties in the frame of our studies on EuIr2Si2. However, for EuIr2Si2 we were still able to obtain data from a single magnetic domain. This was not the case for GdIr2Si2 since the AFM order essentially complicates such a direct study. In the following, we will therefore discuss the AFM phase mainly in the frame of our theoretical results obtained from DFT calculations. In the end, thorough DFT modeling of different domain scenarios and comparison to our experimental results gives strong evidence that at 23 K the easy magnetization axis is along the [110] direction.

II. COMPOUND INFORMATION AND METHODS

GdIr2Si2 crystallizes in the tetragonal body-centered ThCr2Si2-type structure, characterized by space group $I4/mmm$. The interlayer antiferromagnetic order reduces the symmetry to $P4/mmm$. Corresponding bulk and surface Brillouin zones (SBZ) are shown in Figs. 1(a) and 1(b). The Gd moments order ferromagnetically within the $ab$ plane while the actual in-plane orientation of the moments is not experimentally clarified yet. Consecutive Gd planes are well separated by Si-Ir-Si trilayer blocks and stacked antiferromagnetically along the $c$ axis. The crystal structure of the Si-terminated (001) surface of GdIr2Si2 is presented in Fig. 1(c).

For our ARPES experiments we cleaved GdIr2Si2 single crystalline samples [21] in situ under ultra-high-vacuum conditions. The ARPES experiments were performed at the Bloch beamline at the MAX IV laboratory [35]. The data for the PM phase were acquired at a temperature of about 120 K, while the measurements for the AFM phase were performed at a temperature of about 23 K. In both cases, we used linear horizontal light polarization and a photon energy of $h\nu = 55$ eV.

The electronic structure was calculated in the frame of DFT using the full-potential local-orbital minimum-basis code FPLO [36]. We applied the DFT + $U$ approach within the generalized gradient approximation (GGA) of Perdew, Burke, and Ernzerhof for the exchange-correlation functional, and $U = 6.7$ eV, $J = 0.7$ eV (Slater parameters $F_0 = 6.7, F_2 = 8.3, F_4 = 5.7, F_6 = 4.1$) for the Gd 4$f$ electrons. Starting...
from the experimental values for the lattice parameters, we minimized the total energy with respect to the lattice constants \(a\) and \(c\) as well as the \(z\) position of Si in a scalar-relativistic setting for the antiferromagnetic configuration. The obtained values for \(a, c\) and \(z_{\text{Si}}\) deviate from the experimental ones by about +1%. In all further calculations the optimized lattice parameters were used. Fully relativistic calculations were performed for bulk and surface electronic structure. To model the surface we built a slab of 16 atomic layers with a Si- and a Gd-terminated surface. For the PM phase, we applied the open surface we built a slab of 16 atomic layers with a Si- and a Gd-terminated surface we built a slab of 16 atomic layers with a Si- and a Gd-terminated surface. That is, the 4\(f\) electrons are removed from the valence basis and treated as core electrons with a fixed occupancy. The correctness and completeness of all results was validated by comparison to respective calculations using the projector augmented wave (PAW) method (VASP code) [37,38], where the basis set consists of plane waves.

III. RESULTS AND DISCUSSION

A. Dispersion of the surface states in the paramagnetic phase

We begin with introducing the surface states of Si-terminated \(\text{GdIr}_2\text{Si}_2\) (001). A comparison with spectra taken from a Gd-terminated surface can be found in Ref. [39] (Fig. S1). In Fig. 2(a), we show a respective ARPES map taken along \(\overline{X-M-X}\) at a temperature of 120 K, that is notably above the Néel temperature \(T_N = 86\) K. In Fig. 2(b), the corresponding DFT band structure is given. The surface states residing in the projected bulk band gap are labeled \(\alpha\), \(\beta\), and \(\gamma\). They are clearly distinguishable in the ARPES map and well reproduced by the DFT calculation. Only for the \(\gamma\) state there is some discrepancy in binding energy between experiment and theory. Namely, ARPES reveals that only the very bottom of the band is occupied while the larger, unoccupied part of the \(\gamma\) band lies above the Fermi level and is thus not accessible to photoemission. In the calculation, the band is shifted by about 150 meV towards higher binding energies as compared to the experiment. The origin of this discrepancy lies in the surface relaxation effect. The \(\gamma\) band is mainly formed by states of the surface Si (whose contribution is about 83%) and the adjacent Ir layer (14%). Therefore its energy position is extremely sensitive to the interlayer spacing between the two atomic layers. A slight shift of the topmost layer comes along with an energy shift of the \(\gamma\) band. Apparently, DFT overestimates the interlayer spacing between the surface Si and the adjacent Ir layer causing the \(\gamma\) band to appear at higher binding energies. For a detailed discussion of the relaxation effect we refer to Ref. [39] (Fig. S2 and related discussion).

The dispersion and energy positions of the \(\alpha\) and \(\beta\) states are nicely captured by the calculation. In the \(\overline{M}\) point, the \(\alpha\) state is built by \(\propto\) \(3p\) of Si, by \(\propto 34\)% of Ir 5\(d\) and by \(\propto 7\)% of Gd 5\(d\) and Gd 5\(d\) derived orbitals. For the \(\beta\) state, we find a similar orbital composition. The Rashba-like SOC manifests itself in a large and symmetric spin splitting of the \(\alpha\), \(\beta\), and \(\gamma\) bands, that otherwise would be doubly degenerate (see Ref. [39], Fig. S4(a)).

B. Dispersion of the surface states in the magnetic phase

To clarify the changes of the surface states when going from the PM to the AFM phase, we compare in Fig. 3 ARPES spectra measured above \(T_N\) at 120 K, Figs. 3(a) and 3(b), with spectra taken below \(T_N\) at 23 K, Figs. 3(c) and 3(d). For this purpose, we show the high-symmetry cuts along \(\overline{X-M-X}\) in Figs. 3(a) and 3(c) for both phases “as measured”, normalized (each energy-distribution curve was normalized to the same total intensity) and after curvature treatment [40]. Comparing the data for the AFM phase shown in Fig. 3(c) to the PM data in Fig. 3(a), we clearly see two more bands appearing for the \(\alpha\) state, and in the vicinity of \(\overline{M}\), one additional band for \(\beta\). This is best seen in the curvature plot and a clear indication for the presence of different magnetic domains or terraces at the surface, which are characterized by a different in-plane orientation of the magnetic moments in the subsurface Gd layer. When surface regions with different magnetization directions are probed simultaneously, the measured photoemission intensity map is a superposition of the bands associated with each single direction of magnetization. Since the band dispersion is highly nonsymmetric in case of an in-plane magnetization in the presence of a strong Rashba field (see the extensive discussion below), “additional” bands appear in the ARPES map. This is also well seen by comparing the Fermi surface maps shown in Figs. 3(b) and 3(d). Here, the star-shaped features are the CECs of the \(\alpha\) band. In the Fermi map taken in the PM phase shown in Fig. 3(b) the inner and outer contour of the \(\alpha\) state reflect the fourfold rotational symmetry of the crystal. In the AFM phase the \(C_4v\) symmetry of the surface is broken. In addition, we observe additional contour lines for \(\alpha\) in Fig. 3(d). The superimposed bands are most clearly manifested near the corners of the four-pointed
FIG. 3. ARPES view on the surface states $\alpha$, $\beta$, $\gamma$ and the surface resonant state (*) along $\overline{X}M\overline{X}$ in (a) the PM phase ($T = 120$ K) and (c) the AFM phase ($T = 23$ K). For comparison, the data are shown “as measured”, after normalization of each energy-distribution curve to the total intensity (normalized) and after curvature treatment along the energy axis [40] using the same curvature parameters for both the PM and AFM phases. In (b) and (d), the ARPES-derived Fermi surface is shown in the PM and AFM phases, respectively. The star-shaped contours are formed by the $\alpha$, the weak intensity around the $M$ point originates from the $\gamma$ state. Purple-dashed lines indicate the $k$ paths that correspond to the cuts shown in (a) and (c).

The surface state electrons are sensitive to the magnetically ordered 4$f$ moments in the subsurface Gd layer (fourth atomic layer). This Gd layer is coupled via the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction to the Gd layers in the bulk. If magnetic domains form in the bulk of the crystal, they will be inherited to the subsurface Gd layer and thus, affect the magnetic properties of the electrons in the surface. Moreover, after cleaving, the surface is not flat but consists of many terraces which are separated by steps of few atomic layers. Even in the case of a single magnetic domain in the bulk, the sole existence of these steps will result in the observation of antiparallel domains in the electronic structure of the surface, provided that the spot size of the probing photon beam is larger than a terrace. Since terraces at the surface cause the same macroscopic effect like magnetic domains, in the following the term domain will also be used in context of terraces. Hence, in the simplest case of a single magnetic domain in the bulk, this would result in the superposition of ARPES patterns of two antiparallel domains, which is due to the AFM stacking of the Gd layers, and will be explored in comparison with DFT calculations in Sec. III D.

To directly measure a single magnetic domain, one could potentially try a more specialized experimental technique like nano-ARPES, which, on the other hand comes along with other experiment-specific difficulties. The presence of different magnetic domains at the Si surface was observed previously for EuIr$_2$Si$_2$ [6]. For the latter, we managed to separately acquire ARPES data from both a single magnetic domain and two oppositely magnetized domains. This was possible because EuIr$_2$Si$_2$ is not magnetic in the bulk but the Eu moments in the fourth atomic layer order magnetically such that exchange interaction with the surface state electrons can emerge. Since only the Eu atoms in the subsurface are magnetically active they are magnetically decoupled from the bulk, which reduces the possibilities and, hence, the likelihood for domain formation. In principle, one may even consider to reduce the number of magnetic domains by magnetizing the sample surface by applying an external magnetic field. In GdIr$_2$Si$_2$ we did not succeed in acquiring data from a single magnetic domain. In comparison to magnetically active divalent Eu, Gd is trivalent with an additional 5$d$ electron which allows for a strong antiferromagnetic interlayer coupling via the RKKY interaction. The three-dimensional coupling makes it difficult to sufficiently increase domain sizes by
external magnetic fields. However, experiments on GdRh$_2$Si$_2$ showed that in the temperature range between 60 and 90 K the magnetic moments in the bulk and at the surface couple rather weakly, such that bulk and surface magnetism can be considered independently [12]. If additional experiments can reveal a similar behavior in GdIr$_2$Si$_2$, one possibility for the observation of a single domain might be to magnetize and measure the sample at such an intermediate temperature. Note, that in the antiferromagnetic sister compound EuRh$_2$Si$_2$, where Eu is divalent, the ordering temperature of the surface is even above the ordering temperature of the bulk [11,14].

\section{Spin structure}

Since data from a single magnetic domain are experimentally not available for GdIr$_2$Si$_2$, we will employ DFT for the further exploration of its surface electronic structure, and particularly pay attention to how the spin texture and band dispersion evolve under the joint action of spin-orbit and exchange interaction on the surface electrons. DFT has proven to give an accurate description of the surface and bulk electronic structure of RET$_2$Si$_2$ compounds, and in particular also of GdIr$_2$Si$_2$ as can be seen in Fig.

2. Since the precise direction of the in-plane staggered magnetization easy axis is not known for GdIr$_2$Si$_2$, we will consider the cases of the easy axis pointing along [100] and [110]. In the following, we start our discussion from the spin structure in the PM phase.

\subsection{Spin structure in the PM phase}

In Fig. 4, we give an overview on the spin structure of the $\alpha$ and $\gamma$ surface states in the PM phase. A statement about the $\beta$ state will be given below. The upper panel of Fig. 4 shows each band along the $\overline{X}-\overline{M}-\overline{X}$ direction, which is parallel to $k_x$ and highlighted in terms of its spin expectation value $S_y$. Taking a closer look at the spin structure of the $\alpha$ state one can notice that the spin polarization is close to zero in the $\overline{M}$ point. Moreover, for a given $k$, $S_y$ has the same sign on the upper and lower bands. The vanishing spin polarization as well as the identical sign of $S_y$ close to the $\overline{M}$ point appear due to a hidden spin polarization [41]. The origin of this effect lies in the existence of two Ir sublattices in the same atomic plane (for a visualization of the two Ir sites see Ref. [39], Fig. S3), each of which is associated with a particular spin polarization [16]. Due to the symmetry of the crystal both contributions add up to the total spin polarization shown in Fig. 4. Since close to $\overline{M}$ the spin components have similar absolute values but opposite signs for each site, the two contributions almost cancel out [16]. Upon moving away from $\overline{M}$ the spin polarization increases and the typical Rashba pattern establishes. In the following, we restrict our discussion to $k$, which are sufficiently far from $\overline{M}$ and do not discuss the hidden polarization phenomenon.

Looking at the band dispersion, at first glance we recognize the characteristic spin pattern of a classical Rashba system, which can be phenomenologically described by two parabolas of opposite spin polarization whose vertices are shifted against each other by the same wave vector $\Delta k$. Indeed, the dispersion of $\gamma$ closely resembles such a picture, while the dispersion of $\alpha$ deviates more strongly from the parabolic law. To illustrate the key difference between the $\alpha$ and $\gamma$ states, we show in Figs. 4(c) and 4(d) the spin structures for their CECs. The energy of each CEC is marked by a black dashed line in the corresponding upper panel. For the $\gamma$ state, we observe that the spin rotates differently when compared to $\alpha$. For a consistent description of the rotation of the spin along a CEC, we introduce the following definitions. The winding number $n \in \mathbb{Z}$ is defined in such a way that $2\pi n$ describes the angle of rotation of the spin when performing a closed loop along the contour. Since for a closed contour the spin at the start and end has to coincide, the winding number $n$ has to be an integer and therefore expresses the number of full rotations of the spin. On the other hand, the sign of $n$ represents the sense of rotation of the spin. When moving along the CEC in a counterclockwise direction, the spin can turn counterclockwise or clockwise. Hence, if the spin rotates in the same direction as the movement direction along the CEC, we define $n$ to be positive, while an opposite rotation of the spin to the movement along the CEC has a negative sign.

However, for the surface of GdIr$_2$Si$_2$, some winding numbers $n$ are forbidden by the underlying $C_{4v}$ symmetry. The winding of the spin $S(\phi)$ along the CEC has to follow this four-fold symmetry of the crystal, meaning that the spin $S(\phi + \frac{\pi}{2}) = R_z(\frac{\pi}{2}) S(\phi)$ with $R_z$ being the rotation matrix.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4}
\caption{Calculated spin structure of the surface states in the PM phase along $\overline{X}-\overline{M}-\overline{X}$ parallel $k_x$. [(a) and (c)] $\alpha$ and [(b) and (d)] $\gamma$ states. In (a) and (b), slab and projected bulk bands are plotted as gray lines and areas, respectively. The surface state bands of $\alpha$ and $\gamma$ are highlighted by the spin expectation value $S_y$ in red ($S_y > 0$) and blue ($S_y < 0$). In (c) and (d), the spin structure along the CECs is shown. The energy of the CECs is marked by a black dashed line in the $E(k)$ plots above. Small encircled arrows indicate the triple winding of the spin on the CECs of $\alpha$.}
\end{figure}
about the rotation axis $z$. In other words, the spin needs to rotate by $2\pi \eta + \frac{\pi}{2}$ with $\eta \in \mathbb{Z}$ when moving along the CEC by an angle of $\frac{\pi}{2}$. This way, the full rotation around the closed contour $2\pi n = 4(2\pi \eta + \frac{\pi}{2})$ leads to the allowed winding numbers $n = 4\eta + 1$.

The simplest allowed winding of the spin is thus $n = 1$ with $\eta = 0$, meaning that the spin performs one full rotation when moving along the closed CEC. Here, the spin rotates in the same direction to the movement along the CEC. We will call this rotation henceforth single winding. The next lowest number of rotations is $n = -3$ for $\eta = -1$. In this case, the spin rotates oppositely to the direction taken along the closed CEC performing three full rotations. This rotation of the spin is therefore called triple winding. In principle, higher orders of rotation are possible with alternating sense of rotation ($n = 5, -7, 9 \ldots$).

Based on this definition, we can now evaluate the CECs in Fig. 4(c) and Fig. 4(d) for $\alpha$ and $\gamma$, respectively. Starting with the inner contour of $\gamma$ shown in black, we can see that the spin rotates clockwise when moving along the contour in the clockwise direction and performs one full rotation of $2\pi n$ along the closed contour. The same applies to the outer contour of $\gamma$ shown in gray, hence we find the winding number to be $n_\gamma = 1$ for inner and outer contour. For the more complex looking CECs of $\alpha$, we perform the analysis in the same way. Let us start at the uppermost point of the outer contour ($k_x = 0.5\frac{2\pi}{a}$, $k_y \approx 0.73\frac{2\pi}{a}$) with the spin pointing to the right along the $k_x$ direction. Moving now a small section along the contour in the clockwise direction, the spin starts to rotate counterclockwise pointing more and more to the top of the figure along the $k_y$ direction. Thus, the winding number has to be negative. Following the spin along the closed contour, it performs three full rotations, highlighted by the three encircled arrow marks of the spin pointing along the $k_y$ direction, which are related by a full rotation of the spin by $2\pi$. The inner contour behaves in the same way, resulting in a winding number of $n = -3$ for $\alpha$.

To describe these spin-orbit induced spin structures, an effective Rashba-like Hamiltonian $H_R \propto \mathbf{B}_R \sigma$ with $\mathbf{B}_R$ as effective spin-orbit field can be applied. For a general description, we can expand $\mathbf{B}_R$ in terms of rotations $n_R$ with $B_{R}^{(n_R)} = \text{sgn}(n_R)k^{(n_R)}(\sin n_R \varphi_k, -\cos n_R \varphi_k, 0)$. Here, we clearly see that the different signs of $n_R$ are connected by $B_{R}^{(n_R)} = (1, -1, 0)B_{R}^{(-n_R)}$ expressing the different senses of rotation. Note that the sgn function is used for a consistent usage for the absolute values of rotation ($\eta$).

The simplest allowed winding of the spin is thus $n = 1$ with $\eta = 0$, meaning that the spin performs one full rotation when moving along the closed CEC. Here, the spin rotates in the same direction to the movement along the CEC. We will call this rotation henceforth single winding. The next lowest number of rotations is $n = -3$ for $\eta = -1$. In this case, the spin rotates oppositely to the direction taken along the closed CEC performing three full rotations. This rotation of the spin is therefore called triple winding. In principle, higher orders of rotation are possible with alternating sense of rotation ($n = 5, -7, 9 \ldots$).

The individual contributions were discussed quantitatively for TbRh$_2$Si$_2$ [7]. Therefore we will omit the discussion of the $\beta$ state here.

Lastly, we would like to note that, while it is quite common to drop the sign of expansion terms $n_\beta$ [7,42] and use $\mathbf{B}_R^{(n_\beta)}$ interchangeably for $\mathbf{B}_R^{(n_\beta)}$ and $\mathbf{B}_R^{(-n_\beta)}$, our definition presented here removes this ambiguity. The same problem has to be kept in mind when using the names linear and cubic Rashba term as they can be ascribed to $\mathbf{B}_R^{(1)}$, $\mathbf{B}_R^{(-1)}$, $\mathbf{B}_R^{(3)}$, or $\mathbf{B}_R^{(-3)}$, respectively.

2. Cubic Rashba effect and in-plane exchange field (\alpha state)

For a detailed analysis of the dispersion and the spin structure of the $\alpha$ and $\gamma$ surface states, we consider the spin-resolved bands and CECs calculated for the PM and AFM phases. Keep in mind that GdRh$_2$Si$_2$ is a layered antiferromagnet, which means that the sign of the magnetization in the ferromagnetically ordered Gd layers alternates in consecutive Gd layers. Since the electrons in the surface Si-Ir-Si-Gd block are only magnetically sensitive to the fourth atomic layer (Gd), the precise direction of magnetization in the latter is essential for our analysis of the spin and electronic structure of the states $\alpha$ and $\gamma$. We consider the two cases in which the magnetization in the subsurface Gd layer is along $[\bar{T}00]$ or $[T\bar{T}0]$.

Respective plots are shown in Fig. 5. CECs are presented for $E = -0.15$ eV and $E = 0$ eV for $\alpha$ and $\gamma$, respectively. While in Fig. 4 the spin textures of the CECs are presented by arrows, in Fig. 5, we use a complementary representation, in which the individual spin components $S_z$ and $S_y$ are shown. On the right of the CECs, we show the dispersion and spin structure of the surface states for two pairs of the $X-M-X$ and $T-M-T$ directions indicated in Figs. 5(a) and 5(d), thereby going from the left to the right (i.e., from the subpanel “1” to subpanel “4”) Note that the high-symmetry directions shown in successive subpanels are related by a counterclockwise rotation by $\pi/4$ around $\bar{M}$.

As can be seen in Fig. 5(a) in the PM phase $\alpha$ demonstrates a symmetrical dispersion with respect to the $\bar{M}$ point for both pairs of $X-M-X$ and $T-M-T$ directions. Namely, due to fourfold rotational symmetry the band dispersion is the same for mutually orthogonal $k$ paths. The spin polarization behavior is consistent with the cubic Rashba effect. For the $X-M-X$ direction, the spins are polarized along $\hat{y}$, while for the $X-M-X$ direction, the spins are polarized along $\hat{x}$, in contrary, along $\hat{y}$. For the $T-M-T$ directions, both $S_z$ and $S_y$ spin components are equally presented. Thus the line
FIG. 5. Spin-resolved CECs and band structure of the α and γ states. For the α state CECs and band structure are shown in (a) for the PM phase, and in (b) and (c) for the AFM phases with magnetization direction along [\text{100}] and [\text{110}], respectively. In (d)–(f), respective information is given for the γ state. CECs are presented for \( E = -0.15 \) eV and \( E = 0 \) eV for α and γ, respectively. The surface state bands are highlighted by the spin expectation value \( S_x \) in orange (\( S_x > 0 \)) and light blue (\( S_x < 0 \)) and \( S_y \) in red (\( S_y > 0 \)) and blue (\( S_y < 0 \)). The line width scales with the absolute value of the spin expectation value. The chosen high-symmetry directions in the SBZ, which are numbered from 1 to 4, are indicated by black dotted lines in the plots of the CECs. In (a) and (d), arrows mark the direction along which the \( k \) path is shown. Large gray arrows denote the orientation of the magnetic moments in the subsurface Gd layer.

\( \mathbf{M} - \Gamma \) is related to \( \mathbf{M} - \overline{\mathbf{X}} \) by an anticlockwise rotation around \( \mathbf{M} \) by \( \pi/4 \), whereby the cubic Rashba effect (triple winding) of the α state is seen by the change of the sign of the \( S_y \) component: along \( \mathbf{M} - \overline{\Gamma} \), the inner branch becomes red and the outer becomes blue [Fig. 5(a)] indicating the rotation of the spin by \( 3\pi/4 \) (see Fig. 4 as well).

Let us now discuss the surface state modifications upon switching on the exchange field, that is going to compete with the Rashba SOC field. Like for the Rashba SOC the exchange interaction can be described by an effective magnetic field, the exchange field \( \mathbf{B}_{ex} \), which is parallel to the magnetization. The final direction of the spins is going to be defined by the total magnetic field \( \mathbf{B}_{tot} = \mathbf{B}_{R} + \mathbf{B}_{ex} \), which is \( k \)-dependent. The resulting spin texture and band dispersion will thus depend on the mutual alignment and relative strength of the two fields.

For the AFM phase we consider first the [\text{100}] magnetization direction, Fig. 5(b). The CECs are shown for an energy of \(-0.15 \) eV. From the spin polarization of the PM phase we know, that for the \( \overline{X} - \overline{\mathbf{M}} - \overline{X} \) \( |k_1 \) path, 1, the Rashba field is collinear with the [010] direction [Fig. 5(a-1)]. The exchange field, in turn, tends to align the spins with the [100] direction. (At this point is important to keep in mind, that the spin and the magnetic moment of the spin are antiparallel. Thus, it is the spin magnetic moment which favors a parallel alignment with respect to the exchange field, i.e., along the [\text{100}] direction, while the spin favors an antiparallel orientation.) As a result, the spins get tilted by the exchange field and acquire a large \( S_y \) component at the expense of \( S_x \), see Fig. 5(b-1). Meanwhile, the \( S_y \) spin component qualitatively preserves its pattern characteristic for the cubic Rashba effect and not only for this direction but for all \( k \), cf. spin-resolved CECs.
in Figs. 5(a) and 5(b). Since for the $\mathbf{X-M-X} \parallel k_x$ path the exchange and Rashba fields are orthogonal, the splitting of the surface state is symmetric with respect to the $\mathbf{M}$ point (like in the PM case), and the emerging $S_x$ polarization is symmetric as well. Moreover, the exchange interaction increases the overall splitting of the surface state bands as compared to the PM phase. Note that for the $S_z$ spin component for both (left and right) branches of the $\alpha$ state the lower band is build by $+S_x$, while the upper band by $-S_x$ [Fig. 5(b-1)]. This is consistent with the picture seen for the scalar relativistic AFM case, where the $+S_x$ ($-S_x$) spins represent the majority (minority) channel (see Ref. [39], Fig. S7).

For the $\mathbf{Gamma-45-M-Gamma}$ direction, the Rashba and exchange fields form angles of $\pm 45^\circ$, see Figs. 4(c) and 5(b-2), whereby the $\alpha$ state demonstrates nonzero $S_z$ and $S_y$ polarization simultaneously. On the left from the $\mathbf{M}$ point, upon switching on the exchange field the Rashba-split bands carrying $+S_x$ ($-S_x$) spin components experience a notable downward (upward) shift. This displaces the outer (inner) contour’s line away from (towards to) the $\mathbf{M}$ point. However, on the right of the $\mathbf{M}$ point the splitting appears to be reduced, because the directions of the Rashba field and, therefore, the directions of the spins for these bands in the PM state are opposite to those on the left of $\mathbf{M}$. Consequently, the contours come closer one to another as a result of the application of the exchange field. This creates a pronounced asymmetry with respect to the $\mathbf{M}$ point along the $\mathbf{Gamma-45-M-Gamma}$ direction. Besides, the spins of both bands on the right of $\mathbf{M}$ experience a clockwise rotation upon the exchange field action due to which the $S_z$ components of the bands get reversed (as compared to their signs in the pure Rashba effect), while the $S_y$ components maintain their order, but grow in absolute value. Note, that a similar argumentation applies to the other $\mathbf{Gamma-45-M-Gamma}$ path [Fig. 5(b-4)].

For the $\mathbf{X-M-X} \parallel k_y$ path presented in Fig. 5(a-3) the alignment of the spins in the PM phase is already collinear with the emerging exchange field. Therefore, the spin polarization of the PM phase remains unaltered in Fig. 5(b-3) but the spin-polarized states are shifted in energy by the exchange field: states with spin antiparallel to the exchange field ($S_z > 0$) are lowered, while states with their spin parallel ($S_z < 0$) are raised. When the bands on the left and right of $\mathbf{M}$ point have opposite spin polarization, this results in the most pronounced asymmetry in the dispersion of the $\alpha$ state. Namely, for its left lower branch featuring $S_z < 0$ due to the Rashba effect, the energy is raised, while for the left upper branch characterized by $S_z > 0$ the energy is lowered, which results in a crossing of the bands. For the right branch the opposite situation is observed and the splitting is strongly enhanced.

Overall, the results shown in Fig. 5(b) can be summarized as follows. Application of the exchange field along the $\mathbf{[T00]}$ direction causes the spins on the outer (inner) contour of the Rashba-split $\alpha$ state to rotate towards $[100]$ ($[\bar{1}00]$). In the limit of a negligibly weak SOC, the spins on the outer and inner contours would be perfectly aligned with $[100]$ and $[\bar{1}00]$ directions, respectively (see Ref. [39], Fig. S7). However, the strong SOC of the Ir-d states, which significantly contribute to the $\alpha$ band, counteracts the exchange field, leading to the formation of the peculiar spin structure shown in Fig. 6(a). At that, the two contours can be considered as independent in the following sense. First, there are no crossings between them (although they come close to one another slightly off $\mathbf{Gamma-M-Gamma}$ and, second, the rotations of the spins can be smoothly followed within each contour separately. Overall, as shown in Fig. 6(b), the direction of deformations of the contours depends on how the Rashba field aligns the spin relative to the emerging exchange field. Namely, the segments of the contours that feature spins pointing parallel (antiparallel) to the exchange field shrink (expand). The description that we have given here for the $\alpha$-state’s CEC at $-0.15$ eV holds for any other of its CECs down to an energy of about $-0.38$ eV, at which the crossings of the otherwise spin-split bands occur along the $\mathbf{X-M-X} \parallel k_y$ direction [Fig. 5(b-3)] as well as slightly off the $\mathbf{Gamma-45-M-Gamma}$ direction (see Ref. [39], Fig. S8). In this case, one cannot define two separate contours and, at the crossing points, the spin texture shows a smooth behavior only when changing from the outer line to the inner (i.e., always “staying” at either outer or inner line only when going along the CEC disrupts the smooth spin rotation upon passing the crossings).

Let us now discuss the results obtained for the $\mathbf{[T10]}$ direction of the exchange field. While the Rashba field is unaltered, the exchange field is now rotated by $45^\circ$ as compared to the $\mathbf{[T00]}$ magnetization case considered above. Therefore it acts equally on both in-plane spin components $S_x$ and $S_y$. Figure 5(c) shows typical CECs for this case, which clearly shows that the contours are not independent, but they feature three crossings. Interestingly, for this exchange field direction, there is no such energy at which two clearly distinct contours, inner and outer, could be distinguished: there are always touching points present.

In the PM phase, the $\alpha$ state features only the $S_x$ spin component along the $\mathbf{X-M-X} \parallel k_y$ direction. The exchange field emerging along $\mathbf{[T10]}$ acts on the $\pm S_z$ spins with its $y$ component (which is negative), shifting downwards (upwards) in energy the upper (lower) states [Figs. 5(c-1) and 6(c)]. This creates a significant asymmetry in the CECs. Besides, the spins get rotated towards the $[110]$ ($[\bar{1}T0]$) direction for the outer (inner) branch, and a nonzero $S_z$ component emerges. Similar analysis is applicable to the $\mathbf{X-M-X} \parallel k_x$ direction [Figs. 5(c-3) and 6(c)].

For the $\mathbf{Gamma-45-M-Gamma}$ path, which is parallel to the magnetization direction the exchange and Rashba fields are orthogonal. As a result, a symmetric band dispersion can be seen, with the spin splitting slightly enhanced as compared to the PM phase [Fig. 5(c-2)]. The spins of the outer (inner) branches rotate towards the direction antiparallel (parallel) to that of the exchange field [Fig. 6(c)].

A pronounced asymmetry is also seen for the $\mathbf{Gamma-45-M-Gamma}$ path, which is orthogonal to the magnetization direction [Fig. 5(c-4)]. For this case, the Rashba and exchange fields are collinear, which leads to the contours moving away from one another on the left of $\mathbf{M}$, but coming together and forming two crossing points on its right. Thus, despite the fact that for the $\mathbf{[T00]}$ magnetization direction the changes in the dispersion and spin structure of the $\alpha$ state are more complicated, they also can be explained in terms of the exchange field’s tendency to lower (increase) the energy of the states
FIG. 6. The spin-resolved CECs for the $\alpha$ state calculated at $-0.15$ eV for (a) the $[\bar{0}0\bar{0}]$ and (c) the $[\bar{1}10]$ magnetization direction. The red arrows indicate the orientation of the ordered 4$f$ moments in the fourth layer. (b) and (d) Schematic illustration of the deformation of the Rashba-split CECs (magenta) upon application of the exchange field (green). The magenta-colored arrows show the points on the contour where the spins are collinear to the emergent exchange field and where, therefore, strong distortions of the CECs can be generally expected.

with spin antiparallel (parallel) to the magnetization direction, Fig. 6(d).

3. Linear Rashba effect and in-plane exchange field ($\gamma$ state)

All general conclusions from the analysis of the mutual orientation of the exchange and Rashba fields for the $\alpha$ state are valid for the $\gamma$ state as well. So, we concentrate on the discussion of differences between the $\gamma$ and $\alpha$ states. In the PM phase, the $\gamma$ state has the spin structure characteristic for the linear Rashba effect, as can be seen from Fig. 5(d). For $X-M-X$, the spin polarization of $\gamma$ and $\alpha$ has opposite sign, while the sign is the same for $\Gamma-M-\Gamma$, reflecting the fundamental difference between a linear and a cubic Rashba system.

In the AFM phase for both magnetization directions, the spin splitting of the $\gamma$ state experiences weaker changes than those of the $\alpha$ state, and the rotation of the spins in direction of the exchange field is weaker. The latter can be seen from comparison of the spin structure for the PM and AFM cases as well as from the analysis of the spin components emerging under the exchange field action, which align along the magnetization direction. It can be explained by the fact that the $\gamma$ state is located within the two topmost layers (Si and Ir) and has thus a negligible overlap with the Gd atomic layer, whereby the interaction of the $\gamma$ state with the ordered 4$f$ moments differs significantly from the case of the surface state $\alpha$. Such a localization of the $\gamma$ state can mean that it couples indirectly to the ordered 4$f$ moments. Interestingly, for $\gamma$ the exchange coupling is strongly energy dependent and even changes sign at an energy $E = -50$ meV. For this energy, the exchange coupling vanishes and only the effective Rashba field acts on the electrons of the $\gamma$ state. Hence, no asymmetric distortion of the CECs occurs. Asymmetries can only evolve for a nonzero exchange coupling, that is, only at energies lower or higher than $-50$ meV, and the strength of the asymmetric distortion is energy dependent, too. For a detailed discussion we refer to Ref. [39], Fig. S7 and related discussion.
Since the modifications of the spin polarization under the action of the exchange field are small if compared to the $\alpha$ state, we may assume that the exchange coupling is notably weaker for $\gamma$. There, only in the vicinity of the $\overline{M}$ point, where the Rashba field vanishes, a pronounced change in the spin polarization occurs in $\overline{X}\overline{M}\overline{X}$ direction. Comparison of Figs. 5(d-1) with Figs. 5(e-1) and 5(f-1) shows that close to $\overline{M}$ the spins acquire a notable $S_y$ component. For magnetization along $[\overline{1}10]$, an $S_y$ polarization emerges accordingly [compare panel 3 of Figs. 5(f) and 5(d)].

D. Multiple domains and direction of magnetization

Having so far discussed in detail the spin structure and asymmetry caused by the combined action of SOC and exchange interaction, we will now come back to the question of the direction of the magnetization as well as the problem of having multiple domains.

As we already mentioned, the stepped surface of the freshly cleaved GdIr$_2$Si$_2$ complicates the measurement of a single magnetic domain. Based on this assumption, we show in Figs. 7(b) and 7(c) the resulting CECs of the $\alpha$ state as seen for two opposite domains of the [110] and [100] directions. The main and most obvious difference between the two directions are the diagonal and vertical symmetry axes seen for [110] and [100], respectively, which are preserved in the case of antiparallel domains. Hence, the differences are most pronounced at the corners of the star-like shaped CECs. The opening of the small gaps close to the tips of the outermost CECs is the result of the hybridization with the surface-resonant bulk bands.

Comparing the contours of both directions to our measured Fermi map shown in Fig. 7(a), we can again carefully look at the corners of surface state $\alpha$, highlighted in red. The asymmetric behavior and the clearly visible band crossings show strong similarities to the computational results for the [110] direction. Thus, our measurements suggest that at the given temperature of about 23 K, the direction of magnetization in GdIr$_2$Si$_2$ is along [110] and not along [100]. Further, the absence of contributions from perpendicular domains with magnetization along $[\overline{1}10]$ and $[\overline{1}00]$ indicates that the magnetic domains in the bulk are larger than the spot size of the probing photon beam and supports our assumption that the band doublings are primarily caused by the coupling of the stepped surface to the underlying AFM order.

IV. CONCLUSION

Extensive and long-term studies of RET$_2$Si$_2$ compounds showed, that the surface Si-T-Si-RE block forms a promising system for studying the Rashba-like spin-orbit coupling and its joint action with exchange magnetism on two-dimensional charge carriers. Particularly, the surface states located in a large projected band gap around the $\overline{M}$ point attracted great interest. To combine a strong spin-orbit coupling with exchange magnetic interaction it seems logical to bring together heavy Ir with magnetically active Gd within the respective Si-T-Si-RE block. Due to its half-filled 4$f$ shell, implying $L=0$, and therefore pure spin moment $J=S=7/2$, Gd is the simplest magnetically active rare-earth element which is rather insensitive to the crystal-electric-field environment. Following this chain of thought, we arrived at the system GdIr$_2$Si$_2$, which is a layered antiferromagnetic material. We thus performed a study of the surface electronic structure of GdIr$_2$Si$_2$ in the PM and AFM phases, thereby focusing on the surface states $\alpha$ and $\gamma$ located in the large band gap around the $\overline{M}$ point of
the SBZ. In accordance with our expectations and with former studies on the valence-fluctuating system EuIr$_2$Si$_2$, we find the surface state electrons to be subject to a strong Rashba effect, which leads to highly spin-polarized and strongly spin-split bands. Here, only the $\gamma$ state shows the spin structure of a classical, linear Rashba effect. In turn, the $\alpha$ band shows a so-called cubic Rashba effect, which is characterized by a triple winding of the spin around the CECs. The origin of the different spin character lies in the orbital composition of the surface states. Further, we found that with magnetic ordering of the $4f$ moments the spin structure gets strongly modified and asymmetries occur in the band dispersion and thus, also in the CECs. Both the Rashba-like spin-orbit interaction and the exchange interaction can be described by effective magnetic fields, a $k$ dependent Rashba field and the exchange field. Considering the resulting total field allows understanding the complex spin structures of the aforementioned surface states in the PM and AFM phases. The wave function of the $\alpha$ state extends over the whole Si-Ir-Si-Gd surface block. The overlap with the Gd layer results in a direct exchange coupling of the itinerant spins to the localized $4f$ moments. Since the $\gamma$ state concentrates within the topmost Si-Ir two-layer it has a negligible overlap with Gd, suggesting an indirect coupling to the ordered $4f$ moments, which is strongly energy-dependent.

We have also shown and discussed that the formation of a mosaic of magnetic domains essentially complicates the analysis of ARPES patterns in comparison to the single-domain case observed for EuIr$_2$Si$_2$ [6] but as we show here it is still possible to derive the orientation of the easy-magnetization axis even for the multi-domain case. It is assumed that further insight into the properties of a single domain can be obtained by means of an alternative experimental technique, namely with nano-ARPES. The formation of magnetic domains and domain walls might also be of interest for further investigations, e.g. in the frame of spin-resolved PEEM experiments. Another point is that similar to the GdRh$_2$Si$_2$ system, for GdIr$_2$Si$_2$ may also exist the temperature window where the surface and bulk magnetic systems experience only weak coupling to each other [12]. If this is the case, the application of a relatively small external magnetic field could help to re-orient the magnetic domains within the surface, which would simplify spectroscopic measurements aiming at the investigation of the magnetic properties of the surface and the bulk system of this compound.
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[39] See Supplemental Material at http://link.aps.org/supplemental/10.1103/PhysRevB.103.035123 for ARPES spectra of the Gd-terminated surface, the influence of the interlayer spacing between the topmost Si and adjacent Ir layer on the calculated energy position of the surface state bands, a visualization of the two crystallographic nonequivalent Ir sites, the dispersion of the surface state bands if SOC and magnetic order are neglected, the relation between spin structure and orbital composition of the surface states, the dispersion and spin structure of the surface state bands for a scalar-relativistic computational setting with AFM order and the calculated spin-resolved CECs for the energy $-0.38$ eV.

