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1. INTRODUCTION

Variational integrators are numerical algorithms obtained
from a discrete variational principle (Marsden and West,
2001). These methods exhibit excellent structure-preserv-
ing properties as a consequence of their variational deriva-
tion. Furthermore, these variational methods preserve
qualitative properties of a system such as symmetries,
constants of motion, or the manifold structure of the
configuration space. They also allow for the preservation of
geometric structures such as symplectic or contact struc-
tures, or Poisson brackets. Moreover, there exist extensions
to other cases of interest such as systems with external
forces, holonomic and nonholonomic constraints, optimal
control theory and classical field theories.

1.1 Variational discrete equations

For a discrete mechanical system on a configuration man-
ifold Q, with a discrete Lagrangian Ld : Q × Q → R, a
sequence {qk}Nk=0 in Q is a trajectory if and only if it
satisfies the discrete Euler–Lagrange (DEL) equations

D2Ld(qk−1, qk) +D1Ld(qk, qk+1) = 0, (1)
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for k = 1, . . . , N − 1. The operator Di stands for partial
derivation with respect to the i-th argument. Later on,
the notation Dij = Dj ◦ Di will also be used. These
equations correspond to finding critical points of the

discrete action
∑N−1

k=0 Ld(qk, qk+1) with fixed endpoints
q0 and qN . When discretizing a continuous Lagrangian
system with Lagrangian L : TQ → R, Ld(q0, q1) is chosen
as an approximation of the action of L for the solution
curve joining q0 to q1 over a given time step h > 0.
Here, TQ denotes the tangent bundle of the manifold
Q (the space of configurations and velocities). Refer to
Abraham et al. (1988) for further information on tangent
bundles. For further details on discrete Lagrangians and
the discretization process, see for instance Marsden and
West (2001) and references therein.

In Colombo et al. (2016) we propose an approach to the
discretization of second-order Lagrangian systems, useful
for the discretization of fully actuated optimal control
problems and interpolation problems. This approach con-
sists in defining a discrete Lagrangian Ld : TQ× TQ → R
and writing the corresponding DEL equations, with TQ
in the role of Q. As before, Ld can be defined from a
continuous second-order Lagrangian L : T (2)Q → R, where
T (2)Q is the second-order tangent bundle (the space of
configurations, velocities and accelerations), as an approx-
imation of the action along a solution for a given h.

The discrete Euler–Lagrange equations for optimal control
(DELoc, for short) are
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D3Ld(qk−1, vk−1, qk, vk) +D1Ld(qk, vk, qk+1, vk+1) = 0,

D4Ld(qk−1, vk−1, qk, vk) +D2Ld(qk, vk, qk+1, vk+1) = 0,
(2)

for k = 1, . . . , N − 1.

Under suitable regularity conditions, these equations can
be used to find a trajectory sequentially. For instance, for
the DEL equations one attempts to compute qk+1 using
the previous points qk−1 and qk. When solving boundary
value problems with given initial and final conditions,
some strategy should be adopted in order to arrive to
the final desired condition. One such strategy is to apply
a shooting method. For example, if q0, qN ∈ Q and N
are given, one can try assigning some value to q1, run
the sequential algorithm and compare the resulting qN
with the final condition; then adjust the value of q1 and
repeat the process, until the final condition is met within
a certain tolerance. However, this approach can often fail
to converge in practice, because of a high sensitivity of qN
with respect to the starting guess q1. This issue is even
more prevalent in optimal control problems.

1.2 Parallel computing

In this paper we propose a relaxation strategy for solving
boundary value problems for the discrete equations given
above (see Ferraro et al. (2021) for more details). The
algorithm can be implemented using a parallel computing
approach, which can significantly improve its performance
and simplify the way to find approximate solutions.

We explore a strategy for simulations involving parallel
computing on multicore CPUs and GPUs (graphics cards).
The cores in graphics cards are processing units that are
simpler and slower than regular CPU cores. However, their
number presently ranges from hundreds to thousands of
cores per card. This allows for great performance gains via
parallelization. The approach developed here is scalable in
the sense that once the algorithm for a given problem is
written and tested on a GPU, additional or more powerful
cards can be used to increase the number of cores and
improve performance without changing the code.

The methods can be applied to problems in robotics and
optimal control, by incorporating real-time feedback and
trajectory correction, accounting for external perturba-
tions or changes in the final endpoint conditions. In addi-
tion, interpolation problems can also be treated using this
parallel approach. In particular, in this paper, we will pay
special attention to several types of navigation problems
with prescribed boundary value conditions.

2. PARALLEL APPROACH TO THE SOLUTION OF
THE DISCRETE EQUATIONS

Consider the DEL equations (1); throughout the paper we
assume all discrete Lagrangians to be at least C2. Given
N ∈ N, N ≥ 2, and given q0, qN ∈ Q, we want to find a
sequence {q∗k} ≡ {q∗k}Nk=0, with q∗0 = q0, q

∗
N = qN , that

is a solution of (1). Our method starts with a sequence
{qk} chosen as initial guess, solely required to satisfy
the boundary conditions, and produces a new sequence
{q̄k} with q̄0 = q0 and q̄N = qN . In general, neither
{qk} nor {q̄k} will be a solution of (1), but by iterating
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Fig. 1. An iteration of the parallel method, for N = 3.

this procedure we can approach a solution {q∗k}, under
certain reasonable assumptions. Sufficient conditions for
convergence will be discussed in a forthcoming paper
(Ferraro et al., 2021).

For each k = 1, . . . , N−1, we find q̄k by solving a modified
(“parallelized”) version of (1):

D2Ld(qk−1, q̄k) +D1Ld(q̄k, qk+1) = 0. (3)

This means that for each triple (qk−1, qk, qk+1) of points
in the sequence, the middle point moves to q̄k so that the
DEL equations hold for (qk−1, q̄k, qk+1) (see Figure 1). At
the endpoints, we simply take q̄0 = q0 and q̄N = qN .
Computing q̄k for all k completes one iteration, and the
following one will use {q̄k} in place of {qk}. This approach
can be understood as the nonlinear (block) Jacobi method
(Vrahatis et al., 2003; Axelsson, 1994).

Remark 1. The solution q̄k of (3) can be found for each k
independently, using the data for the neighboring points
from the latest iteration. Therefore, the procedure can be
performed in a parallel fashion. The computed points q̄k
remain unused until the next iteration.

Assuming that Q is a vector space, a less computationally
expensive alternative is to replace (3) by a first order
approximation. That is, instead of trying to solve the
nonlinear system (3) exactly, we apply one step of the
Newton-Raphson method to obtain a value for q̄k, which
clearly need not coincide with the exact solution of (3).
This alternative update rule becomes

D2Ld(qk−1, qk) +D1Ld(qk, qk+1)+

(D22Ld(qk−1, qk) +D11Ld(qk, qk+1)) · (q̄k − qk) = 0, (4)

from which q̄k can be computed. Of course, it is necessary
to assume that D22Ld(qk−1, qk) + D11Ld(qk, qk+1) is a
regular matrix. This procedure can be seen as a single-
step Jacobi–Newton method.

These update rules are explicit and better suited for a
parallel implementation, since the same expressions can
be evaluated at all time steps simultaneously, with dif-
ferent values for the parameters (qk−1, qk, qk+1). On the
other hand, applying nonlinear solvers to (3) generally
involves conditional statements which can cause the ex-
ecution threads to diverge, that is, to execute different
instructions. This can lead to a loss of performance in the
parallel code.

For the DELoc equations (2) the procedure is analo-
gous, since these are a particular case of the discrete
Euler–Lagrange equations. Given boundary values (q0, v0)
and (qN , vN ) in TQ, start with an arbitrary sequence
{(qk, vk)} satisfying the boundary conditions. For each
k = 1, . . . , N − 1, find (q̄k, v̄k) by solving the parallelized
equations

D3Ld(qk−1, vk−1, q̄k, v̄k) +D1Ld(q̄k, v̄k, qk+1, vk+1) = 0,

D4Ld(qk−1, vk−1, q̄k, v̄k) +D2Ld(q̄k, v̄k, qk+1, vk+1) = 0,

and define (q̄0, v̄0) = (q0, v0) and (q̄N , v̄N ) = (qN , vN )
to get the full updated sequence {(q̄k, v̄k)}. Iterate this
procedure to approach a solution to the optimal control
problem. The explicit Newton-Raphson update rule can
be formulated analogously as[

0
0

]
=

[
D3Ld|k−1 +D1Ld|k
D4Ld|k−1 +D2Ld|k

]
+

[
D33Ld|k−1 +D11Ld|k D34Ld|k−1 +D12Ld|k
D43Ld|k−1 +D21Ld|k D44Ld|k−1 +D22Ld|k

] [
q̄k − qk
v̄k − vk

]
,

where we have used the shorthand notation D1Ld|k ≡
D1Ld(qk, vk, qk+1, vk+1), and similarly for the other deriva-
tives. As before, we need to assume regularity of the
coefficient matrix.

3. ZERMELO’S NAVIGATION PROBLEM

Zermelo’s navigation problem (Zermelo, 1931; Bao et al.,
2004; Kopacz, 2019; Javaloyes and Sánchez, 2017) is usu-
ally presented as a time-optimal control problem, which
aims to find the minimum time trajectories on a Rieman-
nian manifold (Q, g) under the influence of a drift vector
field W ∈ X(Q), which can be interpreted as wind (or
water currents). The goal is to navigate from a point to
another in Q along a path γ(s) in the shortest possible
time in the presence of this wind, assuming that the ship
engine provides a constant thrust relative to it, that is,
|γ̇(s)−W (γ(s))| = 1, where | · | denotes the norm provided
by g. It is assumed that |W (q)| < 1 for all q ∈ Q.

These minimum time trajectories are precisely the geo-
desics for a particular type of Finsler metric, a Randers
metric defined by (see Bao et al. (2004) and references
therein)

F (q, vq) =
√
a(vq, vq) + 〈b(q), vq〉

where

a(vq, vq) =
1

α(q)
g(vq, vq) +

1

α(q)2
g(W (q), vq)

2

〈b(q), vq〉 = − 1

α(q)
g(W (q), vq) = −

〈
�g(W (q))

α(q)
, vq

〉

α(q) = 1− g(W (q),W (q)) = 1− |W (q)|2 > 0.

Here �g : X(Q) → Ω1(Q) is the musical isomorphism
defined by 〈�g(X), Y 〉 = g(X,Y ) for all X,Y ∈ X(Q).

The time it takes the ship to move along a curve
γ : [t0, tN ] → Q is ∫ tN

t0

F (γ(s), γ̇(s)) ds. (5)

Note that this integral is invariant under orientation-
preserving reparametrizations of γ, since Finsler met-
rics are positively 1-homogeneous, that is, F (q, λvq) =
λF (q, vq) for any λ > 0. Therefore, the solution curves
are not unique. In fact, F is not regular as a Lagrangian
function. Similar to the case of Riemannian metrics and
the problem of minimizing length or energy, this can be
circumvented by considering instead the functional∫ tN

t0

(
F (γ(s), γ̇(s))

)2
ds. (6)

Fig. 2. Several local solutions to the optimal time naviga-
tion problem starting from (0, 0) and ending at (6, 2).
The time for each trajectory is shown.

Any extremal of this functional will be an extremal of (5),
and any extremal of (5) admits an orientation-preserving
reparametrization that makes it an extremal of (6) (see
Masiello (2009) and references therein).

As a particular case, consider Q = R2 with the Euclidean
metric, where we are to find critical curves (x, y) =
(x(s), y(s)) for the functional

∫ tN

t0

[√
1

α
(ẋ2 + ẏ2) +

1

α2
(W1(x, y)ẋ+W2(x, y)ẏ)2

− 1

α
(W1(x, y)ẋ+W2(x, y)ẏ)

]2
ds

with α = 1− (W 2
1 +W 2

2 ).

Figure 2 shows six local solutions to the navigation prob-
lem found using our approach, starting at (0, 0) and ending
at (6, 2), for the vector fieldW = 1.7·(−R2,2−R4,4−R2,5+
R5,1), where

Ra,b(x, y) =
1

3((x− a)2 + (y − b)2) + 1

[
−(y − b)
x− a

]
.

The scale factor 1.7 was chosen so that the maximum value
of |W | is almost 1. These solutions were obtained using
different piecewise straight lines as initial guesses for the
trajectories, having between two and five line segments.
In this case, N = 80. The total navigation time (5), which
is displayed beside each trajectory, is locally optimal. In
general, finding a global minimum will require exploring
different initial guesses.

As the discrete Lagrangian, we used

Ld(q0, q1) =
h

2

(
F 2

(
q0,

q1 − q0
h

)
+ F 2

(
q1,

q1 − q0
h

))
.
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D3Ld(qk−1, vk−1, q̄k, v̄k) +D1Ld(q̄k, v̄k, qk+1, vk+1) = 0,

D4Ld(qk−1, vk−1, q̄k, v̄k) +D2Ld(q̄k, v̄k, qk+1, vk+1) = 0,

and define (q̄0, v̄0) = (q0, v0) and (q̄N , v̄N ) = (qN , vN )
to get the full updated sequence {(q̄k, v̄k)}. Iterate this
procedure to approach a solution to the optimal control
problem. The explicit Newton-Raphson update rule can
be formulated analogously as[
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=
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+
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v̄k − vk

]
,

where we have used the shorthand notation D1Ld|k ≡
D1Ld(qk, vk, qk+1, vk+1), and similarly for the other deriva-
tives. As before, we need to assume regularity of the
coefficient matrix.

3. ZERMELO’S NAVIGATION PROBLEM

Zermelo’s navigation problem (Zermelo, 1931; Bao et al.,
2004; Kopacz, 2019; Javaloyes and Sánchez, 2017) is usu-
ally presented as a time-optimal control problem, which
aims to find the minimum time trajectories on a Rieman-
nian manifold (Q, g) under the influence of a drift vector
field W ∈ X(Q), which can be interpreted as wind (or
water currents). The goal is to navigate from a point to
another in Q along a path γ(s) in the shortest possible
time in the presence of this wind, assuming that the ship
engine provides a constant thrust relative to it, that is,
|γ̇(s)−W (γ(s))| = 1, where | · | denotes the norm provided
by g. It is assumed that |W (q)| < 1 for all q ∈ Q.

These minimum time trajectories are precisely the geo-
desics for a particular type of Finsler metric, a Randers
metric defined by (see Bao et al. (2004) and references
therein)
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Here �g : X(Q) → Ω1(Q) is the musical isomorphism
defined by 〈�g(X), Y 〉 = g(X,Y ) for all X,Y ∈ X(Q).

The time it takes the ship to move along a curve
γ : [t0, tN ] → Q is ∫ tN

t0

F (γ(s), γ̇(s)) ds. (5)

Note that this integral is invariant under orientation-
preserving reparametrizations of γ, since Finsler met-
rics are positively 1-homogeneous, that is, F (q, λvq) =
λF (q, vq) for any λ > 0. Therefore, the solution curves
are not unique. In fact, F is not regular as a Lagrangian
function. Similar to the case of Riemannian metrics and
the problem of minimizing length or energy, this can be
circumvented by considering instead the functional∫ tN
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(
F (γ(s), γ̇(s))

)2
ds. (6)

Fig. 2. Several local solutions to the optimal time naviga-
tion problem starting from (0, 0) and ending at (6, 2).
The time for each trajectory is shown.

Any extremal of this functional will be an extremal of (5),
and any extremal of (5) admits an orientation-preserving
reparametrization that makes it an extremal of (6) (see
Masiello (2009) and references therein).

As a particular case, consider Q = R2 with the Euclidean
metric, where we are to find critical curves (x, y) =
(x(s), y(s)) for the functional

∫ tN

t0

[√
1

α
(ẋ2 + ẏ2) +

1

α2
(W1(x, y)ẋ+W2(x, y)ẏ)2

− 1

α
(W1(x, y)ẋ+W2(x, y)ẏ)

]2
ds

with α = 1− (W 2
1 +W 2

2 ).

Figure 2 shows six local solutions to the navigation prob-
lem found using our approach, starting at (0, 0) and ending
at (6, 2), for the vector fieldW = 1.7·(−R2,2−R4,4−R2,5+
R5,1), where

Ra,b(x, y) =
1

3((x− a)2 + (y − b)2) + 1

[
−(y − b)
x− a

]
.

The scale factor 1.7 was chosen so that the maximum value
of |W | is almost 1. These solutions were obtained using
different piecewise straight lines as initial guesses for the
trajectories, having between two and five line segments.
In this case, N = 80. The total navigation time (5), which
is displayed beside each trajectory, is locally optimal. In
general, finding a global minimum will require exploring
different initial guesses.

As the discrete Lagrangian, we used

Ld(q0, q1) =
h

2

(
F 2
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q0,

q1 − q0
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)
+ F 2

(
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.
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Fig. 3. A minimal fuel trajectory for a fixed total duration
T = 30, joining (0, 0) to (6, 5), with N = 200.

4. FUEL-OPTIMAL NAVIGATION PROBLEM

We also consider a non-equivalent variant of Zermelo’s
problem. If T > 0 is a fixed time, we seek trajectories
minimizing the cost function

∫ T

0

1

2
(u2

1 + u2
2) dt ,

which can be interpreted as a measure of fuel expenditure.
The system is subject to the control equations

ẋ = u1 +W1(x, y) ,

ẏ = u2 +W2(x, y) .

The goal is to arrive at a given destination at time T ,
extremizing fuel expenditure with no a priori bounds on
the engine’s power. This problem is equivalent to solving
the Euler-Lagrange equations for the Lagrangian

L(x, y, ẋ, ẏ) =
1

2

[
(ẋ−W1(x, y))

2 + (ẏ −W2(x, y))
2
]
,

with fixed (x(0), y(0)) and (x(T ), y(T )) as boundary con-
ditions.

For our simulations, we considered W (x, y) = (cos(2x −
y− 6), 2

3 sin(y) + x− 3). We discretized the Lagrangian as

Ld(q0, q1) =
h

2

(
L

(
q0,

q1 − q0
h

)
+ L

(
q1,

q1 − q0
h

))
.

Figure 3 shows a trajectory that has a locally optimal fuel
expenditure among the discrete curves joining the given
points (0, 0) and (6, 5) in time T = 30. A straight line
was used as the initial guess. Notice that in the first part
of its journey, the ship travels to an equilibrium point of
W , where it awaits the right moment to continue to its
destination, which must be reached at the specified time.
We emphasize that in this variant of the problem the total
travel time is imposed externally. Other values for T will
have optimal trajectories with different fuel expenditure.

For T < 9 (approximately) the optimal trajectories do not
pass near the equilibrium mentioned above.

5. INTERPOLATION PROBLEMS

In this section we explore the application of our paral-
lel iterative method to the case of a second-order La-
grangian system in the context of interpolation problems.
In a biomedical setting, this kind of problem appears
when comparing a series of images in longitudinal stud-
ies (Crouch and Silva Leite, 1995; Gay-Balmaz et al.,
2012a,b). Observe that the extension to higher-order La-
grangians is straightforward. First, consider a second-order
Lagrangian L : T (2)Q → R and let N ∈ N, [t0, tN ] ⊂ R. We
say that a curve q : [t0, tN ] → Q is critical for the action

J [q] :=

∫ tN

t0

L(q(t), q̇(t), q̈(t)) dt (7)

among all curves with given values and first derivatives
fixed at the endpoints, i.e.,

q(t0), q̇(t0), q(tN ), q̇(tN ) (boundary conditions)

if and only if q is a solution of the second order Euler-
Lagrange equations given by the system of fourth-order
differential equations:

d2

dt2

(
∂L

∂q̈

)
− d

dt

(
∂L

∂q̇

)
+

∂L

∂q
= 0 (8)

Additionally, we assume that we have l + 1 interpolation
points or knots q̂a ∈ Q, a = 0, . . . , l, which are reached
at times t̂a = t0 + Nah, where h = (tN − t0)/N , Na ∈
{0, 1, . . . , N}, Na < Nb if a < b, with N0 = 0 and Nl = N .

In order to discretize this problem, we replace the inte-
gral (7) by a sum over times tk = t0+kh for k = 0, . . . , N .
Following our approach in Colombo et al. (2016), we dis-
cretize the action as

Jd :=

N−1∑
k=0

Ld(qk, vk, qk+1, vk+1) (9)

where Ld : TQ × TQ → R is a discretization of L.
Moreover, the problem is subject to the interpolation
constraints

qNa
= q̂a, for all a = 1, . . . , l − 1 (10)

and the boundary conditions

q0 = q̂0, v0 = v̂0, and qN = q̂l, vN = v̂l. (11)

Our parallel integrator works as follows. Take an arbitrary
sequence {(qk, vk)} satisfying the interpolation constraints
(10) and the boundary conditions (11). Now construct the
sequence {(q̄k, v̄k)} by solving the parallelized problem

D3Ld(qk−1, vk−1, q̄k, v̄k) +D1Ld(q̄k, v̄k, qk+1, vk+1) = 0 ,

D4Ld(qk−1, vk−1, q̄k, v̄k) +D2Ld(q̄k, v̄k, qk+1, vk+1) = 0

if 1 ≤ k ≤ N − 1 and k �= Na, 1 ≤ a ≤ l− 1. At each knot
k = Na, 1 ≤ a ≤ l − 1, take q̄Na

= qNa
and compute v̄Na

by solving the equation

D4Ld(qNa−1, vNa−1, q̄Na
, v̄Na

)

+D2Ld(q̄Na , v̄Na , qNa+1, vNa+1) = 0 .

Finally, take (q̄0, v̄0) = (q0, v0), (q̄N , v̄N ) = (qN , vN ).
Observe that the derived sequence {(q̄k, v̄k)}, k = 0, . . . , N
satisfies the interpolation constraints

q̄Na
= q̂a, for all a = 1, . . . , l − 1

and the boundary conditions

q̄0 = q̂0, v̄0 = v̂0, and q̄N = q̂l, v̄N = v̂l .

By iterating this procedure, we approach a trajectory
having a locally optimum value of the cost functional (9).

5.1 An application: fuel-optimal control problem with
a weight minimizing the total variation in the control
variables

As a modification of the application given in Section 4,
consider the following optimal control problem. Our aim
is still minimizing the fuel expenditure functional while
also minimizing the total variation in the control variables.
Now the goal is to navigate from a departure point to a
destination point passing through given waypoints (knots)
at prescribed times, minimizing the cost functional∫ T

0

1

2
(u2

1 + u2
2 + cv21 + cv22) dt

subject to the control equations

ẋ = u1 +W1(x, y), ẏ = u2 +W2(x, y),
u̇1 = v1, u̇2 = v2 .

Here c > 0 is a weight.

The continuous problem is equivalent to solving the fourth-
order Euler-Lagrange equations for the second-order La-
grangian

L(x, y, ẋ, ẏ, ẍ, ÿ) =
1

2

[
(ẋ−W1(x, y))

2 + (ẏ −W2(x, y))
2

+ c (ẍ−D1W1(x(t), y(t))ẋ−D2W1(x(t), y(t))ẏ)
2

+c (ÿ −D1W2(x(t), y(t))ẋ−D2W2(x(t), y(t))ẏ)
2
]

As boundary conditions, we consider (q(0), q̇(0)) and
(q(T ), q̇(T )) fixed. In addition, the system is subject to
the interpolation constraints

q(t̂a) = q̂a, for all a = 1, . . . , l − 1 (12)

with 0 < t̂a < t̂b < T for all a, b ∈ {1, . . . , l−1} and a < b.

As a discretization of the cost function we propose, for
instance, a 2-stage Lobatto discretization:

Ld(qk, vk, qk+1, vk+1) =

h

2

[
L

(
qk, vk,

2

h2
(3(qk+1 − qk)− h(vk+1 + 2vk)

)

+ L

(
qk+1, vk+1,−

2

h2
(3(qk+1 − qk)− h(2vk+1 + vk)

)]

In Figure 4 we show an optimal trajectory starting at
(0, 0) and ending at (3, 5) at T = 60, with zero velocity
at both endpoints, and passing through the prescribed
positions (1, 3) and (5, 2) at times 20 and 40 respectively.
The vector field W is the same as in the previous example.
We used c = 50 and N = 240. The initial guess was a
cubic spline connecting the four waypoints and having the
prescribed velocity at the endpoints. If a shooting strategy
was applied, a small change in (q1, v1) would produce a
very different trajectory.

All of the examples have been computed using the Jacobi-
Newton method mentioned in section 2. In this last simula-
tion, a “damping” coefficient δ = .05 was used as follows.
If (∆qk,∆vk) is the increment computed by the Jacobi-
Newton method at the index k, then the update rule
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t=0

t=20

t=40

t=60

Fig. 4. An optimal trajectory for the second-order problem
with interpolation nodes.

applied was (q̄k, v̄k) = (qk, vk) + (1 − δ)(∆qk,∆vk). This
was used to control an instability of the trajectory that
appears around t = 50.

6. COMMENTS ON THE IMPLEMENTATION

Prototypes of the algorithms were implemented using
MATLAB� and the Parallel Computing ToolboxTM (Math-
Works� (2019)). The simulations were run on an Intel�

CoreTM i5-7400 CPU and an NVIDIA GeForce GT 740
GPU. The execution times provided throughout this sec-
tion are given only for illustration purposes and trans-
parency. However, these are strongly dependent on the
implementation, which may have been suboptimal.

For Figures 2 and 3, the stopping criterion was

max
k

‖D2Ld(qk−1, qk) +D1Ld(qk, qk+1)‖ < 10−4h2.

The factor h2 is included because the left-hand side of this
inequality is O(h) for any smooth curve sampled at times
kh, regardless of it being a trajectory of the system, and
for Ld approximating the exact discrete Lagrangian. Each
one of the six trajectories in Figure 2 took between 13 to 16
seconds to compute, and required around 11000 to 13000
iterations; however, a trajectory with a time expenditure
equal (within three decimal places) to the optimal time
shown in the figure was already obtained in the first 1
or 2 seconds of each simulation. Setting the tolerance to
10−10h2 does not decrease the time expenditure within
three decimal places.

For Figure 3, after 227000 iterations (about 237 seconds)
the trajectory fulfilled the stopping criterion, with a fuel
expenditure of 5.597. As before, a solution with the same
fuel expenditure within three decimal places one was al-
ready obtained after 22000 iterations (23 seconds). This
relatively long time was due to the fact that the initial
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and the boundary conditions

q̄0 = q̂0, v̄0 = v̂0, and q̄N = q̂l, v̄N = v̂l .

By iterating this procedure, we approach a trajectory
having a locally optimum value of the cost functional (9).

5.1 An application: fuel-optimal control problem with
a weight minimizing the total variation in the control
variables

As a modification of the application given in Section 4,
consider the following optimal control problem. Our aim
is still minimizing the fuel expenditure functional while
also minimizing the total variation in the control variables.
Now the goal is to navigate from a departure point to a
destination point passing through given waypoints (knots)
at prescribed times, minimizing the cost functional∫ T

0

1

2
(u2

1 + u2
2 + cv21 + cv22) dt

subject to the control equations

ẋ = u1 +W1(x, y), ẏ = u2 +W2(x, y),
u̇1 = v1, u̇2 = v2 .

Here c > 0 is a weight.

The continuous problem is equivalent to solving the fourth-
order Euler-Lagrange equations for the second-order La-
grangian

L(x, y, ẋ, ẏ, ẍ, ÿ) =
1

2

[
(ẋ−W1(x, y))

2 + (ẏ −W2(x, y))
2

+ c (ẍ−D1W1(x(t), y(t))ẋ−D2W1(x(t), y(t))ẏ)
2

+c (ÿ −D1W2(x(t), y(t))ẋ−D2W2(x(t), y(t))ẏ)
2
]

As boundary conditions, we consider (q(0), q̇(0)) and
(q(T ), q̇(T )) fixed. In addition, the system is subject to
the interpolation constraints

q(t̂a) = q̂a, for all a = 1, . . . , l − 1 (12)

with 0 < t̂a < t̂b < T for all a, b ∈ {1, . . . , l−1} and a < b.

As a discretization of the cost function we propose, for
instance, a 2-stage Lobatto discretization:

Ld(qk, vk, qk+1, vk+1) =

h

2

[
L

(
qk, vk,

2

h2
(3(qk+1 − qk)− h(vk+1 + 2vk)

)

+ L

(
qk+1, vk+1,−

2

h2
(3(qk+1 − qk)− h(2vk+1 + vk)

)]

In Figure 4 we show an optimal trajectory starting at
(0, 0) and ending at (3, 5) at T = 60, with zero velocity
at both endpoints, and passing through the prescribed
positions (1, 3) and (5, 2) at times 20 and 40 respectively.
The vector field W is the same as in the previous example.
We used c = 50 and N = 240. The initial guess was a
cubic spline connecting the four waypoints and having the
prescribed velocity at the endpoints. If a shooting strategy
was applied, a small change in (q1, v1) would produce a
very different trajectory.

All of the examples have been computed using the Jacobi-
Newton method mentioned in section 2. In this last simula-
tion, a “damping” coefficient δ = .05 was used as follows.
If (∆qk,∆vk) is the increment computed by the Jacobi-
Newton method at the index k, then the update rule

0 1 2 3 4 5 6

-1

0

1

2

3

4

5

6

t=0

t=20

t=40

t=60

Fig. 4. An optimal trajectory for the second-order problem
with interpolation nodes.

applied was (q̄k, v̄k) = (qk, vk) + (1 − δ)(∆qk,∆vk). This
was used to control an instability of the trajectory that
appears around t = 50.

6. COMMENTS ON THE IMPLEMENTATION

Prototypes of the algorithms were implemented using
MATLAB� and the Parallel Computing ToolboxTM (Math-
Works� (2019)). The simulations were run on an Intel�

CoreTM i5-7400 CPU and an NVIDIA GeForce GT 740
GPU. The execution times provided throughout this sec-
tion are given only for illustration purposes and trans-
parency. However, these are strongly dependent on the
implementation, which may have been suboptimal.

For Figures 2 and 3, the stopping criterion was

max
k

‖D2Ld(qk−1, qk) +D1Ld(qk, qk+1)‖ < 10−4h2.

The factor h2 is included because the left-hand side of this
inequality is O(h) for any smooth curve sampled at times
kh, regardless of it being a trajectory of the system, and
for Ld approximating the exact discrete Lagrangian. Each
one of the six trajectories in Figure 2 took between 13 to 16
seconds to compute, and required around 11000 to 13000
iterations; however, a trajectory with a time expenditure
equal (within three decimal places) to the optimal time
shown in the figure was already obtained in the first 1
or 2 seconds of each simulation. Setting the tolerance to
10−10h2 does not decrease the time expenditure within
three decimal places.

For Figure 3, after 227000 iterations (about 237 seconds)
the trajectory fulfilled the stopping criterion, with a fuel
expenditure of 5.597. As before, a solution with the same
fuel expenditure within three decimal places one was al-
ready obtained after 22000 iterations (23 seconds). This
relatively long time was due to the fact that the initial
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guess, regularly spaced points along a straight line seg-
ment, was not close to the solution.

Finally, the interpolation problem (Figure 4) was signif-
icantly slower to converge. The initial guess was a cubic
spline sampled with N = 120. Although a natural choice,
a spline is not a high-quality guess as the actual solution is
a quite convoluted curve. After 150000 iterations (around
480 seconds), the trajectory started to look qualitatively
like the final solution, with a total fuel expenditure of
134.2. After this occurred, we refined the trajectory by
takingN = 240 and halving the time step. Letting the sim-
ulation run for 5000 more seconds, we obtained a slightly
better trajectory, with fuel expenditure 133.4.

7. CONCLUSIONS AND FUTURE WORK

In this paper we have shown that discrete variational
methods combined with a parallel iterative approach are
well-suited for boundary value problems, where techniques
such as the shooting method would fail. This has been
tested in three examples related with navigation problems:
the classical minimum-time Zermelo’s navigation problem,
a fuel-optimal navigation problem consisting in arriving to
the destination at a fixed time and, finally, an interpolation
problem for a fuel-optimal control problem with a weight
minimizing the total variation in the control variables. The
numerical simulations give us trajectories which locally
minimize the corresponding cost (time, fuel expenditure,
etc).

In Ferraro et al. (2021) we prove rigorous conditions for
the convergence of Equations (3) and (4) and also of
the corresponding extensions to second-order Lagrangians.
In that paper we will also show that time-dependent
water currents can be added to the proposed navigation
problems. In a forthcoming paper we will describe how
to adapt our parallel iterative method for the case of
invariant first and second order Lagrangian systems where
the configuration space is a Lie group.

Problems involving sharp univariate constraints such as
state space or control space exclusion zones have not yet
been studied using this approach. Nevertheless, we believe
that such problems may be handled by means of penalty
potentials. Moreover, the iterative procedure of increasing
the penalty to approximate sharp boundaries could be
coupled with the iteration of our algorithm. We intend
to address this in a forthcoming paper.
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