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Abstract

The Milky Way’s nuclear stellar disk (NSD) and nuclear star cluster (NSC) are the main features of the Galactic
center. Nevertheless, their observation is hampered by the extreme source crowding and high extinction. Hence,
their relation and formation scenario are not fully clear yet. We aim to detect the stellar populations from the NSC
and the NSD along the line of sight toward the NSC and assess whether they have different stellar populations and
star formation histories. We analyzed the color-magnitude diagram, K versus H—Kj, of a region of 82 x 2!8
centered on the NSC, and detected two different stellar groups with different extinctions. We studied their red
clumps to find the features associated with each of the stellar populations. We obtained that the two groups of stars
correspond to the NSD and the NSC and found that they have significantly different stellar populations and star
formation histories. We detected a double red clump for the NSD population, in agreement with previous work,
whereas the NSC presents a more complex structure well fitted by three Gaussian features. We created extinction
maps to analyze the extinction variation between the detected stellar groups. We found that the high-extinction
layer varies on smaller scales (arcseconds) and that there is a difference of Ag, ~ 0.6 mag between both extinction
layers. Finally, we obtained that the distance toward each of the stellar populations is compatible with the Galactic
center distance and found some evidence of a slightly closer distance for the NSD stars (~360 =+ 200 pc).

Unified Astronomy Thesaurus concepts: Galactic center (565); Galaxy structure (622); Red giant clump (1370);

Interstellar dust extinction (837)

1. Introduction

The center of the Milky Way is the closest galactic nucleus
located only ~8 kpc from Earth (e.g., Gravity Collaboration et al.
2018; Do et al. 2019). It allows us to resolve individual stars down
to milliparsec scales and analyze in great detail its structure and
stellar population (e.g., Genzel et al. 2010; Schodel et al. 2014).
Therefore, it is a perfect laboratory to study galactic nuclei and
their role in a wider context of galaxy evolution.

The Galactic center (GC) hosts two main structures: (1) the
nuclear stellar disk (NSD), a disk-like structure with a mass of
~7 x 10® M, and radius of ~200 pc (e.g., Launhardt et al. 2002;
Nishiyama et al. 2013; Gallego-Cano et al. 2020; Sormani et al.
2020), that partially overlaps with the dense clouds of gas of the
central molecular zone (e.g., Morris & Serabyn 1996); and (2)
the nuclear star cluster (NSC), a massive stellar cluster (~2.5 x
107 M., e.g., Launhardt et al. 2002; Schodel et al. 2014;
Feldmeier-Krause et al. 2017; Do et al. 2019; Sormani et al.
2020) centered on the supermassive black hole Sagittarius A, with
an effective radius of ~5 pc (e.g., Graham & Spitler 2009; Schodel
2011; Feldmeier-Krause et al. 2017; Gallego-Cano et al. 2020).

In spite of its proximity, the observation of the GC is hampered
by the extreme source crowding and the high interstellar extinction
that limits its analysis to the infrared regime (e.g., Nishiyama et al.
2008; Schodel et al. 2010; Nogueras-Lara et al. 2018a, 2020a). In
this way, the relation between the NSC and the NSD, and their
formation processes are not well understood yet (e.g., Launhardt
et al. 2002; Nogueras-Lara et al. 2020b; Schodel et al. 2020).
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There is some evidence that the NSC and the NSD host different
stellar populations with different star formation histories (SFHs,
e.g., Nogueras-Lara et al. 2020b; Schodel et al. 2020; Schultheis
et al. 2021). Both components seem to have a predominantly old
stellar population (=8 Gyr), followed by several billion years of
quiescence. Nevertheless, the NSC seems to host a ~3 Gyr-year-
old intermediate-age population in the NSC, which cannot be
found in the NSD. On the other hand, there is evidence of an
important ~1 Gyr star formation event associated with the NSD,
which is not found when analyzing the stellar population from the
NSC (Nogueras-Lara et al. 2020b; Schodel et al. 2020).

In this paper, we aim to assess whether the stellar populations
of the NSC and the NSD are actually different. For this, we
analyze the red clump (RC) features (e.g., Girardi 2016) of a
region centered on the NSC. We use photometric data in the H
and K bands and clearly detect two stellar groups with different
extinctions that correspond to the NSC and the NSD. We find that
the stellar populations belonging to each of the extinction groups
are significantly different and explain the differences with
different formation histories.

2. Data
2.1. HAWK-I Data

We used H and K| photometry obtained with the NIR camera
High Acuity Wide Field K-band Imager (HAWK-I; Kissler-Patig
et al. 2008), placed at the ESO Very Large Telescope in Chile.
The observations were taken in 2013 and constituted a pilot study
for the GALACTICNUCLEUS (GNS) survey (a high-angular-
resolution photometric survey of the GC; Nogueras-Lara et al.
2018a, 2019b) and were presented and described in Nogueras-
Lara et al. (2018a). We used these data because the observing
conditions were better than for the analogous region in the GNS
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Figure 1. GALACTICNUCLEUS false-color image (using J, H, and K as blue, green, and red, respectively) of the analyzed region. The white arrow indicates the
position of the supermassive black hole (Sgr A™) at the center of the Galaxy. The white dashed lines indicate the subregions used for the analysis shown in Section 6.

survey (see Table 1 in Nogueras-Lara et al. 2018a). The best
conditions are crucial in this most crowded field of the Galaxy and
imply that the H and K, photometry of the 2013 data is around
1 mag deeper than in the GNS survey.

The observations consist of four independent fixed pointings
designed to cover the cross-shaped gap between the four
HAWK-I detectors. The observed region was centered on the
coordinates (17"45™37570, —29°00'05”70) covering a total
size of 8!2 x2!8 (~19pc x 6.5pc), as shown in Figure 1.
Each of the pointings included 512 frames with a detector
integration time (DIT) of 0.83 s (for further details, see Section
2 in Nogueras-Lara et al. 2018a). We processed them following
a standard reduction (dark, bias, flat-fielding) and dedicated sky
subtraction to later apply the speckle holography algorithm
optimized for crowded fields, as explained in Schodel et al.
(2013). The detectors were treated independently throughout
the process. We obtained point-spread function photometry for
each of them using the Starfinder algorithm (Diolaiti et al.
2000). We created the final catalog merging all the detectors, as
explained in Nogueras-Lara et al. (2018a). We reached 5o
detections at H ~ 21 mag and K, ~ 20 mag. The uncertainties
were below 0.05 mag at H~ 18 mag and K~ 17 mag. The
zero point was calibrated using the SIRTUS/IRSF survey (e.g.,
Nagayama et al. 2003; Nishiyama et al. 2006) and its
systematic uncertainty was ~0.04 mag (Nogueras-Lara et al.
2018a).

We also used H and K| data from the GNS survey to analyze
a control region to test the obtained results. The survey used a
slightly different setup in comparison to the pilot study (for
further details, see Nogueras-Lara et al. 2018a, 2019b). Both
GNS and the pilot study reached ~0”2 angular resolution in
the JHK bands.

3. Color-Magnitude Diagram

Figure 2 shows the K| versus H — K color—-magnitude diagram
(CMD) of the target region. Given the extreme extinction along
the line of sight toward the GC, a simple color cut of H —
K, > 1.35 mag allowed us to effectively remove the foreground
population belonging to the Galactic disk and to the inner Galactic
bulge (e.g., Nogueras-Lara et al. 2018b, 2019b; Sormani et al.
2020; Schultheis et al. 2021; Nogueras-Lara et al. 2021a).

Possible remaining contamination from the inner bulge accounts
for less than 25% of the stars beyond that color cut, according to
the analysis carried out by Schultheis et al. (2021) for a similar
color cut and line of sight (see their Section 3.1).

3.1. Different Stellar Groups

We visually identified two different stellar groups, which
correspond to a low- and high-extinguished stellar population
around H — K;~ 1.5 mag and H — K~ 2 mag, respectively.
They appear as clearly distinct populations in an HST/WFC3
CMD F153M versus F105W — F153M for the innermost 2/ x 2/,
as shown in Figure 16 in Nogueras-Lara et al. (2018a).

To study the detected stellar populations, we defined two
regions in the CMD covering the RC features of each of the
stellar populations, as indicated in Figure 2. We selected
similar vertical sizes of the selection boxes associated with each
of the stellar populations in order to easily compare them in the
subsequent analysis. Given that both stellar populations are
separated due to the differential extinction, we avoided the stars
around H — K;~ 1.7 mag when defining the regions to be
analyzed. This is because that region corresponds to a transition
region where stars from both stellar populations might appear,
complicating the independent analysis.

We also limited the selection of the faint end of the RC features
due to the completeness of the data. Given the extremely high
number of stars in the analyzed region, the incompleteness is
dominated by the source crowding (so the sensitivity is not
significantly affecting the completeness in these crowded regions).
In this way, we obtained the completeness solution using the
technique described by Eisenhauer et al. (1998) and previously
applied to similar data sets as the GNS survey (see Section 3.1.2
in Nogueras-Lara et al. 2020a). It computes the critical distance at
which a star of a given magnitude can be detected near a brighter
star and uses this parameter to estimate the completeness for the
real sources in the data set. We applied this method to compute
the two-thirds completeness of the data, dividing the observed
region into nine smaller subregions (see Figure 1). The final
completeness solution was obtained by averaging over the results
for each of the defined subregions. The reference stars were
selected restricting the selection boxes in agreement with the
obtained completeness (colored boxes in Figure 2).
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Figure 2. Color-magnitude diagram K; vs. H — K| corresponding to the target region. The color code corresponds to stellar densities using a power stretch scale. The
black dashed line indicates the two-thirds completeness level of the data. The blue and red parallelograms show the reference stars that we consider in Section 3.1 for
the low- and high-extinction groups. The zoom-in panels depict the best fit found in the RC region using a GMM analysis as specified in Figure 3.

We used the SCIKIT-LEARN Python function GaussianMix-
ture (GMM; Pedregosa et al. 2011) to independently analyze each
of the different extinction groups. We divided the selected CMD
regions along the x-axis (H — Kj color) into sections of 0.075 mag
width and used the Bayesian information criterion (BIC;
Schwarz 1978) and the Akaike information criterion (AIC;
Akaike 1974) to compare three different models considering
one, two, and three Gaussian distributions to fit the data within
each bin. Figure 3 shows the best fits obtained for each of the
vertical bins. In all cases, we detected a two-Gaussian distribution
for the low-extinguished stellar population, whereas the high-
extinguished one presented a three-Gaussian distribution. Figure 2
depicts the obtained results in the zoom-in panel, where the
obtained features follow the reddening vector. In particular, we
computed the slopes of each of the detected features and obtai-
ned Siow bright = 1.24 3+ 0.13 £ 0.12, Siow faine = 1.29 £ 0.10 £ 0.08,
Shigh bright = 1.16 £0.01 & 003, Shigh intermediate — 1.21 +0.09 &+
0.02, and Spigh faine = 1.01 £0.06 £0.10, where the subscripts
“low” and “high” indicate the corresponding extinction group. The
uncertainties refer to the statistical and the systematic ones,
respectively. The statistical uncertainty was computed using a
jackknife resampling method, systematically leaving out one of the
data points to calculate the slope (e.g., Nogueras-Lara et al. 2020a,
2021c). The systematics were estimated varying the selection
boxes and the size and number of vertical bins. The obtained
slopes are consistent within the uncertainties with the slope,
s =1.19 £ 0.04, of the extinction curve derived in Nogueras-Lara
et al. (2019a, 2020a) using the GNS catalog.

3.2. Comparison with a Control Region

We repeated the analysis using a control region of the same
size that is located at a distance to the center of the NSC of
more than six effective NSC radii (see Figure 4, e.g., Schodel
et al. 2014; Feldmeier-Krause et al. 2017; Gallego-Cano et al.
2020).

We built a K versus H — K; CMD (Figure 5) and computed
the two-thirds completeness due to crowding using the
previously explained technique and the results for the GNS
survey in Nogueras-Lara et al. (2020a). We obtained better data
completeness in comparison to the target region because the
control region does not contain the NSC, and the crowding is
thus less important.

The RC in the control field appears as a continuous feature,
without any visible change as a function of extinction. We
proceeded in our analysis of the RC region of the CMD
exactly as described previously. Figure 5 shows the results. At
both high and low extinction, we find the same feature in the
RC region of the CMD of the control field. In fact, the
high-extinction features in the control field can be simply
obtained by additional reddening of the low-extinction
features. This is markedly different from the target field,
where the high-extinction CMD region shows an additional
feature associated with the RC. The difference between
the target and control regions is the presence of the NSC in the
former. The NSC stars occupy the high-extinction part in the
target region CMD.
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Figure 3. Best-fit models obtained for each of the vertical cuts through the CMD defined in Section 3.1, to analyze the RC features in the K, vs. H — K; CMD. The gray
histograms show the K distribution of each of the vertical cuts. The blue and the red solid lines depict the models corresponding to the best fits for the low- and the
high-extinguished stellar populations, respectively. The black dashed lines indicate the Gaussian models used for the fits. Upper panels: from left to right, each of the
four bins of 0.075 mag starting from H — K = 1.35 mag corresponding to the low-extinguished stellar population. Lower panels: from left to right, each of the five
sections of 0.075 mag starting from H — K; = 1.8 mag corresponding to the high-extinguished stellar population.

Figure 4. Scheme of the target and control regions selected. The background image corresponds to a false-color image (JHK) from the GNS survey. The white dashed
circle indicates the effective radius of the NSC. The position of Sgr A* is indicated as a reference.

3.3. Discussion

The presence of several RC features can be explained by two
different scenarios: (a) stellar populations at different distances
and (b) RC stars with different ages and/or metallicities (e.g.,
Ferraro et al. 2009; Girardi 2016). To further analyze this, we
computed the K distance between the detected features in the
target region. We obtained

(1) AKjow =0.524+0.01 £0.02 mag, where the subscript
“low” refers to the low-extinguished stellar population; (2)
AK; high 1 = 0.16 = 0.01 & 0.01 mag, where the subscripts “high”
and “1” indicate the difference in magnitude between the brightest

and the secondary feature of the high-extinguished stellar
population; and (3) AK pigh 2 =0.65 £ 0.02 +0.05 mag, where
the subscript “2” refers to the K; magnitude distance between the
brightest and the faintest features in the high-extinguished stellar
population. The AK| values were obtained averaging over the
magnitude differences of the points shown in Figure 2. The first
uncertainty corresponds to the statistical one and was estimated
via the standard deviation of the measurements. The second one
refers to the systematic uncertainty and was computed repeating
the analysis varying the limits of the selection box and using
different bin-width sizes.
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Figure 5. Color-magnitude diagram K| vs. H — K| corresponding to the control region. The color code corresponds to stellar densities using a power stretch scale. The
black dashed line indicates the two-thirds completeness level of the data. The blue and red parallelograms show the reference stars that we consider in Section 3.1 for
the low- and high-extinction groups. The zoom-in panels depict the best fit found in the RC region using a GMM analysis.

Given the high crowding and extreme extinction in the GC
(e.g., Nishiyama et al. 2008; Schodel et al. 2010; Nogueras-Lara
et al. 2018a, 2020a), scenario (a) (having stellar populations at
different distances) is quite unlikely and would be only possible
for small distances between the stellar populations. Nevertheless,
even for the magnitude difference between the brightest and the
secondary RC features measured for the high-extinguished stellar
group (AKj pigh 1 = 0.16 £0.01 & 0.01 mag), this distance differ-
ence would be ~600 pc beyond the GC, at the GC distance of
~8kpc (e.g., Gravity Collaboration et al. 2018; Do et al. 2019).
This would imply that there is a stellar substructure as dense as
the NSC located behind the GC, which is highly improbable. The
situation becomes even more extreme for the stellar populations
associated with larger magnitude differences. Moreover, due to
the extreme extinction, stellar populations located at significantly
different distances should show some difference in reddening,
implying a shift toward redder colors in the H — K| axis in the
CMD with respect to closer components. This was not found for
the RC components measured within each of the extinction
groups. Thus, we can safely exclude this scenario. Hence, the
more likely explanation for the different number of features
between the low- and the high-extinguished groups of stars is a
difference in their RC stellar population.

The two-Gaussian distribution found for the low-extinguished
group of stars is in agreement with the stellar population
obtained for the NSD, where previous work found a double-RC
feature with a magnitude difference of AK, ~ 0.5 mag (e.g., Rui
et al. 2019; Nogueras-Lara et al. 2020b, 2021c). This is also in
agreement with the analysis of the control region, where we did
not observe any difference between the two selection boxes

analyzed in the RC. We obtained a AKj,, =047 +£0.02+
0.02 mag for the first selection box that corresponds to the low-
extinguished stellar group in the target region, and AK pion =
0.46 £ 0.02 + 0.05 mag for the selection box corresponding to
the high-extinguished stellar group in the target region. The
uncertainties were obtained as previously explained for the target
region.

Therefore, we conclude that the low-extinguished stellar
group corresponds to the NSD, as it is seen in front of the NSC
due to the different extinctions. On the other hand, we believe
that the three-Gaussians distribution is associated with the more
complex stellar population from the NSC. This is in agreement
with previous studies that suggest that the SFH of the NSC
might be different from that of the NSD (e.g., Schodel et al.
2020; Schultheis et al. 2021). In particular, according to the SFH
derived in Schodel et al. (2020), the bulk of the stars is old (80%
of the stellar mass older than 10 Gyr), followed by a quiescent
period that ended around 3 Gyr ago with the formation of ~15%
of the stellar mass. Finally, a few percent of the stars were
formed in the past few 100 Myr. In this way, the three Gaussian
features that we detect in our analysis agree with the fit of
theoretical K, luminosity functions in Figure 10 of Schodel et al.
(2020), where the two brightest peaks would be produced by the
old and intermediate-age stellar populations, and the third
one would be the consequence of the formation of the red
giant branch bump (RGBB; e.g., Nataf et al. 2011; Wegg &
Gerhard 2013). The RGBB is also present in the NSD stellar
population but partially overlaps with the RC feature from the
~1 Gyr stellar population, producing a closer secondary peak
(see Section 3.4.1).
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Figure 6. Synthetic K, vs. H — K; CMD using PARSEC models to simulate the
RC distribution found according to the different stellar populations from the
NSD and the NSC. The blue dashed line indicates the rough separation
between both components due to reddening. The black arrows show the
different RC features detected in our analysis.

3.4. Synthetic Models
3.4.1. CMD Simulation

To assess our previous conclusions, we built a simple
synthetic K, versus H — K; CMD to simulate the main stellar
populations in the NSD and the NSC, using PARSEC models
(release v1.2S + COLIBRI S_37, Bressan et al. 2012; Chen
et al. 2014, 2015; Tang et al. 2014; Marigo et al. 2017;
Pastorelli et al. 2019, 2020). Because our purpose is just to
detect the main features in the RC region of the CMD, we
simply assumed approximately similar masses for the stellar
populations belonging to the NSD and the NSC. We only used
the stellar models that significantly account for the stars in the
RC feature following the results obtained by Nogueras-Lara
et al. (2020b) and Schodel et al. (2020). Namely, for the NSD,
we chose an old stellar model of 10 Gyr (~95% of the total
stellar mass) and a younger one of 1.5 Gyr (~5% of the total
stellar mass). We simulated the NSC using the same old stellar
population (10 Gyr), and an intermediate-age one of 3 Gyr
(accounting for ~20% of the total stellar mass). We selected
metal-rich models (around twice solar metallicity) for all the
models, in agreement with previous work (e.g., Feldmeier-
Krause et al. 2017; Schultheis et al. 2019, 2021). To simulate
the extinction, we used the extinction curve in Nogueras-Lara
et al. (2020a), and the values obtained in Table 3 of Nogueras-
Lara et al. (2018a) for the reddening of each of the extinction
groups. We applied the extinction randomly assigning extinc-
tion values to each star from a Gaussian distribution centered
on the mean extinction value for each of the extinction groups.
The standard deviation of the Gaussian distributions was
dAk, ~ 0.1 mag, in agreement with the extinction distributions
in Nogueras-Lara et al. (2018a). We randomly generated the
photometric uncertainties assuming a Gaussian distribution for
each of the stars with a standard deviation of 0.025 mag, which
corresponds to the expected mean uncertainty for the data used
at the RC magnitude for H and K. Figure 6 shows the obtained
result. The black arrows in the figure depict the obtained over-
densities that are in agreement with the features obtained in
the analysis of the target region and discussed in the previous
section.

Nogueras-Lara, Schodel, & Neumayer

3.4.2. Simulation of Ky Luminosity Functions

We also built synthetic K luminosity functions (KLFs) for
each of the stellar populations to compare them with the results
obtained in Section 3.3. We used the corresponding theoretical
models, assuming the previously explained uncertainties. To
simulate the scatter associated with a real dereddened KLF
(e.g., Section 6 in Nogueras-Lara et al. 2021b), we varied the
magnitude of each star assuming a Gaussian distribution
centered on its real magnitude with a standard deviation of
0.1 mag. Figure 7 shows the obtained KLFs for each of the
stellar populations. We stress that this is a simple model that
aims to check our results considering only the stellar
populations that significantly contribute to the RC features,
assuming that all stars are at the same distance. Therefore, the
RC features are more prominent in comparison with real data.

We computed the distance between the Gaussian features,
the relative fraction of stars belonging to each RC feature, and
their associated uncertainties, resorting to 100 Monte Carlo
(MC) simulations. For each of them, we produced the KLF
generating the corresponding magnitude uncertainties and the
scatter associated with the dereddening process, as previously
explained. We fitted the RC features of each KLF using a two-
Gaussian model for both cases, the NSD and the NSC. For the
NSC, we assumed a single Gaussian to account for the bright
RC for simplicity. We obtained mean magnitude differences of
szO NSD — 0.51£0.05 mag and szO NSC — 0.66 £+ 0.03 mag,
with the distance in magnitude larger for the NSC stellar
population, as obtained in Section 3.3. The uncertainties
correspond to the standard deviation of the results obtained for
each MC sample. Computing the ratio between the number of
stars in each Gaussian feature, we obtained average values of
ratiogsp = 1.25 £ 0.28 and rationsc = 2.72 + 0.29, where the
uncertainties were estimated using the standard deviation of the
distributions. We computed mean experimental values from
the Gaussian fits in Figure 3 averaging over the values obtained
for each vertical cut (and combining the bright features
for the high-extinguished stellar population). We obtained
ratioy,y, = 1.14 +0.06 and ratiopig, = 2.87 £ 0.05, where the
uncertainties correspond to the standard deviation of the
measurements. Our results show that the relative fraction of
stars between the features is different for each extinction group
and that it is compatible with the expected stellar population
from the NSD and the NSC. Nevertheless, the computed ratios
do not correspond with the real stellar ratios between the RC
from different ages and/or the RGBB. This would require a
more in-depth analysis taking into account the exponential
background associated with the KLF (for further details see
e.g., Wegg & Gerhard 2013; Nogueras-Lara et al. 2018b).

4. Extinction Maps

The detection of the low- and the high-extinguished stellar
groups associated with the NSD and the NSC, respectively, is
possible given the different extinctions associated with each of
the stellar populations. In this way, we also produced extinction
maps to compute the extinction variations.

To create the extinction maps associated with each group of
stars, we used the method described in Nogueras-Lara et al.
(2018a, 2018b, 2020b). Namely, we used RC and red giant
stars fulfilling K; € [13.75, 15.75] mag and H — K, € [1.35,
1.65] mag for the NSD stellar population and K€ [14.5,
16.75] mag and H — K, € [1.8, 2.175] mag for the NSC. We
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Figure 7. Synthetic dereddened K, luminosity functions for the NSD (upper
panel) and the NSC (lower panel) corresponding to one of the MC realizations.
The black dashed lines indicate the two-thirds completeness limit due to
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defined a pixel size of 3” and computed the associated
extinction to each pixel using the five closest reference stars
(within a maximum radius of 7”5). We computed the
extinction using the equation

_ K —H— (K, — H)o
(Ak,/Am) — 1

, ey

K

where Ak is the extinction in the K band, H and K; are the
photometric measurements, the subscript 0 indicates the intrinsic
color, and Ak /Ay is the used extinction curve and equals
1.84 £0.03 (Nogueras-Lara et al. 2019a, 2020a). To take into
account the different distances of the stars to a given extinction
map pixel, we used an inverse distance weight method, as
explained in Section 7 in Nogueras-Lara et al. (2018a).

We also built uncertainty maps using a jackknife resampling
method, computing the extinction variation systematically exclud-
ing one of the stars used for the extinction calculation associated
with each pixel (see Section 7 in Nogueras-Lara et al. 2018a). The
systematic uncertainties were estimated varying the quantities
involved in Equation (1) within their associated uncertainties.

Figure 8 shows the obtained extinction maps and their
associated uncertainties. The mean extinction values are
Ag, nsp = 1.70 £ 0.07 mag and Ak, nsc = 2.27 £ 0.09 mag.
The uncertainties refer to the standard deviation of the value for

Nogueras-Lara, Schodel, & Neumayer

each map. The mean statistical uncertainty obtained from the
uncertainty maps is ~2%, and the systematic uncertainty is ~5%.

The obtained average extinctions are significantly different and
point toward two different layers. We also observed that the
variation of the extinction across the field associated with the NSC
seems to happen on shorter spatial scales in comparison with the
extinction map obtained for the NSD (see Figure 8). This is in
agreement with the previous work by Nogueras-Lara et al.
(2018a) using an independent data set (the central pointing of
the GNS survey; Nogueras-Lara et al. 2019b). Therefore, the
extinction maps are consistent with having a first extinction layer
associated with the interstellar medium in front of the GC (the first
extinction map, upper panels in Figure 8) and a secondary layer
corresponding to extinction inside the NSD and the CMZ, that
varies on shorter spatial scales (arcseconds), corresponding to the
secondary layer (bottom maps in Figure 8)). In this way, the low-
extinguished stellar group agrees well with the stellar population
from the NSD and the high-extinguished one corresponds to the
stellar population from the NSC.

5. NSD Contamination of the NSD Region in the CMD

The strong variation of the extinction makes it possible to
identify the NSD and the NSC using the K, versus H — K|
CMD. Nevertheless, there is some correlation between the
extinction layers corresponding to each component as shown in
Figure 8. Therefore, some pollution from the NSD in the NSC
feature is expected. To estimate this contamination, we divided
the target regions for each of the extinction groups analyzed in
Figure 2 into small vertical cuts of 0.05 mag and computed the
number of stars belonging to each of them. Averaging over the
results for each of the groups, we obtained the mean number of
stars for each component. Assuming that the density of the
NSD stars is approximately constant for the covered extinction
range, we can estimate an upper limit to the stars from the NSD
present in the NSC sample, computing the ratio between the
mean number of stars of each component. We obtained that
up to ~30% of the stars in the NSC feature might belong to
the NSD.

We also tested the influence of completeness on this result.
We used the technique presented in Section 3.1.2 in Nogueras-
Lara et al. (2020a). We selected a completeness reference level
(60%) in the CMD and randomly removed stars in the CMD, in
agreement with the completeness solution, to normalize them
with respect to the reference level. We created 100 MC samples
using this technique and estimated the possible contamination
from the NSD on the NSC for each of them, as previously
explained. We did not observe any significant difference with
respect to the previous result.

6. The Stellar Population across Different Lines of Sight

We also analyze the distribution of both extinction groups
(corresponding to the NSD and the NSC), in the CMD across
different lines of sight. For this, we divided the observed field
into nine equally sized regions, as shown in Figure 1. Figure 9
shows the CMDs associated with each of the regions, where the
completeness due to crowding is computed for each of them,
following the method explained in Section 3.1. We found that
the two detected stellar populations appear even more clearly
separated for the majority of the regions. This separation
correlates well with the difference in extinction between the
extinction groups. In this way, we calculated the extinction
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difference between groups for the different regions using the
extinction maps previously computed (see Section 4). We
obtained that the difference is AAg, ~ 0.6 mag for all the
regions except for #2 and #3, where the difference is
~0.1 mag smaller and the two groups are less clearly separated.

6.1. Dereddened Ky Luminosity Functions

To assess the presence of different stellar populations
between both extinction groups, we dereddened the RC
features for each of them. We chose the stars belonging to
each extinction group by applying the selection boxes adopted
in Section 3.1 for all the regions. We decided to deredden the
photometry on a star-by-star basis, applying Equation (1) to
each of the target stars, as explained in Nogueras-Lara et al.
(2021c¢). This method allowed us to have an extinction value
for each of the stars in the selection boxes, avoiding the regions
without any extinction value appearing in the extinction maps
(which would considerably reduce the number of dereddened
stars for some of the regions, biasing the results).

We produced KLFs for each region using the dereddened Kj
values. Figure 10 shows the obtained results. For each luminosity
function, we computed the bin width using the “auto” option
implemented in the python function numpy.histogram (Harris
et al. 2020). It calculates the maximum of the Freedman—Diaconis
(Freedman & Diaconis 1981) and Sturges (Sturges 1926)
estimators. We observed two main features whose magnitude
difference and relative number of stars are significantly different
between the KLFs corresponding to each of the different extinction
groups, for all the regions. This confirms that there are different
stellar populations associated with each of the extinction groups.
Nevertheless, the KLFs corresponding to the high-extinguished
stellar population appeared to present two peaks instead of the
three ones detected in Section 3.1. This effect can be partially due
to a smoothing of the data associated with the dereddening process
(e.g., Nogueras-Lara et al. 2020a). Moreover, there is a systematic
effect introduced by the bin-width selection, which has an average
size of ~0.1 mag. Therefore, it is not possible to observe a
difference of less than 0.2 mag. To check this, we selected different
smaller bin widths and analyzed the KLF region corresponding to
the main peak found for the high-extinguished stellar population.
The zoom-in panels in Figure 10 show the result for three regions
as an example, where the expected two-peak structure is clearly

visible, in agreement with the result obtained in Section 3.1.
Therefore, this analysis is consistent with the detection of
different stellar populations belonging to the NSD and the NSC,
respectively.

6.2. Distance to the Features

We computed the distance to each of the stellar populations
using the mean value of the dereddened RC features for each
region. For this, we fitted a Gaussian to the brightest RC peak
detected for each KLF. For the high-extinguished stellar
population, the Gaussian fit includes the first and the second
peaks detected in Section 3.1, due to the bin-width size, as was
previously explained. We did not consider the faintest peak for
this population given that it does not correspond to the RC, but to
the RGBB. Regarding the second peak from the low-extinguished
stellar population, we did not use it given that it appears to be
associated with the ~1Gyr star formation event in the NSD
(Nogueras-Lara et al. 2020b), and the RC brightness varies
significantly (~0.5 mag) at this age (e.g., Girardi 2016; Nogueras-
Lara et al. 2020b), hampering the use of the distance modulus to
estimate the distances.

We computed the distance to each of the fitted features via the
distance modulus. We assumed an absolute magnitude for RC stars
of Mg, = —1.59 £ 0.04, as done in Nogueras-Lara et al. (2021c¢),
averaging over the values obtained by Groenewegen (2008),
Hawkins et al. (2017), and Chan & Bovy (2020). We also applied a
population correction factor of AMyg = —0.07 + 0.07, as explained
in Schodel et al. (2010). Table 1 shows the obtained results. The
uncertainties are systematic, with the statistical ones being
negligible. We estimated the systematic uncertainty quadratically
propagating the uncertainties involved in Equation (1). We also
tested that a more in-depth analysis considering the exponential
background associated with the KLF (e.g., Wegg & Gerhard 2013;
Nogueras-Lara et al. 2018b) does not influence our results in any
significant way within the uncertainties. We concluded that within
the uncertainties, the computed distances are consistent with the
measured distance to the GC of ~8 kpc. Therefore, this analysis
agrees well with having stellar populations from the NSD and the
NSC. We also observed that the distance toward the low-
extinguished group appears to be somewhat smaller than for the
high-extinguished one. Averaging over the distances obtained
for each of the groups, we obtained d; =8.16 £ 0.14 kpc and
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dr, =8.52 £0.15kpc for the low- and the high-extinguished one,
respectively, where the uncertainties were estimated using the
standard deviation of the distribution. This is consistent with the
observation of the closer edge of the NSD, given its expected
radius of ~200pc (e.g., Launhardt et al. 2002; Nishiyama et al.
2013; Gallego-Cano et al. 2020). Moreover, this is also compatible
with the lower extinction measured for the NSD, given that it
would correspond to a slightly closer component in comparison
with the NSC.

7. Conclusions

In this paper, we analyzed the H and K photometry from a
region of 8/2’ x 2!8 centered on the NSC. We built a K versus
H — K; CMD and detected the presence of two different stellar
groups in the RC associated with different extinctions. The

different RC features detected for each of the extinction groups,
and the magnitude distance between them, agree well with the
stellar populations and SFHs expected for the NSD and the NSC
(Nogueras-Lara et al. 2020b; Schodel et al. 2020). We checked
this hypothesis using a control field in the NSD and a synthetic
CMD reproducing the stellar populations from the NSD and the
NSC. Using simulations, we concluded that the different RC
features can be explained considering an intermediate-age stellar
population in the NSC that is not present in the NSD (Schodel
et al. 2020). Analogously, the faint RC feature measured for the
NSD does not have a counterpart in the NSC and corresponds
to a star formation event around 1 Gyr ago (e.g., Rui et al. 2019;
Nogueras-Lara et al. 2020b, 2021c¢).

The presence of these different stellar groups with different
extinctions was previously reported by Nogueras-Lara et al.
(2018a), where the low-extinction group was tentatively explained
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Table 1
Average Dereddened RC Magnitudes and Distances
Region Ko 1 K2 d, d»
(mag) (mag) (kpe) (kpe)

1 13.02 13.23 8.1+£0.5 89+0.5
2 13.05 13.12 82+0.5 8.5+0.5
3 13.09 13.14 84+0.5 85+0.5
4 13.00 13.13 8.0+04 85+0.5
5 13.08 13.11 83+£0.5 84+0.5
6 12.99 13.13 8.0+04 85+0.5
7 13.06 13.12 83+£0.5 85+0.5
8 12.98 13.10 8.0+04 8405
9 13.01 13.13 8.1+04 85+0.5

Note. K, and K} , indicate the dereddened K; magnitudes corresponding to the main peaks in the KLFs for the low- and the high-extinguished stellar groups,
respectively. The associated uncertainties are AK; ~ 0.12 mag and correspond to systematics, with the statistical uncertainty negligible. d; and d, correspond to the
associated distance of each of the stellar groups. For relative comparison between the distances corresponding to the different features, the uncertainty is ~20% lower.
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as a stellar feature in front of the central molecular zone (e.g.,
Morris & Serabyn 1996). According to our results, we believe that
this scenario is improbable. Building extinction maps, we
conclude that the low-extinguished stellar population belongs to
the NSD.

Finally, we computed the distance toward the NSD and the
NSC, creating dereddened KLFs and fitting them with a
Gaussian model. The results agree with the expected GC
distance. Moreover, we found some evidence of a slightly
closer distance to the stellar population from the NSD, which
appears to be 360 = 200 pc closer to us. This is in agreement
with the observation of the stars from the closest edge of the
NSD, considering its radius of ~200 pc.

Our results show that the NSD and the NSC are detectable
due to significantly different extinctions along the line of sight
toward the NSC and point toward the presence of different
stellar populations associated with a different SFH and
formation scenario of both components.
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