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A B S T R A C T

We present a Compositional Eulerian model to forecast the evolution of oil spills in the sea. The model allows
studying the fate of not only the oil concentration but also of each component (e.g., volatile, non-volatile,
water in the oil). Therefore, the problem is formulated as a conservation equation for each component,
plus an equation to estimate the age of the oil, which allows us to assess weathering processes (e.g.,
evaporation, natural dispersion, emulsion) and the associated changes in oil properties. We describe an efficient
implementation, using second order numerical schemes for advection and nonlinear diffusion terms, to reduce
numerical diffusion. We perform numerical experiments, based on real and synthetic cases, to illustrate and
validate the capabilities of our model to forecast the evolution of oil spills and to perform environmental risk
analysis in the case of a potential accident.
1. Introduction

Oil spills in the ocean receive significant public attention and their
remediation is costly. Forecasting by means of oil spill fate models
is needed both to ‘‘get ahead of questions and concerns by the pub-
lic’’ (Fingas, 2016) and to generate the information needed for the
control and management of the spill (Comerma et al., 2006). Both needs
imply that forecast has to be done as fast and accurately as possible.
Models can also be used in preventive mode for environmental impact
assessment and to plan emergency actions in response to hypothetical
spills. In short, improvements to the ocean oil spills models become
invaluable for addressing public concerns, designing remediation ac-
tions, and preparing contingency plans (see, e.g., Amir-Heidari and Raie
(2019))

Oil spill modeling is complex because numerous processes are in-
volved and because mathematical representation of each process is in
itself complex. This complexity has led to specialists talking of ‘‘oil
spill science’’ (Fingas, 2013). The spill fate is affected by transport
processes, such as advection (i.e., dragging of the oil by wind, currents
and wave fronts) or diffusion (i.e., spreading driven by waves and local
fluctuations of wind and current or by gravity and thickness variations).
Fate is also affected by weathering processes such as evaporation
(i.e., transfer of oil to the atmosphere), dispersion (i.e., transfer of
oil to the water column as oil droplets), dissolution (i.e., transfer of
oil to the water column as solutes), emulsification (i.e., dispersion
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of water droplets into the oil, forming a new phase, ‘‘chapapote’’),
photo-oxidation (i.e., oxidation of oil by sun light), biodegradation
(i.e., oxidation of oil by microorganisms), etc. (for detailed descriptions
of these processes see e.g., Comerma et al. (2008), Reed et al. (2017)
and Ward et al. (2018))

An additional difficulty is that most of the above processes depend
on the composition of the oil. Oil consists of numerous components
and the composition evolves in time, which affects the properties of the
slick. For example, the boiling point and vapor pressure curve are dif-
ferent for each component. Evaporation is relevant for the light molec-
ular weight components, but negligible for high molecular weight,
so that it is frequent to distinguish between volatile and non-volatile
components (e.g., Fingas (2016)). Emulsification concentrates on the
non-volatile fraction because the ‘‘water-in-oil’’ suspension stability
requires a minimum fraction of asphaltenes (high molecular weight,
non-volatile) (e.g. Xie et al. (2007)). The latter implies that often, emul-
sification occurs only after significant evaporation has occurred (Xie
et al., 2007). Dispersion is also sensitive to composition (e.g. Fingas
(2014)). That is, the relevance of each weathering process may depend
not only on the initial oil composition, but also on its time evolution.
Most models simulate the oil slick as a single component (e.g., Spauld-
ing (2017a))]) or using ‘‘pseudo-components"(as explained below) and
represent weathering processes through empirical equations, instead
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of simulating ageing explicitly. Still, these observations suggest that
accurate forecasting would require modeling explicitly the composition
of oil.

Accurate forecasting also demands accurate representation of trans-
port processes. Most spill models and software adopt Lagrangian for-
mulations (see, e.g., Sayol et al. (2014) or Spaulding (2017b)), which
track the location of the oil through the distribution of oil particles in
space (at the sea surface and in the water column) and time. Lagrangian
formulations are convenient in that they model accurately advection
and spreading mechanisms. However, they may need large memory
and computation times, depending on number of particles needed to
obtain sufficient spatial resolution (see De Dominicis et al. (2013), Rye
(1995) and Spaulding (2017b)). Also, care must be taken on random
walk process adopted to represent diffusion (Nordam et al., 2019),
and in general non-local processes such as weathering or turbulent
diffusion. That is turbulent diffusion, causing mixing of adjacent oil
compositions, cannot be expressed solely in terms of local compositions.
This is especially relevant for weathering which depends non-linearly
on composition.

Eulerian models have also been developed, using either pure Eu-
lerian (e.g., Ivorra et al. (2017), Juvinao Barrios (2016)) or Eulerian–
Lagrangian (e.g., Acevedo et al. (2009), Comerma (2004) and Moghad-
dam et al. (2013)) methods. Eulerian models are less extended because
they are assumed to suffer from numerical diffusion. However, we have
recently developed a methodology to minimize numerical diffusion
by including a non-linear diffusion term to avoid infinite diffusion
velocities (Ivorra et al., 2017). This methodology, originally developed
to simulate the pumping effect of a skimmer (Alavani et al., 2010),
and to design an optimal trajectory for the skimmer ship (Gomez
et al., 2011) was tested on synthetic examples based on real data from
the Prestige (González et al., 2006) and from the Oleg Nayedov oil
spills, (Gomez et al., 2018).

Tracking the oil composition is essential for properly representing
the spill fate (Spaulding, 2017b). Oil composition has been typically
represented in Lagrangian formulations using ‘‘pseudo-components’’
(i.e., aggregates of actual components sharing similar properties). Ex-
amples include OSCAR (Reed et al., 2017), ADIOS (Lehr et al., 2002)
or the model proposed in French McCay et al. (2016). Oil composition
may change in space and time as a result of turbulent diffusion, which
causes mixing across the slick, but mixing is not reproduced by any
of these compositional Lagrangian codes. Mixing would require mod-
eling mass exchange between Lagrangian particles, which is feasible,
but non-trivial. Paradoxically, compositional modeling has never been
attempted using Eulerian Formulations, despite the fact that these
formulations represent explicitly turbulent diffusion mixing.

The objective of this paper is to propose a (pseudo-) Compositional
Eulerian Model. To this end, we build a system of Partial Differ-
ential Equations (PDEs) to represent (1) the mass balance for each
(pseudo-) component, so as to facilitate modeling non-local processes
and, specifically, mixing within the slick, and (2) the evolution of oil
age, so as to facilitate modeling of weathering processes. This formula-
tion has been implemented on a package called SOSMAR (Software for
Oil Spill Movement And Removal).

2. Methods

We consider a 2D spatial domain (also called computational do-
main) 𝛺 ⊂ R2, representing the relevant ocean surface (i.e., large
enough to ensure that the pollutant stays within the domain during the
simulation time interval (0, 𝑇 )). We denote by 𝜕𝛺o the boundary of 𝛺
n the open sea and by 𝜕𝛺c the boundary at the coast.

We denote by 𝑐(𝑥, 𝑦, 𝑡) the pollutant product (i.e., the mixture which
includes oil and, in case of emulsion, water) areal concentration, mea-
sured as the mass of pollutant product per surface area, at point (𝑥, 𝑦) ∈

and time 𝑡 ∈ (0, 𝑇 ). We assume that the evolution of 𝑐 is governed
y five main effects, namely:
2

• Transport of the pollutant product by advection and diffusion.
• Spill of oil due to a, possibly moving, source.
• Natural dispersion of oil in the water column.
• Evaporation of the volatile components.
• Emulsion of water in oil.

e note that 𝑐 does not only include oil but also include water in oil
hich

We neglect other processes because they are assumed small, at least
t the beginning (but see Socolofsky et al. (2019)). Proper representa-
ion of these processes requires acknowledging that oil consists of sev-
ral components. We present the general form of governing equations
n Section 2.1. Then, we explain in detail a specific implementation of
he above processes in Section 2.2,

.1. General Eulerian compositional model

We assume that the oil consists of 𝑁 ∈ N components. At this stage,
omponents may represent actual components or pseudo-components
Spaulding, 2017b). Following the standard in reactive transport lit-
rature (e.g., Saaltink et al. (1998b)), we denote by 𝑢𝑖(𝑥, 𝑦, 𝑡), for 𝑖 ∈
1,… , 𝑁}, the areal concentration of component 𝑖 at position (𝑥, 𝑦) and

time 𝑡. Therefore, 𝑐(𝑥, 𝑦, 𝑡) = ∑𝑁
𝑖=1 𝑢𝑖(𝑥, 𝑦, 𝑡).

To ensure that the slick width remains finite, we model diffusion
ith the non-linear formulation of Ivorra et al. (2017), which ensures

hat diffusion tends to zero at the slick edges. To this end, we write the

iffusion tensor as 𝐃 = 𝑐𝜅

𝑐𝜅ref
𝐝, with 𝐝 =

(

𝑑1 0
0 𝑑2

)

, 𝑑1, 𝑑2 > 0, being

the diffusion coefficients in the principal directions, 𝑐ref is a reference
pollutant product concentration and 𝜅 > 0.

We point out that we use a Eulerian model with a nonlinear diffu-
ion term, which generates a free boundary given by the edge of the oil
lick, moving with finite velocity. This is an alternative to Lagrangian
chemes, which allow particles to follow a ‘‘random flight’’ instead of
‘‘random walk’’, ensuring that the particles always have a physically

easonable velocity (see, e.g., Lynch et al. (2014) in particular, Chapter
, Sections 4.2 and 4.4 and Gillespie (1996a,b)). The Eulerian approach
hat we propose here reduces diffusivity to zero outside the slick,
hich does not allow to compensate unresolved model eddies, but it

s convenient to reproduce mixing terms with the oil slick, which may
e relevant for other processes (e.g., dispersion or weathering). It is
mportant to note that Lagrangian methods, as typically applied in oil
lick modeling, do not reproduce mixing processes, which would be
easible, but difficult to do with particles. In summary, we adopt this
ormulation for three reasons:

1. to reduce numerical dispersion on the slick edges,
2. to reproduce mixing effects within the slick and
3. to avoid non-zero concentration at any distance after any 𝑡 > 0.

The fact that we model the oil composition implies that we need
a conservation equation for each component. We assume that all com-
ponents are subject to the same transport processes, but we find two
possible ways to represent diffusion:

• In the first approach, each component diffuses independently,
although with the same diffusion tensor, which is the standard ap-
proach for reactive transport models (e.g. Saaltink et al. (1998a)).
Then, we get a system of PDEs, with 𝑖 ∈ {1,… , 𝑁}, of the form:

𝜕𝑢𝑖
𝜕𝑡

− 𝛁 ⋅ (𝐃𝛁𝑢𝑖 − 𝐯𝑢𝑖) =
𝑀𝑖
∑

𝑝=1
𝑓𝑖,𝑝, (1)

where 𝐯 is the advection velocity, the terms 𝑓𝑖,𝑝 are the sink/
source terms of 𝑖th component, associated to the different pro-
cesses indexed by 𝑝 ∈ N (e.g., 𝑝 = 1 for the spilling source, and
oil weathering: dispersion 𝑝 = 2, evaporation 𝑝 = 3, emulsion
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(
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𝑀

𝑝 = 4, that produce an ageing effect in the oil). Adding them up,
we obtain

𝜕𝑐
𝜕𝑡

− 𝛁 ⋅ (𝐃𝛁𝑐 − 𝐯𝑐) =
𝑁
∑

𝑖=1

𝑀𝑖
∑

𝑝=1
𝑓𝑖,𝑝. (2)

• In the second approach, each component follows the transport
process of the whole phase (i.e., depending on 𝑐). In this case,
the model is given, with 𝑖 ∈ {1,… , 𝑁}, by

𝜕𝑢𝑖
𝜕𝑡

− 𝛁 ⋅ (( 1
𝑐
𝐃𝛁𝑐 − 𝐯))𝑢𝑖 =

𝑀𝑖
∑

𝑝=1
𝑓𝑖,𝑝 (3)

or equivalently

𝜕𝑢𝑖
𝜕𝑡

− 𝛁 ⋅ ((𝐃𝛁 log(𝑐) − 𝐯))𝑢𝑖 =
𝑀𝑖
∑

𝑝=1
𝑓𝑖,𝑝. (4)

Adding up these equations, we obtain

𝜕𝑐
𝜕𝑡

− 𝛁 ⋅ (𝐃𝛁𝑐 − 𝐯𝑐) =
𝑁
∑

𝑖=1

𝑀𝑖
∑

𝑝=1
𝑓𝑖,𝑝. (5)

We note that adding the components Eqs. (1) or (3) we get the
same general model (5), which has been already used in Ivorra et al.
(2017). However, the evolution of the components may be different
in each case. In the first case, there is a mixing effect, since each
component is diffusing independently and in the second case diffusion
causes spreading but not local mixing, so that all the components follow
the transport process of the whole phase. The choice is non-trivial.
Molecular diffusion produces mixing, which would require the first
approach, whereas turbulent diffusion may produce mixing (e.g., effect
of waves) or not (e.g., effect of wind fluctuations). In this paper we use
the first approach, pending further research on the issue.

2.2. An example

We consider three components, actually pseudo-components, with
areal concentration 𝑢𝑖, 𝑖 ∈ {1, 2, 3}, defined as:

• 𝑢1 (kg m−2) is the areal concentration of the non-volatile com-
ponents of the oil spill (asphaltenes, resins, etc.) and also the
oil fraction of emulsion. It is affected by dispersion, but not by
evaporation.

• 𝑢2 (kg m−2) is the areal concentration of the light components of
the oil spill (volatiles). It is affected by the natural dispersion and
the evaporation processes.

• 𝑢3 (kg m−2) is the areal concentration of water in oil. It is affected
by the natural dispersion process.

The choice of these components is largely conditioned by the fact
that we will simulate weathering with empirical equations that were
originally derived for an integrated slick. Therefore, in addition to those
components, we need to model the age of the oil at each point and time,
in order to properly represent weathering processes. Thus, we introduce
𝑎(𝑥, 𝑦, 𝑡) (s), age of the oil at position (𝑥, 𝑦) at time 𝑡. The evolution
of 𝑎 is assumed to be affected by the same diffusion and advection
processes than the oil. Thus, it is modeled by a diffusion–advection–
reaction partial differential equation similar to the equations for 𝑢1,
𝑢2 and 𝑢3 (Varni and Carrera, 1998). Thus, we consider the following
system of equations:

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝜕𝑢1
𝜕𝑡

− 𝛁 ⋅ (𝐃𝛁𝑢1 − 𝐯𝑢1) = 𝑓1,1 − 𝑓1,2
𝑢1
𝑐
𝜒𝑐>0, in 𝛺 × (0, 𝑇 ),

𝜕𝑢2
𝜕𝑡

− 𝛁 ⋅ (𝐃𝛁𝑢2 − 𝐯𝑢2) = 𝑓2,1 −
(

𝑓2,2
𝑢2
𝑐

+ 𝑓2,3(𝑢2 + 𝑢3)
)

𝜒𝑐>0, in 𝛺 × (0, 𝑇 ),
𝜕𝑢3
𝜕𝑡

− 𝛁 ⋅ (𝐃𝛁𝑢3 − 𝐯𝑢3) = −𝑓3,2
𝑢3
𝑐
𝜒𝑐>0 + 𝑓3,4, in 𝛺 × (0, 𝑇 ),

𝜕𝑎
𝜕𝑡

− 𝛁 ⋅ (𝐃𝛁𝑎 − 𝐯𝑎) = 𝜒𝑐>0, in 𝛺 × (0, 𝑇 ),

(6)
3

where 𝜒𝑐>0 = 1 if 𝑐 > 0 and 0 elsewhere, and with the following initial
and boundary conditions:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐿
𝜕𝑢𝑖
𝜕𝑡

−
[

−𝐃𝛁𝑢𝑖 + 𝐯𝑢𝑖
]

⋅ 𝐧 = 0, for 𝑖 = 1, 2, 3, on 𝜕𝛺 × (0, 𝑇 ),

𝐿 𝜕𝑎
𝜕𝑡

−
[

−𝐃𝛁𝑎 + 𝐯𝑎
]

⋅ 𝐧 = 0, on 𝜕𝛺 × (0, 𝑇 ),
𝑢1(0) = 𝑢1,0, 𝑢2(0) = 𝑢2,0, 𝑢3(0) = 𝑢3,0, 𝑎(0) = 𝑎0, in 𝛺.

(7)

Here, 𝐿 is the characteristic length of the size of the domain 𝛺,
typically the diameter of 𝛺), 𝑢1,0, 𝑢2,0, 𝑢3,0 and 𝑎0 are the initial distri-

butions at time 0 of 𝑢1, 𝑢2, 𝑢3 and 𝑎, respectively. Note that the two first
boundary conditions represent transparent and absorbent boundaries
that preserve the shape of the concentration near the boundary by
removing the oil that reaches the boundary (Ivorra et al., 2017). In
particular, we use these equations to simulate the beaching process. The
mass of the 𝑖th component of oil reaching the coast (𝜕𝛺c) is recorded
through

𝐵𝑖(𝑥) = ∫𝑡∈[0,𝑇 ]

[

−𝐷𝛁𝑢𝑖(𝑥, 𝑡) + 𝐯𝑢𝑖(𝑥, 𝑡)
]

⋅ 𝐧 d𝑡, (8)

where 𝑥 ∈ 𝜕𝛺c and 𝐵𝑖(𝑥) (kg m−1) represents the mass of the oil
component 𝑖, per meter of coastline, that has reached point 𝑥 up to
time 𝑇 . Therefore, the total mass of the oil component 𝑖 reaching the
oastline is

𝑖 = ∫𝜕𝛺c

𝐵𝑖(𝑥)d𝑥. (9)

The 𝑓𝑖,𝑝 sink/source terms in Eqs. (6) are given by

• Moving source of spill: 𝑓𝑖,1(𝑥, 𝑡) = 𝑔𝑖(𝑥, 𝑡)𝜒𝛾(𝑡)(𝑥), where 𝑔𝑖(𝑥, 𝑡) is
the mass of the 𝑖th component of the oil spilled by the source per
unit of surface area and unit time (kg m−2 s−1), and 𝛾(𝑡) ⊂ 𝛺
is the extent of the spill at time 𝑡 (𝜒𝛾(𝑡)(𝑥) = 1, if 𝑥 ∈ 𝛾(𝑡),
and 0 elsewhere). We usually take the spill to be a (moving)
point, in which case 𝛾(𝑡) is the spill location at time t, so that
𝜒𝛾(𝑡)(𝑥) = 𝛿(𝑥 − 𝛾(𝑡)), 𝛿() is Dirac’s delta, and 𝑔𝑖(𝑡) is the mass rate
of the 𝑖th component of the spill (kg s−1)

• Dispersion: 𝑓1,2 = 𝑓2,2 = 𝑓3,2 = 𝑄𝑑 represents the transfer of oil
into the water column by wave action or sea turbulence per unit
of surface area and per unit time (kg m−2 s−1) at point 𝑥 at time 𝑡.
It can be obtained by using the Audunson formula (see Auduson
(1980))

𝑄𝑑 (𝑥, 𝑡) = 𝜆0(
𝑊 (𝑥, 𝑡)
𝑊0

)2,

where 𝜆0 is the coefficient of natural dispersion, 𝑊 (m 𝑠−1) is the
wind velocity at 10 meters above the sea level, 𝑊0 (m 𝑠−1) is the
wind speed at which 𝜆0 was estimated. Some typical values are
𝜆0 = 0.1 (kg m−2 s−1) and 𝑊0=8.5 (m 𝑠−1). Other options, such as
the Delvigne formula (Delvigne and Sweeney, 1988) are available
in the literature.
Remark 1. Here, we are using the classical formulas for the
natural dispersion found in the literature. These formulas do not
take into account the weathering process.

• Evaporation (only applies to the volatile component): Here, in
order to obtain an estimation of 𝑓2,3(𝑥, 𝑡), we consider 𝑓2,3(𝑥, 𝑡) =
𝜕𝐹𝑣
𝜕𝑡

(𝑥, 𝑡) where 𝐹𝑣(𝑥, 𝑡) is the evaporated fraction at point (𝑥, 𝑡) at
time 𝑡 (s). Following Stiver and Mackay (1984), 𝐹𝑣 is given by

𝐹𝑣(𝑥, 𝑡) =
 (𝑥, 𝑡)
𝐵𝑔

log[1+𝐵
𝑔

 (𝑥, 𝑡)
𝐾𝑚𝑎(𝑥, 𝑡)
𝜉(𝑥, 𝑡)

exp(𝐴−𝐵
𝑖

 (𝑥, 𝑡)
)], (10)

where 𝜉(𝑥, 𝑡) (m) is the thickness of the oil spill,  (𝑥, 𝑡) (K) is the
temperature, 𝑖 (K) and 𝑔 (dimensionless) are the initial point
and gradient of the boiling curve (i.e., the curve corresponding
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to the percentage of volume distillate vs the boiling temperature,
obtained from distillation data), 𝐴 and 𝐵 are empirical constants,
𝐾𝑚 is the mass transfer coefficient (s m−2). We note that, in the
literature (see, e.g., Fingas (2013)), the factor 𝐾𝑚𝑎(𝑥, 𝑡)∕𝜉(𝑥, 𝑡) is
usually termed evaporative exposure (i.e., the area of oil exposed
to evaporation) and denoted as 𝛩(𝑥, 𝑡).
We note that a more precise approach would be to estimate
𝑓2,3 by relating explicitly the dynamic of the evaporation process
to historic data (such as temperature or wind). However, such
estimation was not available in the literature for the specific oils
used in the numerical experiments presented in Section 3. Thus,
we have considered the formulas proposed above. This point
could be improved in future works.
Remark 2. In cases when data of 𝑖 and 𝑔 are missing, it is
possible to use empirical formulas, such as the one by Fingas
(2013), based on the information given by the Distillation curves
of the oil. See for instance the formulas proposed in Section 3.

• Emulsion:

𝑓3,4(𝑥, 𝑡) =
(

𝑢3(𝑥, 𝑡)
𝑐(𝑥, 𝑡)

𝜕𝑐
𝜕𝑡

(𝑥, 𝑡)

+𝐾𝑒(𝑊 (𝑥, 𝑡) + 1)2(𝑐(𝑥, 𝑡) −
𝑢3(𝑥, 𝑡)
𝑌𝑓

)
)

𝜒𝐹𝑣(𝑥,𝑡)>𝐹𝜒𝑐(𝑥,𝑡)>0,

where 𝐾𝑒 is the emulsion constant that depends of the oil type
(s m−2), 𝑌𝑓 is the maximum content of water (in percentage), 𝑊
the wind velocity at 10 meters above sea level and 𝜒𝐹𝑣(𝑥,𝑦,𝑡)>𝐹 =1,
if 𝐹𝑣(𝑥, 𝑦, 𝑡) > 𝐹 and 0 elsewhere. 𝐹 is the evaporation threshold
at which the emulsion starts. This formula is based on the model
proposed by Fingas and Fieldhouse (2003, 2004).

Finally, we are interested in estimating the evolution of the rheolog-
ical properties of the spilled oil: viscosity, density, and consequently,
the thickness of the slick. The change of viscosity and density can
be produced by three effects: Temperature ( ), Evaporation (𝐹𝑣) and
Emulsion (𝑌 = 𝑢3∕𝑐, is the emulsified fraction). In particular,

• for viscosity: We denote by 𝜈(𝑥, 𝑡) the viscosity in centistokes
(cSt) of the oil spill at point (𝑥) at time 𝑡. Following Comerma
(2004), the evolution of 𝜈 is given by

𝜈(𝑥, 𝑡) = 𝜈0 exp
[

𝐵1𝑌 (𝑥, 𝑡)
1 − 𝐵2𝑌 (𝑥, 𝑡)

]

exp
[

𝐵3( (𝑥, 𝑡) − 0)
]

exp
[

𝐵4𝐹𝑣(𝑥, 𝑡)
]

,

(11)

where 𝐵1, 𝐵2, 𝐵3 and 𝐵4 are constants that must be experimentally
calibrated for each type of oil, 0 is the reference temperature (K),
𝜈0 is the viscosity of the oil at the source at 0.

• For density: We denote by 𝜌(𝑥, 𝑡) the density of the oil spill (kg
m−3) at point (𝑥) at time 𝑡. Following Comerma (2004), Lehr
(2001), the evolution of 𝜌 is given by

𝜌(𝑥, 𝑡) = 𝑌 (𝑥, 𝑡)𝜌𝑤+(1−𝑌 (𝑥, 𝑡))𝜌0 exp
[

1 − 𝐵5( (𝑥, 𝑡) − 0)
] [

1 + 𝐵6𝐹𝑣
]

,

(12)

where 𝐵5 and 𝐵6 are constant experimentally calibrated for each
type of oil, 𝜌𝑤 is the density of the sea water, 0 is e reference
temperature (K), 𝜌0 is density of the oil at the source at 0.

• For thickness: We denote by 𝜉(𝑥, 𝑡) (m) the thickness of the oil
spill at point 𝑥 at 𝑡. It is given by:

𝜉(𝑥, 𝑡) =
𝑐(𝑥, 𝑡)
𝜌(𝑥, 𝑡)

.

emark 3. We have used here a two-dimensional model, which allows
o reduce the computational time needed to solve it numerically. Of
ourse, we are aware that this choice has some drawbacks. For instance,
t neglects the trailing slick that may be created by submerged droplets
urfacing upwind of the slick (see, e.g., Elliott et al. (1986), Johansen
4

v

(1982)). An intermediate solution is to consider a two-compartment
model, where oil can exchange between surface and submerged and
back again. We did not do it here, to focus on the main novelties of the
paper. This possibility will need to be addressed in the future.

2.3. Numerical implementation

To perform the numerical experiments that will be presented in
Section 3, we consider a Finite volume scheme with superbee flux
limiter for the discretization of System (6)–(7). As this scheme is quite
similar to the one detailed in Ivorra et al. (2017), here, we only report
the differences with respect to this previous work.

We assume a spatial domain 𝛺 = (𝑥1,min, 𝑥1,max) × (𝑥2,min, 𝑥2,max).
iven two positive integers 𝐼 and 𝐽 , we divide 𝛺 into 𝐼𝐽 rectangular
ontrol volumes (also called cells) denoted by 𝛺𝑖,𝑗 , for 𝑖 = 1,… , 𝐼 ,
= 1,… , 𝐽 , and defined by

𝛺𝑖,𝑗 = (𝑥1,min + (𝑖 − 1)𝛥𝑥1, 𝑥1,min + 𝑖𝛥𝑥1)
×(𝑥2,min + (𝑗 − 1)𝛥𝑥2, 𝑥2,min + 𝑗𝛥𝑥2),

ith 𝛥𝑥1 = 𝑥1,max − 𝑥1,min∕𝐼 , 𝛥𝑥2 = 𝑥2,max − 𝑥2,min∕𝐽 .
For the time discretization of the considered equations, we use a

ully explicit forward Euler scheme. The 𝑛th time step length, denoted
y 𝛥𝑡𝑛, is obtained, to ensure that the Courant–Friedrichs–Lewy (CFL)
ondition is satisfied at all cells, with  = 1 as the CFL constant.

Let 𝜉𝑖,𝑗 be the center of the cell 𝛺𝑖,𝑗 . On each cell 𝛺𝑖,𝑗 , we compute
𝑘,𝑛+1
𝑖,𝑗 , for 𝑖 = 1,… , 𝐼, 𝑗 = 1,… , 𝐽 , 𝑘 = 1,… , 4 and at time step 𝑛, which
pproximates the value of 𝑢𝑘 (if 𝑘 = 1, 2, 3) or 𝑎 (if 𝑘 = 4) at point 𝜉𝑖,𝑗
nd at time ∑𝑛

𝑙=1 𝛥𝑡
𝑙. For 𝑈𝑘,0

𝑖,𝑗 given, we apply the following discretized
cheme:
𝑘,𝑛
𝑖,𝑗 = 𝑈𝑘,𝑛−1

𝑖,𝑗 −𝑘(𝑖, 𝑗, 𝑛 − 1) −𝑘(𝑖, 𝑗, 𝑛 − 1) −𝑘(𝑖, 𝑗, 𝑛 − 1), (13)

here 𝑘(𝑖, 𝑗, 𝑛 − 1), 𝑘(𝑖, 𝑗, 𝑛 − 1) and 𝑘(𝑖, 𝑗, 𝑛 − 1) correspond to the
iscretization scheme of the diffusion term, the advective term and the
eaction term in the 𝑘th line of (6), respectively.

Here, 𝑘 and 𝑘 are identical to the schemes reported in Ivorra
t al. (2017). Additionally, schemes 𝑘, 𝑘 = 1,… , 4, are given by

• 1(𝑖, 𝑗, 𝑛) =
⎛

⎜

⎜

⎝

𝑔1(
∑𝑛

𝑖=1 𝛥𝑡
𝑙)𝜒𝑠,𝑛

𝑖,𝑗 − 𝑓1,2(𝜉𝑖,𝑗 ,
∑𝑛

𝑙=1 𝛥𝑡
𝑙)
𝑈1,𝑛
𝑖,𝑗

𝐶𝑛
𝑖,𝑗

𝜒𝐶𝑛
𝑖,𝑗>0

⎞

⎟

⎟

⎠

𝛥𝑡𝑛,

where 𝛺𝑖𝑠,𝑛 ,𝑗𝑠,𝑛 is the cell containing 𝛾(
∑𝑛

𝑙=1 𝛥𝑡
𝑙), 𝐶𝑛

𝑖,𝑗 =
∑3

𝑘=1 𝑈
𝑘,𝑛
𝑖,𝑗

𝜒𝑠,𝑛
𝑖,𝑗 = 0 if {𝑖, 𝑗} ≠ {𝑖𝑠,𝑛, 𝑗𝑠,𝑛} , 𝜒𝑠,𝑛

𝑖,𝑗 = 1 if {𝑖, 𝑗} = {𝑖𝑠,𝑛, 𝑗𝑠,𝑛}.

•
2(𝑖, 𝑗, 𝑛) =

⎛

⎜

⎜

⎝

𝑔2(
∑𝑛

𝑙=1 𝛥𝑡
𝑙)𝜒𝑠,𝑛

𝑖,𝑗 − 𝑓2,2(𝜉𝑖,𝑗 ,
∑𝑛

𝑙=1 𝛥𝑡
𝑙)
𝑈2,𝑛
𝑖,𝑗

𝐶𝑛
𝑖,𝑗

𝜒𝐶𝑛
𝑖,𝑗>0

− 𝑓2,3(𝜉𝑖,𝑗 ,
∑𝑛

𝑙=1 𝛥𝑡
𝑙)𝑈2,𝑛

𝑖,𝑗

⎞

⎟

⎟

⎠

𝛥𝑡𝑛.

• 3(𝑖, 𝑗, 𝑛) =
⎛

⎜

⎜

⎝

−𝑓3,2(𝜉𝑖,𝑗 ,
∑𝑛

𝑙=1 𝛥𝑡
𝑙)
𝑈3,𝑛
𝑖,𝑗

𝐶𝑛
𝑖,𝑗

𝜒𝐶𝑛
𝑖,𝑗>0

−𝑓3,4(𝜉𝑖,𝑗 ,
∑𝑛

𝑙=1 𝛥𝑡
𝑙)
⎞

⎟

⎟

⎠

𝛥𝑡𝑛.

• 4(𝑖, 𝑗, 𝑛) =
(

𝜒𝐶𝑛
𝑖,𝑗>0

)

𝛥𝑡𝑛.

This scheme is completed by the discrete version of the boundary
onditions (7) reported in Ivorra et al. (2017).

In practice, 𝛺 is not a rectangle. However, we can easily adapt the
revious scheme (13) to the general case. For this aim, we consider that
f 𝜉𝑖,𝑗 is not offshore, 𝑘(𝑖, 𝑗, 𝑛) = 𝑘(𝑖, 𝑗, 𝑛) = 𝑘(𝑖, 𝑗, 𝑛) ≡ 0, at any time
tep 𝑛. Moreover, the boundary conditions (7) are applied to the edges
f cells that: (i) are situated at the border of the computational domain;
r (ii) separate cells corresponding to off shore and cells corresponding
and areas (i.e., edges in 𝜕𝛺c).

Furthermore, to compute numerically the value of 𝐵𝑖(𝑥𝑐 , 𝑦𝑐 ) given
y (8), with 𝑖 = 1, 2, 3 and (𝑥𝑐 , 𝑦𝑐 ) ∈ 𝜕𝛺c, we consider the following
cheme. Let 𝜉𝑖𝑐 ,𝑗𝑐 the center of the cell 𝛺𝑖𝑐 ,𝑗𝑐 containing (𝑥𝑐 , 𝑦𝑐 ). We
ote that, as said previously, due to the considered rectangular control

olumes, the edges corresponding to the coast in 𝛺𝑖𝑐 ,𝑗𝑐 can be situated
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at north, south, east or west sides of the cell. For simplicity, here, we
only detail the case when the coast is situated at the west-side of this
cell. The proposed scheme can be easily adapted when the coast is
situated in one or several other directions. For this case, we compute

𝐵̂𝑖(𝑖𝑐 , 𝑗𝑐 ) =
∑𝑛𝑓

𝑘=1 𝛥𝑡
𝑘
[

max{0, 𝑜
𝑛𝑓−1

1,𝑖𝑐 ,𝑗𝑐−
1
2

}𝑈
𝑛𝑓−1
𝑖𝑐 ,𝑗𝑐

+ min{0, 𝑜
𝑛𝑓−1

1,𝑖𝑐 ,𝑗𝑐−
1
2

}𝑈
𝑛𝑓−1
1,𝑗

−
(𝐶

𝑛𝑓−1
𝑖𝑐 ,𝑗𝑐

+ 𝐶
𝑛𝑓−1
𝑖𝑐+1,𝑗𝑐

2𝑐ref

)𝜅 𝑑1
𝛥𝑥1

(

𝑈
𝑛𝑓−1
𝑖𝑐+1,𝑗𝑐

− 𝑈
𝑛𝑓−1
𝑖𝑐 ,𝑗𝑐

)

]

,

(14)

here 𝑛𝑓 is the final time step of the simulation, 𝑣𝑛
1,𝑖,𝑗− 1

2

= 𝑣1((𝑥1,min +

𝑖𝛥𝑥1, 𝑥2,min + (𝑗 − 1
2
)𝛥𝑥2),

∑𝑛
𝑖=1 𝛥𝑡

𝑖) and 𝐯(𝑥, 𝑡) = (𝑣1(𝑥, 𝑡), 𝑣2(𝑥, 𝑡)) is the
advection velocity field.

The value of 𝑀𝑖 defined by (9), with 0 = 1, 2, 3, is approximated by
considering

𝑀𝑖 =
∑

(𝑖𝑐 ,𝑗𝑐 )∈𝛤𝑐

𝐵̂𝑖(𝑖𝑐 , 𝑗𝑐 )𝐿𝑐 ,

where 𝛤𝑐 = {(𝑖𝑐 , 𝑗𝑐 ), with 𝑖𝑐 = 1,… , 𝐼 and 𝑗𝐶 = 1,… , 𝐽 such
that 𝛺𝑖𝑐 ,𝑗𝑐

⋂

𝜕𝛺c ≠ ∅} and 𝐿𝑐 is the length of the edges of 𝛺𝑖𝑐 ,𝑗𝑐
corresponding to the coast.

Finally, to compute the value of the viscosity 𝜈 and the density 𝜌,
in a cell 𝛺𝑖,𝑗 at time step 𝑛, we evaluate the expressions (11) and (12)
at the center of the cell 𝜉𝑖,𝑗 at time step 𝑛.

3. Numerical experiments, results and discussion

In this section, we perform different numerical experiments to
illustrate the capabilities of our model to forecast the evolution of a
particular oil spill (see Section 3.1) and to perform environmental risk
assessment in the case of a possible oil spill accident (Section 3.2).

All the experiments presented here are performed using our soft-
ware SOSMAR (Software for Oil Spill Movement And Removal), which
implements in Matlab the scheme presented in Section 2.3. More
information about SOSMAR can be found at the following URL:

https://www.ucm.es/momat/sosmar
We have used a computer with an Intel I9-7920X with 2.90 GHz

CPU, a Nvidia GTX 2060 GPU and 64 GB of Ram.

3.1. Validation considering the Prestige case

We focus here on the ability of our model to generate reliable
forecasts. To do so, we perform numerical experiments based on mete-
orological and oil characteristics data from the Prestige oil spill hazard
(2002, Spain) and compare the obtained forecast with available real
observations and experimental studies (Section 3.1).

(a) Context:
On November 13th, 2002, the ‘Prestige’ ship started to leak oil in

open sea near the Galician coasts, in Spain (Castanedo et al., 2006;
Albaigés et al., 2010; Albaigés Riera et al., 2006). The Spanish Au-
thorities decided some hours later, to send the ship far away from
the Spanish coastline. On November 19th, 2002, the ship sank in the
Atlantic Ocean. It is estimated that some 63,000 tons of crude oil were
spilled during this incident, polluting thousands of kilometers of coast
in Spain, France and Portugal (Balseiro et al., 2003).

Here, our objective is to use the numerical model proposed in Sec-
tion 2.3, to simulate the oil concentration evolution from the beginning
of the Prestige event, on November 13th, 2002 at 15:00, up to the
November 17th, 2002 at 9:00. This final date was chosen because the
only available clear satellite image of the whole situation was taken
this day, before the Prestige ship broke up. After that, other satellite
images are available, but with limited geographical area coverage.
5

(b) Data and Parameters:
To perform this numerical experiment, the simulation area was
set to 𝛺 ⊂ [−12.5,−8.5] × [42, 44.2] (in longitude–latitude coordinate
system), which is assumed to be large enough to ensure that the slick
remains within this domain during the considered time interval. For
the numerical finite volume scheme introduced above, we considered
a 200 × 200 rectangular spatial mesh (i.e., each cell of size 1.2 km ×
1.6 km) and a time step set to the minimum value between 15 min and
the time step required by the CFL condition. The trajectory followed by
the Prestige ship was taken from the literature (Castanedo et al., 2006;
Montero et al., 2003). The simulation area (sea and coastal areas) and
the trajectory of the Prestige ship are displayed in Fig. 1.

The advection velocity field 𝐯 = (𝑣𝑥, 𝑣𝑦) was built by considering:

• 𝐯𝐰 = (𝑣𝑤,𝑥, 𝑣𝑤,𝑦): The velocity field of the wind at 10 meters from
the surface.

• 𝐯𝐬 = (𝑣𝑠,𝑥, 𝑣𝑠,𝑦): The sea surface current velocity field.
• 𝐯𝐝 = (𝑣𝑑,𝑥, 𝑣𝑑,𝑦): The Stokes drift velocity field in the direction of

wave propagation.

Those fields were estimated by considering historical discrete data
(corresponding to our simulation dates) provided by the research
center Mercator Ocean (see the Copernicus Marine Service URL: https:
//marine.copernicus.eu) and completed by using 2D spline interpo-
lation to be able to obtain values at points with no data. Let 𝐯𝐭 =
[ 𝑣𝑠,𝑥 + 𝑣𝑑,𝑥
|𝑣𝑠,𝑥 + 𝑣𝑑,𝑥|

min
{

|𝑣𝑠,𝑥 + 𝑣𝑑,𝑥|,max{|𝑣𝑠,𝑥|, |𝑣𝑑,𝑥|}
}

,
𝑣𝑠,𝑦 + 𝑣𝑑,𝑦
|𝑣𝑠,𝑦 + 𝑣𝑑,𝑦|

min
{

|𝑣𝑠,𝑦 + 𝑣𝑑,𝑦|,max{|𝑣𝑠,𝑦|, |𝑣𝑑,𝑦|}
}

]

(a component would be 0 if the cor-
responding denominator in the previous formula is 0), we have consid-
ered (see, e.g., van den Bremer and Breivik (2018), Bird et al. (2006)
and Macías et al. (2004))

𝐯 = 𝐯𝐭 +𝑤𝑑
(

𝐯𝐰 − 𝐯𝐭
)

,

here 𝑤𝑑 is the drag factor of the contribution of the wind to the
dvection term. Here, 𝑤𝑑 = 0.03 (Ivorra et al., 2017).

The oil carried by the Prestige ship was heavy fuel oil number 6 (of
ype M-100). According to laboratory experiments and estimations per-
ormed on some Prestige oil samples (see, e.g., Albaigés et al. (2010),
lbaigés Riera et al. (2006)), this oil has the following characteristics:

• The American Petroleum Institute (API) gravity is 11.04 ◦ API.
• The density is 𝜌0 = 0.992 kg l−1 at 0 = 15 ◦C.
• The viscosity is 𝜈0 = 100,000 cSt at 0 = 15 ◦C.
• It contains some 5% of volatile components.
• Emulsification occurs (i.e., water in oil) and it is stable. Moreover,

the maximum amount of water in emulsion is around 80%.

Furthermore, we completed those data by considering information
elative to a similar product, namely the fuel oil number 5 (ESTS ♯ 586)
which is heavy fuel oil mixture composed by 20% of fuel oil number
and 80% of fuel oil number 6, and has an API gravity of 11.6◦ API),

vailable at Fingas and Fieldhouse (2012), Wang et al. (2003):

• The evaporated fraction at position (𝑥, 𝑦) and time 𝑡 is given by

𝐹𝑣(𝑥, 𝑦, 𝑡) = min
{

(−0.14 + 0.013 (𝑥, 𝑦, 𝑡))
√

𝑎(𝑥, 𝑦, 𝑡), 0.05
}

,

where  (𝑥, 𝑦, 𝑡) is the temperature (◦C). We note that we have
limited the maximum value of this function to 5%, according to
the estimated maximum evaporation fraction of fuel oil number
6.

• The maximum amount (in %) of water in emulsion is 𝑌𝑓 = 0.78.
We note that this value is very close to the observation reported
above (i.e., around 80%).

Finally, the remaining model parameters have been set to values
ound in the literature (Lehr, 2001; Mackay et al., 1980):

• The emulsion constant 𝐾 = 1.5 × 10−6 (s m−2).
𝑒

https://www.ucm.es/momat/sosmar
https://marine.copernicus.eu
https://marine.copernicus.eu
https://marine.copernicus.eu
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Fig. 1. Simulation domain and trajectory of the Prestige Ship used for the numerical experiments presented in Section 3.1. The square and cross represent the initial and final
position of the ship, respectively. The map was generated with Google Maps.
• The evaporation threshold 𝐹 = 0.05 × 0.65 = 0.0325 (%), as
it is estimated that emulsion starts when 65% of the volatile
components has evaporated.

• Regarding Eq. (11), we set 𝐵1 = 2.5, 𝐵2 = 0.65, 𝐵3 = 0.1 and
𝐵4 = 75.

• Regarding Eq. (12), we set 𝐵5 = 8 × 10−4 and 𝐵6 = 0.2.

To the best of our knowledge, the exact amount of oil leaked by
the Prestige ship into the ocean from the 13th up to the 17th of
November, remains unknown (Abascal et al., 2009; Castanedo et al.,
2006; Montero et al., 2003). It is only known that around 54,000 tons
of heavy/residual fuel oil were spilled into the sea before the Prestige
ship broke on the 19th of November 2002. So, we assumed a continuous
flow of 109.7 (kg s−1), during the time interval of our simulation.
Taking into account that 95% of this heavy fuel oil are non volatile
components and 5% are volatile components, we set the spilling source
as 𝑔1(𝑡) = 104.2 (kg s−1) and 𝑔2(𝑡) = 5.5 (kg s−1).

(c) Results and Discussion:
We used the software SOSMAR considering the above data and

simulation parameters. The numerical simulation takes 160 CPU sec-
onds.

In Fig. 2, we show the distributions of 𝑐 = 𝑢1 + 𝑢2 + 𝑢3, 𝑢1 and 𝑢3
returned by our model at the end of the simulation. The concentration
𝑢2 is not reported as almost all of the volatile component has evaporated
at the final date. In order to validate the geographical distribution
forecast of our model, we present in Fig. 3 the satellite image taken
by the Envisat ASAR satellite (property of the European Spatial Agency
(ESA), and used here through the ESA Project 14161) of the oil spill
situation on November 17th, 2002 at 9:00 and our distribution of 𝑐 at
the same date. We can observe that graphically both images present
similarities regarding the general behavior of the oil spill shape. In
particular, the areas of affected coastline are quite similar.

This indicates that the hydrodynamic data that we used in our
simulation had a reasonable quality, allowing our model to predict,
reasonably, the evolution of the oil concentration of the Prestige case.
However, this figure also illustrates some limitations of our model,
which is a simplification of the real situation. For example, our model
fails to predict the splitting of the main oil leak in two branches.

In Fig. 4, we present several graphs corresponding to the evolution
of the mass balance of the oil spill. More precisely:

• In Fig. 4-(Top-Left), we draw the evolution of the amount (in
barrels) of: (a) the total oil spilled, (b) the oil on the surface of
the sea, (c) the oil reaching the coast, (d) the evaporated part of
the oil, and (e) the oil affected by the natural dispersion process.
6

• In Fig. 4-(Top Right), we report the evolution of the ratio (in
percentage with respect to amount (a)) of the previous amounts
(b) to (d) and the average ratio of emulsification of the oil on the
surface (i.e., the percentage of water in oil).

• In Fig. 4-(Bottom), we show the evolution of the amount (in kg)
of concentrations 𝑐, 𝑢1, 𝑢2 and 𝑢3 on the whole simulation domain.

As we can observe on Fig. 4-(Top-Left), the first spots of oil could have
reached the Spanish coastline during the first 18 h. This information is
difficult to validate due to the lack of data about the first contaminated
area in the coastline. Furthermore, according to Fig. 4-(Top-Right),
the emulsification process could have started after one and a half
days, as the evaporation of the volatile components was quite fast.
This estimation is within the range of times of weathering effects
(see, e.g., Comerma (2004)). Indeed, it is commonly accepted that the
evaporation process of a recently spilled oil occurs within the first days,
whereas the emulsification process occurs between one day and one
week. Furthermore, We observe that the ratio of evaporated product
(5% of the total) and the emulsification (around 80%) are similar to
the real observations (Albaigés et al., 2010; Albaigés Riera et al., 2006).
Finally, in Fig. 4-(Top-Bottom), we observe that when emulsification
starts, the amount (in kg) of total product (i.e. ‘‘chapapote’’) dramat-
ically increases. On the opposite, due to the low amount of volatile
components in this particular oil and to the evaporation process, the
concentration of component 𝑢2 remains low.

The model also estimates the evolution of the density and the
viscosity of the oil spilled on in the sea. At the end of the simulation,
we observe that:

• The mean density of the oil is around 1.015 kg l−1 within a range
between [0.990,1.020] (kg l−1).

• The mean viscosity of oil is around 4,500,000 cSt and within a
range between [75,000, 6,350,000] (cSt).

Those values are consistent with the fact that the density and the
viscosity of the oil, may increase due to the weathering effects affecting
the oil. In the literature (see, e.g., Fingas and Fieldhouse (2003)) it is
reported that, for some heavy products, viscosity may increase more
than 1000 times with respect to the initial value (in the results we
present here, it increased up to 65 times).

From all those results, the evolution of the Prestige Oil spill obtained
by our model is quite reasonable when compared to real observa-
tions. This indicates that our model can produce reliable forecasts for

monitoring real oil spill events in the open sea.
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Fig. 2. Aerial concentration distribution (in kg m−2) of 𝑐, 𝑢1 and 𝑢3 obtained at the end of the experiment proposed in Section 3.1. The map was generated with Google Maps.
Fig. 3. (Left) Satellite image of the Prestige oil spill situation taken by the Envisat ASAR satellite (European Spatial Agency) on November 17th, 2002. (Right) Aerial concentration
distribution (in kg m−2) of 𝑐 obtained at the end of the experiment proposed in Section 3.1. The colormap is the same as the one used in Fig. 2. The map was generated with
Google Maps.
7
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Fig. 4. Evolution of the mass balance of the oil spill, obtained at the end of the experiment proposed in Section 3.1. (Top Left) Amount (in barrels) of the total, surface,
oastal, evaporated and dispersed oil. (Top Right) Ratio (in percentage with respect to the total amount of oil spilled) of the surface, coastal, evaporated and dispersed oil. The
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.2. Risk analysis

We show here the capability of our model to perform risk analysis,
oncerning the probable impact of the oil spill on the open sea and
oastlines. First, in Section 3.2.1, to illustrate our approach, we con-
ider a synthetic case based on meteorological data of the Mexican Gulf
nd data of an oil well present in the area. Finally, in Section 3.2.2, we
alidate our methodology by comparing a risk analysis performed at
he beginning of the Grande-America Oil Spill (Biscay Gulf, 2018) with
ome real observations.

.2.1. A synthetic Gulf of Mexico case
We consider a synthetic case for an oil extraction well situated

etween the coastline of Texas and Louisiana, USA, at coordinate
92.389,29 (in longitude–latitude coordinate system). At this coordi-
ate the depth of the sea is around 23 m. The simulation area (sea and
oastal areas) and the position of the oil extraction well are represented
n Fig. 5.

We performed a risk analysis of a hypothetical oil spill due to an
ncident at this well, between the months of January and April. We
un 100 scenarios, equidistant in time between January 1st and April
0th, 2019. For each scenario, we considered the data described below.
(a) Data and Parameters:
We consider a simulation area 𝛺 ⊂ [−98,−89]×[27, 30] (in longitude–

atitude coordinate system). We discretize this area with a 200 × 200
ectangular finite volumes mesh (i.e., each cell of size 2 km × 4 km)
8

a

nd a time step set to the minimum value between 1 h and the time
tep required by the CFL condition.

We assume that the oil is continuously spilled during 14 days.
As detailed in Section 3.1, the velocity fields of sea, wind and

aves are provided by the research center Mercator Ocean (URL: http:
/www.mercator-ocean.fr).

The oil is assumed to be a light oil of the type ’South Louisiana’
ESTS ♯698). It has the following characteristics (Wang et al., 2005):

• The American Petroleum Institute (API) gravity is around 34.5 ◦

API.
• The density is 𝜌0 = 0.869 kg l−1 at 𝑇0 = 15 ◦C.
• The viscosity is 𝜈0 = 18.4 cSt at 𝑇0 = 15 ◦C.
• It is composed by around 31% of volatile components.
• For this type of oil, the emulsification is unstable. Thus, 𝑌𝑓 = 0.
• The evaporated fraction at position (𝑥, 𝑦) and time 𝑡 (min) is given

by the following empirical formula

𝐹𝑣(𝑥, 𝑦, 𝑡) = min {(2.39 + 0.045 (𝑥, 𝑦, 𝑡)) ln 𝑎(𝑥, 𝑦, 𝑡), 0.31} ,

where  (𝑥, 𝑦, 𝑡) is the temperature (◦C).

Other coefficients are set to the values proposed in Section 3.1:
1 = 2.5, 𝐵2 = 0.65, 𝐵3 = 0.1, 𝐵4 = 75, 𝐵5 = 8 × 10−4 and 𝐵6 = 0.2.

We assume here, a continuous flow of 13.6 kg s−1, during the time
nterval of our simulation. This corresponds to a total amount of 72,700
arrels (bbl) spilled in the sea during the spilling period. Taking into
ccount that 69% of this oil are non-volatile components and 31% are

http://www.mercator-ocean.fr
http://www.mercator-ocean.fr
http://www.mercator-ocean.fr
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Fig. 5. Simulation domain (delimited by the black lines) used for the numerical experiments presented in Section 3.2.1. The circle represents the position of the oil offshore well.
The map was generated with Google Maps.
volatile components, we set the spilling source as 𝑓1,1(𝑡) = 9.4 kg s−1

and 𝑓2,1(𝑡) = 4.2 kg s−1.
(b) Results and Discussion:
The complete simulation takes around 6 h and 14 min.
Considering all scenarios, we report in Fig. 6 the probability of oil

at the sea and the coast (computed as the percentage of scenarios for
which a finite volume cell reaches an oil thickness of at least 10−7m
during the time interval, being this threshold the lower limit for oil
visibility (Brown et al., 1996)). We also report, that the mean area of
sea affected by the oil spill could reach 15,000 km2. Considering the
worst case (the maximum area), around 27,000 km2 of the surface of
the sea could be contaminated.

Next, we saw in Fig. 7, the mean mass balance evolution of the oil
spill. The mean, minimum and maximum percentage of evaporated oil
at the end of the simulation, could be 8%, 6% and 18%, respectively.
The mean, minimum and maximum percentage of naturally dispersed
oil at the end of the simulation, could reach 22%, 18% and 48%,
respectively.

In 41% of the scenarios, the oil reached the coastline. For those
cases, the mean time for reaching the coast is 198 h. The minimum
time for reaching the coast is 100 h at the Rockefeller Wildlife Refuge.
The mean amount of oil arriving to the coast during the simulation,
is around 10,100 barrels (14% of the spilled oil), and the maximum
amount of oil could reach 25,600 barrels (35% of the spilled oil).
For those cases, the mean length of affected coastline could be 32
km, and 62 km for the worst case. This includes areas between Port
Arthur (Texas) up to the Marsh Island (Louisiana). The evolution of the
properties of the oil computed by our model shows that the viscosity
and density of the oil reaching the coastline, are between 395 and 455
cSt and between 0.920 and 0.923 kg l−1, respectively.

The results presented above, illustrate the relevance of such an
analysis, to be able to estimate the risk of pollution due to an accident
at an oil well and to design possible cleaning strategies (e.g., estimate
the costs, schedule the cleaning time, etc.).

3.2.2. The Grande America case
In order to illustrate the efficiency of the risk analysis proposed in

Section 3.2.1 on a real case, we briefly recall some results obtained
during a risk analysis performed at the beginning (March 15th, 2019)
of the Grande America oil spill, in the Biscay Bay (France and Spain),
9

2019. Then, we compare them to some real observations reported
afterwards by authorities (Préfecture maritime de l’Atlantique, 2019).

This hazard started on March 10th, 2019 when a fire was declared
in the ship Grande America. This ship transported around of 2,200
tons of intermediate fuel oil (IFO 380, ESTS ♯1955). Then, on March
12th, the ship sank in the Biscay Bay at position 46.04,−5.47 (in
longitude–latitude coordinate system).

On March 15th, we studied this case with available data and pub-
lished a risk analysis report of the sea and coastal pollution (see Ivorra
et al. (2019)). More precisely, we considered the following data (Ivorra
et al., 2019; Préfecture maritime de l’Atlantique, 2019; Yang et al.,
2009):

• We run 90 scenarios equidistant in time between February 2nd
and April 30th, 2018, assuming that the meteorological data
would be similar to the present year.

• 𝛺 ⊂ [−10, 0] × [43, 51]. We discretize this area with a 150 × 150
rectangular finite volumes mesh (i.e., each cell of size 5 km × 5
km).

• The American Petroleum Institute (API) gravity is around 14.7◦

API.
• The density is 𝜌0 = 0.967 kg l−1 at 𝑇0 = 15 ◦C.
• The viscosity is around 𝜈0 = 2,400 cSt at 𝑇0 = 15 ◦C.
• It is composed by 8% of volatile components.
• Emulsification is stable and the maximum amount (in %) of water

in emulsion is 𝑌𝑓 = 69.
• The evaporated fraction at position (𝑥, 𝑡) and time 𝑡 (min) is given

by

𝐹𝑣(𝑥, 𝑦, 𝑡) = min
{

(−0.12 + 0.013 (𝑥, 𝑦, 𝑡))
√

𝑎(𝑥, 𝑦, 𝑡), 0.08
}

,

where  (𝑥, 𝑦, 𝑡) is the temperature (◦C).
• 𝐾𝑒 = 1.5 × 10−6 (s m−2), 𝐵1 = 2.5, 𝐵2 = 0.65, 𝐵3 = 0.1, 𝐵4 = 75,
𝐵5 = 8 × 10−4 and 𝐵6 = 0.2.

• We assume a continuous oil leak during the 21 days of 11 kg s−1

and we set 𝑓1,1(𝑡) = 10.1 kg s−1 and 𝑓2,1(𝑡) = 0.9 kg s−1.

Considering those data, the whole simulation took around 3 h. We
present in Fig. 8 the simulation area, the probability of oil at the sea
and the coast obtained by our software, and the front lines of the
oil slick reported by French authorities the 21th and 25th of March
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Fig. 6. Probability of oil in the sea and the coast obtained during the numerical experiments presented in Section 3.2.1. The circle represent the position of the oil offshore well.
The map was generated with Google Maps.
Fig. 7. Mean evolution of the mass balance of the oil spill, obtained at the end of the experiment proposed in Section 3.2.1: Ratio (in percentage with respect to the total amount
of oil spilled) of the surface, coastal, evaporated and dispersed oil.
(see Préfecture maritime de l’Atlantique (2019), reports N◦ 14 and 18). We
observe on this figure, that the front lines of the oil spill are included
in an area with a probability of oil higher than 70%. We note that
efficient cleaning methods were applied (not simulated in our study)
and, thus, no oil spots reached the coastline. Taking into consideration
that the period of simulation was quite long (3 weeks) and some data
were unknown (i.e., the total amount spilled), these results show that
our risk analysis methodology provides good results.

4. Conclusions

We have presented a new Compositional Eulerian formulation to
simulate the transport and fate of an oil spill in the sea. The most
singular features of this formulation is that it simulates the fate of
10
different components of the oil. Assessing the time and space evolution
of the slick components may be interesting not only for accurate
representation of weathering processes, but also for monitoring and for
remediation plans. The resulting PDE system includes an equation that
describes the age of the slick in a continuous way. Ideally, age would
not be explicitly required if composition was accurately known and
the weathering processes could be described for each component. Since
this knowledge is not yet available, we have used empirical equations
for weathering processes that depend on age. It may be rightly argued
that these equations were originally developed for Lagrangian formu-
lations that do not reproduce turbulent mixing. Therefore, their direct
use for Eulerian formulations, which model mixing explicitly, is not
granted. Model results related to the weathering processes (such as, the
evolution of oil viscosity and density, emulsification, and evaporation)
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Fig. 8. Probability of oil in the sea and the coast obtained during the numerical experiments presented in Section 3.2.1. The circle represent the position of the ship Grande
America. The continuous lines represent the front lines of the oil slick reported by French authorizes on the 21th and 25th of March, 2019. The map was generated with Google
Maps.
reported in Section 3.1 were consistent with data reported in the
literature. This suggest that their use for these cases is, at least ap-
proximately, appropriate. Still, further validation may be appropriate,
especially in view of the tendency to model complex compositions,
where explicit representation of mixing may be required.

We use advanced numerical methods to overcome traditional limi-
tations of Eulerian formulations for oil spill simulation. Specifically, we
adopt a non-linear diffusion term and a second order advective numer-
ical scheme to minimize numerical diffusion. We introduce absorbent
and transparent boundary conditions to preserve the shape of the spill
near the boundaries, and to facilitate the computation and improve the
accuracy of the simulation of the beaching process. The numerical solu-
tion, for three pseudo-components, has been implemented in software
SOSMAR.(Software for Oil Spill Movement And Removal).

The formulation has been validated in two real oil spills cases.
We have compared model results to satellite images and published
information on the situation and characteristics of the oil after a period
of time. Obtained results display similarities with real observations.
The computation time is fair, which allows the use of refined grids
to get the desired accuracy. Applicability of the formulation for risk
analysis has been illustrated by application to (1) a synthetic example of
a theoretical oil spill event in the north of the Gulf of Mexico, (2) a real
case, where we can compare the obtained results with observations.
This analysis could serve to quantify the costs of cleaning and to plan
emergency spills response options.
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