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A B S T R A C T   

This paper demonstrates the capability and performance of sea surface wind speed retrieval in coastal regions 
(within 200 km away from the coastline) using spaceborne Global Navigation Satellite System Reflectometry 
(GNSS-R) data from NASA’s Cyclone GNSS (CYGNSS) mission. The wind speed retrieval is based on the Artificial 
Neural Network (ANN). A feedforward neural network is trained with the collocated CYGNSS Level 1B (version 
2.1) observables and the wind speed from European Centre for Medium-range Weather Forecast Reanalysis 5th 
Generation (ECMWF ERA5) data in coastal regions. An ANN model with five hidden layers and 200 neurons in 
each layer has been constructed and applied to the validation set for wind speed retrieval. The proposed ANN 
model achieves good wind speed retrieval performance in coastal regions with a bias of − 0.03 m/s and a RMSE of 
1.58 m/s, corresponding to an improvement of 24.4% compared to the CYGNSS Level 2 (version 2.1) wind speed 
product. The ANN based retrievals are also compared to the ground truth measurements from the National Data 
Buoy Center (NDBC) buoys, which shows a bias of − 0.44 m/s and a RMSE of 1.86 m/s. Moreover, the sensi
tivities of the wind speed retrieval performance to different input parameters have been analyzed. Among others, 
the geolocation of the specular point and the swell height can provide significant contribution to the wind speed 
retrieval, which can provide useful reference for more generic GNSS-R wind speed retrieval algorithms in coastal 
regions.   

1. Introduction 

Sea surface wind is an essential variable in both marine environment 
monitoring and climate change study (Huang et al., 2003; Peng and Jin, 
2019). The stability of the wind field plays an important role in local and 
mesoscale atmospheric circulation, and the frequency of different sta
bility conditions in coastal areas is very important information (Bar
thelmie, 1999). Sea surface wind is the direct power of ocean wave 
formation and the key power of regional and global ocean circulation 
(Kirincich, 2016). In the coastal area, the sea surface wind field has a 
strong influence on the circulation, fog formation, coastal upwelling, 
and tidal mixing, which also influence stability and hence turbulent 

mixing and momentum transfer (Kaimal and Finnigan, 1994). In addi
tion, the global offshore wind farms also bring us renewable wind power 
resources. Wind power generation can reduce environmental pollution 
and save coal, oil and other conventional energy (Kirincich, 2016). 
Traditional observing techniques (e.g. weather stations, buoys and 
ships) have been playing important roles in marine forecasting, disaster 
prevention and mitigation. However, these traditional techniques are 
limited by small coverage and high cost (Tang et al., 2014). 

Satellite remote sensing, both active (radar, scatterometer and 
altimeter) and passive (radiometer), has been providing significant un
derstanding of ocean by providing global observations (Tang et al., 
2014; Li et al., 2020). During the last decades, Global navigation satellite 
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system reflectometry (GNSS-R) has become a valid option for ocean 
remote sensing (Garrison and Katzberg, 2000). The feasibilities of the 
GNSS-R technique for sensing different geophysical parameters, such as 
ocean wind speed (Clarizia and Ruf, 2016; Ruf and Balasubramaniam, 
2018), significant wave height (SWH; Soulat et al., 2004; Roggenbuck 
et al., 2019), sea ice detection (Alonso-Arroyo et al., 2017; Yan and 
Huang, 2018), ocean altimetry (Li et al., 2017; Hu et al., 2020; Tabibi 
et al., 2020), and soil moisture (Alonso Arroyo et al., 2014; Chew and 
Small, 2018; Yan and Huang, 2020), have been demonstrated with 
theoretical analyses and massive ground-based, airborne, and space
borne experiments. 

Among other applications, GNSS-R ocean scatterometry has great 
potential to become an operational one. The reflected GPS signal was 
successfully received from space by the GPS receiver onboard UK’s 
disaster monitoring constellation (DMC) satellite in 2003 (Gleason et al., 
2005), which demonstrated the feasibility of spaceborne GNSS-R ocean 
scatterometry (Zuffada et al., 2003). Following the successful detection 
of reflected signals by UK-DMC, the UK TechDemoSat-1 (TDS-1) was 
launched in 2014 (Unwin et al., 2017), which delivered a unique dataset 
of globally distributed spaceborne GNSS-R data, spanning a period of 
four years. With the data collected by the TDS-1 satellite, the first global 
ocean wind and wave data service derived from spaceborne GNSS-R has 
been publicly available (Foti et al., 2015; Hammond et al., 2020). On 
December 15, 2016, NASA’s Cyclone GNSS (CYGNSS) constellation, 
consisting of 8 micro-satellites, were launched with the specific aim of 
observing the inner core of cyclones with high temporal resolution in 
precipitating conditions (Ruf et al., 2013; Ruf et al., 2016b). In addition, 
China has also launched the Bufeng-1 A/B satellites in 2019, which is 
part of the first Chinese GNSS-R satellite constellation for measuring 
global sea surface wind field and typhoon monitoring (Jing et al., 2019). 

With the accumulation of the spaceborne GNSS-R data from these 
spaceborne missions, different wind speed retrieval algorithms have 
been developed to improve the wind speed retrieval performance 
(Clarizia et al., 2014; Clarizia and Ruf, 2016; Clarizia et al., 2017; Ruf 
et al., 2018; Ruf and Balasubramaniam, 2018). The performance of the 
CYGNSS Level 2 (L2) baseline wind speed retrieval has been improved 
gradually. The root mean square error (RMSE) of the wind speed 
retrieval has been improved to 1.4 m/s for low-to-moderate wind speed 
(<20 m/s), and the RMSE for high wind speed (>20 m/s) retrieval has 
been improved from 17% of the wind speed (Ruf et al., 2018) to 11.3% 
(Ruf et al., 2019). Note that the CYGNSS wind speed error at high wind 
speed is normally presented as the relative RMSE in percentage from the 
mean values and RMSE of the retrieved wind speeds (Ruf et al., 2018, 
Eq. (4)). However, there are few studies on GNSS-R wind speed retrieval 
around the coastal regions. Different from GNSS-R measurements over 
the open ocean, the reflected signals from the coastal regions are 
strongly affected by the land contamination, land terrain properties 
(Carreno-Luengo et al., 2019), and the near-shore shallow water. Table 1 
shows the performance of CYGNSS L2 version 2.1 (v2.1) wind speed 
product, which clearly shows a performance degradation around the 

coastal regions (within 200 km from the coastline) compared to the open 
ocean (i.e. ~2.1 vs. 1.88 m/s). Note that the data within 25 km from the 
land has been removed in CYGNSS L2 v2.1 retrieval, which is not 
included in the computation of the performance statistics in Table 1. 
Indeed, the near-shore shallow water can significantly reduce the sea 
surface roughness response to the wind speed, which could make a 
transition from a strongly diffuse scattering regime to a dominantly or 
partially coherent reflection regime in coastal regions (Cardellach et al., 
2020; Al-Khaldi et al., 2020). As a result, in essence all of the underlying 
assumptions associated with the conversion of CYGNSS’s observables to 
ocean surface wind speed estimates are no longer valid thereby leading 
to this degradation. 

Most of the spaceborne GNSS-R wind retrievals are based on 
empirical or semi-empirical geophysical model function (GMF) 
methods, i.e. by fitting the observables [such as σ0, leading edge slope 
(LES), or signal-to-noise ratio (SNR)] to collocated wind speed (Foti 
et al., 2015; Hammond et al., 2020). However, the relationship between 
wind speed and GNSS-R observables can be also affected by other fac
tors, such as the wave age and fetch length. For example, the CYGNSS L2 
wind speed retrieval is based on two separate GMFs, corresponding to 
fully developed and young sea/limited fetch regimes. For coastal re
gions, the response of the ocean wave to sea surface wind is affected by 
even more factors, such as the topography, orientation of the coastline, 
prevailing monsoon, coastal ocean currents and limited fetch length 
(Barthelmie, 1999). These factors make the relationship between the sea 
surface wind speed and the GNSS-R observations more complex, which 
is difficult to be characterized with a simple GMF. 

Machine learning, especially the artificial neural network (ANN), can 
make full use of the self-learning and self-adaptive ability of neural cells 
to deal with complex nonlinear problems, and thus can be used for 
GNSS-R wind speed retrieval by considering the impacts of different 
geophysical and geographical parameters. ANN is a nonlinear and 
adaptive information processing system, consisting of a number of 
interconnected neural node(s), which can solve problems by providing a 
minimum variance (Kwok and Yeung, 1997). ANNs have been widely 
applied in global wind speed retrieval from scatterometer and synthetic- 
aperture radar (SAR; Hornik, 1991; Stiles and Dunbar, 2010; Stiles et al., 
2014). More recently, several studies have shown that ANNs can also 
improve the accuracy of GNSS-R wind speed retrieval using ground- 
based and spaceborne data (Kasantikul et al., 2018; Liu et al., 2019; 
Gao et al., 2019a; Asgarimehr et al., 2019), which have shown prom
ising performance by using data collected by the TDS-1 (Wang et al., 
2018; Asgarimehr et al., 2019) and CYGNSS missions (Liu et al., 2019; 
Reynolds et al., 2020). Moreover, this approach has been also attempted 
in some other GNSS-R applications, such as sea ice detection (Yan and 
Huang, 2018), soil moisture (Feng et al., 2018; Eroglu et al., 2019), 
hurricane tracking (Alshaye et al., 2020), and inland water detection 
(Ghasemigoudarzi et al., 2020). 

As the ANN method has the advantages in establishing multi- 
parameter model, it can provide powerful alternatives for GNSS-R 
wind speed retrieval in coastal regions. This work aims to investigate 
the feasibility and performance of coastal wind retrieval based on ANN 
using the data collected by the CYGNSS mission. The rest of the paper is 
organized as follows. In Section 2, we describe the datasets and pre
processing methods. Section 3 explains the setup and configuration of 
the ANN model, together with the sensitivity analyses of the wind speed 
retrieval to different input parameters. The performances of the pro
posed ANN model are evaluated with the European Centre for Medium- 
range Weather Forecast Reanalysis 5th Generation (ERA5) wind speed 
data and the National Data Buoy Center (NDBC) buoys wind speed 
measurements, which are presented in Section 4. And Section 5 draws 
the conclusions. 

Table 1 
The statistics of CYGNSS Level 2 version 2.1 wind speed product compared to the 
European Centre for Medium-range Weather Forecast Reanalysis 5th Generation 
(ECMWF ERA5) values in January 2018. Note, the Bias, Root-mean-square error 
(RMSE) and the correlation coefficient (R) are computed following Eqs. (1), (2) 
and (3), respectively.   

Global 25–50 
km 

50–100 
km 

100–200 
km 

200–300 
km 

300–500 
km 

Bias 
(m/ 
s) 

0.21 0.01 0.27 0.31 0.20 0.32 

RMSE 
(m/ 
s) 

1.91 2.08 2.20 2.17 1.87 1.89 

R 0.80 0.80 0.80 0.80 0.80 0.80  
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2. Materials and data filtering 

2.1. Datasets 

CYGNSS is a constellation of eight small satellites, which can receive 
both direct and reflected signals from Global Positioning System (GPS) 
satellites. The direct signal can accurately locate the positions of the 
CYGNSS observatories. The reflected signal carries the information of 
ocean surface roughness, from which wind speed can be retrieved. 
CYGNSS measurements can provide rapid coverage over the tropical 
regions with mean and median revisit times of 7.2 and 2.8 hours over 
0.25 ◦ × 0.25◦ latitude-longitude grids (Morris and Ruf, 2017). CYGNSS 
Level 1B (L1B) product includes delay-Doppler map (DDM) power of the 
reflected signal, the calibrated Normalized Bistatic Radar Cross Section 
(NBRCS), together with other ancillary information and metadata 
(Gleason et al., 2019). These L1B observables are then inverted to the 
Level 2 wind speed products using an empirical GMF (Ruf and Balasu
bramaniam, 2018). 

In this work, we focus on the CYGNSS L1B v2.1 product, which is 
available at the Physical Oceanography Distributed Active Archive 
Center (PO.DAAC; Ruf et al., 2016a). Table 2 lists the brief information 
about the L1B variables used in our analyses, which include NBRCS, LES, 
SNR, Range Corrected Gain (RCG), incidence angle, azimuth angle, and 
the longitude and latitude of the specular point. In addition to the L1B 
data, the CYGNSS L2 v2.1 product is also collected for comparison, 
which includes the sea surface wind speed measurements with a spatial 
resolution of 25 km (Ruf et al., 2019). 

As the proposed ANN method is based on training the retrieval model 
with the GNSS-R measurements and the ground truce wind speed, 
ECMWF/Copernicus Climate Change Service (C3S) ERA5 wind fields 
(including the u and v components of the sea surface wind speed), at 
12.5 km and hourly spatio-temporal resolutions, have been also 
collected as the reference. 

2.2. Data filtering 

The study covers the period between Jan. 1 and Dec. 31, 2018. By 
using the global coastline derived from global self-consistent, hierar
chical, high-resolution geography database (GSHHG; Wessel and Smith, 
1996), the distance between each CYGNSS L1 measurement and the 
coastline has been computed. Only the CYGNSS observables within 200 
km away from the coastline have been selected. 

To ensure the quality of the CYGNSS data, the selected coastal L1B 
measurements are quality controlled and filtered before the ANN 
training. The initial quality control is mainly based on the following 
criteria: (Ruf and Balasubramaniam, 2018; Reynolds et al., 2020; Clar
izia and Ruf, 2020).  

1) All NaN values of observables are discarded.  
2) All negative values of observables are discarded.  
3) The RCG values should be higher than 3. 

In addition, the standard quality control (QC) flags in the CYGNSS 
L1B data are also used in the data filtering. Instead of using the overall 

QC flag bit (“poor_overall_quality”, the least significant bit or bit 0), the 
data filtering is applied by using the individual QC flag bits. This dis
cards cases in which the spacecraft has large attitude error or attitude 
anomalies (bit 2, 3 and 28), the transmitter power or antenna gain has 
high uncertainties (bit 16 and 27), the DDM is invalid or has anomalies 
(e.g. black body load and test pattern DDMs indicated by bit 4, 7, 8, 9, 
10, 15, 17–20), or there are some other instrumental, data transmission 
and calibration issues (bit 1, 5, 6, 13, 14, 21–26). It is noted that the L1B 
observables from GPS IIF satellites are removed due to the QC flag 
“low_quality_gps_ant_knowledge” (bit 27). Moreover, as the QC flags 
“sp_very_near_land” (bit 11) and “sp_near_land” (bit 12) are not used in the 
data filtering, there remain the L1B observables with the specular point 
within 50 km of land. 

After the quality control and data filtering, the remaining CYGNSS 
L1B measurements are then collocated to the ERA5 sea surface wind 
speed and ocean wave data, which is performed with the constraint of 
the maximum spatial and temporal differences of 12.5 km and 15 min, 
respectively. There are ~9.2 million collocated CYGNSS L1B measure
ments around the coastal region, which are shown in Fig. 1. It can be 
seen that there are more measurements in the Gulf of Mexico and the 
otherlow latitude area (near 30◦N/◦S), and no measurement can be 
obtained in the Arctic Ocean or the sea around Antarctica, which is due 
to the orbit inclination of the CYGNSS satellites (~35◦). 

3. Construction and analyses of the ANN based wind speed 
retrieval model 

In this study, the feed-forward backpropagation (BP) network is 
implemented based on the Keras framework, which generally consists of 
input layer, hidden layer, and output layer. Neural network can learn the 
relationship between input and output parameters without providing 
any analytical equations (Dayhoff and DeLeo, 2001). Its learning rule is 
to use the gradient steepest descent method to continuously adjust the 
weight and threshold of the network through error back propagation 
and minimize the square error of the network. Overfitting or under
fitting is a common potential problem in the application of neural 
network (Reynolds et al., 2020). Increasing the amount of data is one of 
the most effective methods. Moreover, on the basis of the early stopping 
rule, validation can be powerful for overfitting after each training the 
network, training stops when the early stopping rule is reached (Kwok 
and Yeung, 1997). Three metrics are chosen to evaluate the performance 
of the ANN model, including the mean deviation (or bias), the root mean 
square error (RMSE) and the correlation coefficient (R), which are 
defined as 

bias =
1
n
∑n

i=1
(Xi − Yi) (1)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(Xi − Yi)

2

√

(2)  

R =

∑n
i=1

(
Xi − X

)(
Yi − Y

)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1

(
Xi − X

)2∑n
i=1

(
Yi − Y

)2
√ (3)  

where X is CYGNSS retrieved wind speed, Y is ERA5 wind speed, n is the 
number of total matchups, X is the mean of the CYGNSS retrieved wind 
speed, and Y is the mean of the ERA5 wind speed. 

3.1. Determining the ANN configuration 

3.1.1. Basic setting 

1) Activation Function: The activation function can be any differen
tiable activation function such as Tanh, sigmoid, Rectified Linear 

Table 2 
List of input variables used in CYGNSS coastal wind speed retrieval.  

Input variables Description Type 

NBRCS Normalized bistatic radar cross section Surface attribute 
LES Leading edge slope Surface attribute 
SNR DDM signal to noise ratio Surface attribute 
sp_lat Specular point latitude Geometry attribute 
sp_lon Specular point longitude Geometry attribute 
sp_inc_angle Specular point incidence angle Geometry attribute 
sp_az_body Specular point azimuth angle Geometry attribute 
RCG Range Corrected Gain Geometry attribute  
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Unit. We chose the Tanh function as the activation function between 
the input layers and the hidden layers. This setting is also used in 
other studies, e.g. in (Gao et al., 2019b).  

2) Loss Function: The loss function is an important parameter for 
compiling the model. In this paper, the mean squared error function 
was used as the loss function.  

3) Optimization Method: Optimizer is another important configuration 
of the training model. After comparison, we choose the Adam opti
mization algorithm. Adam is an update of the RMSProp optimizer, 
which is like RMSprop with momentum. When training the neural 
networks, it is helpful to set a suitable learning rate. In this paper, we 
implemented the adaptive learning algorithm by using the Adam 
optimizer. The neural network training times is set a constant of 100. 
The batch size for the neural network training is 1000. 

3.1.2. Implementation of ANN 
The selection of the CYGNSS and ERA5 matchups for ANN training 

and validation is shown in Fig. 2. To train the ANN model, 15% of the 
total matchups obtained in Section 2 are selected randomly. As the 
performance of the neural network training is affected the quality and 
spatial/temporal difference of the training data sets, we further refine 
the matchups with the time difference between the CYGNSS measure
ments and the ERA5 data smaller than 5 min. The training dataset is 
further split randomly into a training subset and a test subset, composed 
of 15% and 85% of the training data, respectively. The first subset is 
used for training network, and the test subset serves to assess the per
formance of each network configuration. In the model training stage, the 
number of hidden layers and the number of neurons in each layer are 
specified. The configuration with the best performance is selected for the 
final implementation. 

Here we test different ANN configurations with the number of hidden 

layers from 1 to 6, and with 10 to 200 neurons in each hidden layer. For 
each ANN configuration, the network structure is optimized with the 
above-mentioned training data following the parameters in Section 
3.1.1. These ANN configurations are then applied to the CYGNSS ob
servables in the testing data to retrieve the wind speed. The resulting 
wind speed retrievals are then compared to the collocated ERA5 values, 
from which the RMSE for each ANN configuration is computed. Fig. 3 
gives the RMSEs of each ANN configuration, which allows us to make a 
detailed evaluation of different networks configurations. It shows that 
the performance of ANN model with multi-layer is better than that with 
only one hidden layer. The RMSE of one hidden layer is close to 1.64 m/ 
s, which basically remains unchanged even by increasing number of 
neurons up to 200. Overall, the trained ANN structure with five hidden 
layers and 170 neurons in each layer can reach the optimal performance 
with a RMSE of ~1.49 m/s. 

Sea state conditions, including the swell and the degree of wave 
development, complicate the ocean surface wave spectra, and increase 
the uncertainty of the GNSS-R wind speed retrieval. For example, the 
CYGNSS standard L2 wind speed retrieval is based on two separate GMFs 
(fully developed and young sea) by considering the development of the 
ocean wave (Ruf and Balasubramaniam, 2018); and NOAA’s GMF for 
CYGNSS wind speed retrieval (Said et al., 2019) includes the SWH as the 
input parameter. Similarly, the information of wave height has been also 
used as the prior knowledge for sea surface wind speeds retrieval in 
radar altimeter (Chelton and Mccabe, 1985; Glazman and Greysukh, 
1993). In the same way, the contribution of swell information in neural 
network-based wind speed retrieval is also evaluated in this study. To 
decouple the extra wind speed information from the wave height data, 
the ERA5 variable “significant wave height of total swell” (SWHTS) is 
added as the input parameter. 

To characterize the impact of the wave height on the ANN based 
retrieval, an input parameter combination, including NBRCS, LES, SNR, 
RCG, incidence angle, azimuth angle, longitude and latitude of the 
specular point and SWHTS, is attempted. By using different ANN con
figurations, the networks are trained by using the same training dataset. 
As shown in Fig. 3, the RMSE decrease with increasing the numbers of 
layers and neurons, especially the network of five hidden layers with 
200 neurons in each layer can reach better performances with good 
correlation (0.88) and low RMSE (1.41 m/s) between the retrieved wind 
speeds and validation ones. Compared to the case without the SWHTS 
information, the new network including the swell wave height can 
provide better retrieval performance with the RMSE decreased from 
1.49 m/s to 1.41 m/s (~6%). The comparison also highlights that the 
ANN approach can capture the nonlinear relationship between multi- 
observables and ERA5 winds. 

3.2. Sensitivity analyses 

To further assess the contribution of different input parameters in 
ANN-based wind speed retrieval, different combinations of the input 

Fig. 1. Distribution of CYGNSS-ERA5 matchups in coastal regions in 2018. The color scale is 1/10000 of the density of points.  

CYGNSS-ERA5 Matchups (15 min, 12.5 km collocation)

Randomly Splitting

15% Training Data 85% Validation data

Fining Collocation

5min Collocation

Randomly Splitting

15% 85%

ANN Training 

Data Discard

15% 85%

ANN Testing ANN Validation

Fig. 2. Subsets selection of the CYGNSS-ERA5 matchups for ANN training 
and validation. 
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parameters were designed as follow:  

- Case 1: NBRCS, LES, SNR (Baseline configuration).  
- Case 2: NBRCS.  
- Case 3: LES.  
- Case 4: NBRCS, LES, SNR, longitude and latitude.  
- Case 5: NBRCS, LES, SNR, incidence angle.  
- Case 6: NBRCS, LES, SNR, RCG.  
- Case 7: NBRCS, LES, SNR, azimuth angle.  
- Case 8: NBRCS, LES, SNR, SWHTS.  
- Case 9: NBRCS, LES, SNR, RCG, incidence angle, azimuth angle, 

longitude and latitude.  
- Case 10: NBRCS, LES, SNR, RCG, incidence angle, azimuth angle, 

longitude and latitude, SWHTS. 
- Case 11: NBRCS, SNR, RCG, incidence angle, azimuth angle, longi

tude and latitude, SWHTS. 

The ANN model is applied to the testing data with different input 
parameters combinations, and the retrieved wind speed are then 
compared to the ERA5 values, from which the performance metrics are 
computed. Table 3 compiles the wind speed retrieval performance for 
each input parameters combination. The ANN configuration with the 
input parameters of NBRCS, LES and SNR is considered as the baseline 
configuration, as these parameters are normally used in other wind 
speed retrieval methods. From the comparison, the following aspects are 
remarkable. 

First of all, the CYGNSS NBRCS observable provides the main 
contribution to the wind speed retrieval, which is clearly justified by the 
fact that the RMSE is only slightly increased by adding the SNR and LES 
observables (Case 2 vs. Case 1, and Case 11 vs. Case 10). 

Secondly, the comparisons also highlight that the RMSE of the ANN- 
based wind speed retrieval with the baseline combination is better than 
that obtained with the official CYGNSS L2 v2.1 baseline retrieval in the 
coastal regions (1.74 m/s in Case 1 vs. 2.09 m/s in L2 v2.1). Such 
improvement implies that ANN has the advantages in nonlinear 
regression problems relative to traditional methods (Kwok and Yeung, 

1997). 
Thirdly, it shows that the geographical information of the specular 

point can provide positive contribution with the correlation coefficient 
increased by 3.7% and RMSE reduced by 7.4% (Case 4 vs. Case 2), which 
is consistent with the results obtained in (Reynolds et al., 2020). Such 
improvement can be explained by the fact that geographic location of 
the specular point can provide extra information, such as the coastal 
topography and the orientation of the coastline, which may also affect 
the relationship between the wind speed and the CYGNSS observables. 

In addition, specular point incidence angle can also provide contri
bution to the wind speed retrieval with RMSE reduced by 3.4% (Case 5 
vs. Case 1). While RCG, azimuth angle and swell height can only provide 
slightly improvements, if each of them is added separately to the base
line case (Case 6, 7 and 8). However, by adding all parameters as the 
inputs of the ANN (Case 10), the RMSE of the retrieved wind speed can 
improved to 1.41 m/s, corresponding to an improvement of 19% 
comparing with baseline one. It is remarked that the wind speed 
retrieval performance can be improved significantly (5.2%) by adding 
the information of swell height into the input parameters (Case 10 vs. 
Case 9), which is consistent with the analysis in Section 3.1.2. 

4. Wind speed retrieval and performance analyses 

In this section, we evaluate the wind speed retrieval performance of 
the proposed ANN model with five hidden layers and 200 neurons in 
each layer. To achieve an optimal wind speed retrieval performance, all 
the parameters listed in Case 10 in Section 3.2 are used as the inputs of 
the ANN model. The proposed ANN model is applied to the rest of 
CYGNSS data (85%) for validation. The retrieved wind speeds are then 
compared to the collocated ERA5 wind speed data and the wind speed 
measured from the National Data Buoy Center (NDBC) buoys, from 
which the main performance metrics are computed. 

Fig. 3. RMSEs of the wind speed retrieval by using ANN models with different number of layers and number of neurons in each layer. (a) Without the wave height 
information as the input parameter. (b) With the wave height information as the input parameter. 

Table 3 
The performance metrics of each input parameter combination for the ANN based wind speed retrieval. The performance metrics of the official CYGNSS Level 2 version 
2.1 wind retrieval is computed by using the data collected in year 2018. Note that the differences and improvements are relative to the case 1.   

L2 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 Case 9 Case 10 Case 11 

Bias(m/s) 0.395 0.255 0.166 0.102 0.040 − 0.129 − 0.055 0.176 − 0.083 0.059 0.010 0.011 
R 0.793 0.81 0.80 0.73 0.83 0.82 0.81 0.81 0.82 0.86 0.88 0.88 
RMSE(m/s) 2.094 1.74 1.75 2.02 1.62 1.68 1.72 1.71 1.71 1.50 1.41 1.44 
Difference – – – – 0.12 0.06 0.02 0.03 0.03 0.24 0.33 0.30 
Improvement – – – – 6.9% 3.4% 1.1% 1.7% 1.7% 13.8% 19.0% 17.2%  
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4.1. Validation with the ERA5 data 

4.1.1. Overall performance 
The wind speed retrieved from the validation data is compared to the 

collocated ERA5 data in a density scatter plot as shown in Fig. 4, in 
which the CYGNSS L2 v2.1 wind speed is also compared to the ERA5 
data as the reference. It can be seen that the ANN model retrieved wind 
speed shows an overall better performance than the CYGNSS L2 v2.1 
wind speed product with more data point symmetrically centered along 
the y = x line and less data spreading around this line. 

In Table 4, the performance metrics of both retrievals are presented 
for each month in 2018, from which no significant temporal dependence 
can be found for both retrievals. However, ANN generally shows better 
performance than the CYGNSS L2 baseline retrieval for each month. By 
using all the matchups through the year, the ANN-based wind speed 
retrieval can achieve a bias of − 0.03 m/s and a RMSE of 1.58 m/s, while 
the CYGNSS L2 wind speed product is with a bias of 0.37 m/s and a 
RMSE of 2.09 m/s. This comparison shows that the RMSE can be 
reduced by 24.4% with the ANN-based retrieval. Note that the CYGNSS 
baseline wind speed retrieval removes the measurements within 25 km 
away from the land, which are not included in this comparison. While 
the mean bias and the RMSE of ANN retrieved wind speed is 0.012 m/s 
and 1.68 m/s in this region. 

Fig. 5 (left) presents the probability density functions (PDF) of the 
GNSS-R wind speeds and the ERA5 data in the range of 0 to 20 m/s, 
which shows that the PDF of ANN based coastal wind is in general 
consistent with the ERA5 one. While the PDF peak of the CYGNSS L2 
v2.1 wind speed is lower than that of ERA5 winds. On the contrary, PDF 
peak of the ANN-based wind speed is slightly higher than the ERA5 one. 
In addition, the comparison also highlights that the probability of ANN 
wind speed is significantly lower than the ERA5 one between 0 and 2 m/ 
s, which means that the ANN model exhibits an underestimation in 
lower wind speed conditions. This is mainly due to the lack of low wind 
speed samples in the training dataset so that ANN is not able to learn 
sufficiently from them. The ANN can be further optimized by improving 
the number of wind speeds at different ranks. Moreover, our ANN model 
is trained only with ERA5 data, while the GFM of CYGNSS L2 v2.1 winds 
is fitted by both ERA5 and the Global Data Assimilation System (GDAS) 
matchups, which could be another reason for the deviation of the 
CYGNSS L2 v2.1 products distribution. The consistency between the PDF 
of the ANN retrieval and the ERA5 wind speed can be further improved 
by applying a cumulative distribution function (CDF) matching algo
rithm to the ANN outputs. Such algorithm has been applied to both 

GMF-based and ANN-based CYGNSS wind speed retrieval (Clarizia and 
Ruf, 2020; Reynolds et al., 2020) with improved performances. Fig. 5 
(right) presents the distribution histogram of the deviation between the 
CYGNSS ANN retrievals relative to the ERA5 values, which shows that 
the difference is concentrated between − 3 m/s and 3 m/s (about double 
standard deviation of entire difference set). 

4.1.2. Geographical statistics 
Fig. 6 presents the wind speed retrieval performance (the RMSE of 

the wind speed) in the regions with different distance to the coastline. In 
general, the ANN based wind speed retrieval shows better performance 
away from the land, which achieves the best performance in the range of 
75–150 km away from the coastline. The evolution of the RMSE also 
reveals that the GNSS-R observables within 10 km are strongly affected 
by the land contamination and near-shore shallow water, so that the 
retrieval performance is significantly degraded with a RMSE of ~1.76 
m/s. Fig. 6 also highlights that the wind speed retrieval performance 
also degrades in the region 175–200 km away from the land (closer to 
the open ocean), which could be due to the different wind stress and 
ocean wave generation mechanism in the open ocean and coastal 
regions. 

Fig. 7 shows that the global distribution of the wind speed bias 

Fig. 4. Comparison between the CYGNSS ANN retrieved wind speed and the ECMWF/C3S ERA5 wind speed values (left). Comparison between the CYGNSS baseline 
L2 v2.1 wind speed and the ECMWF/C3S ERA5 wind speed values (right). The color scale is 1/100000 of the density of points. The purple line shows the 1:1 di
agonal. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Table 4 
The performance metrics of CYGNSS ANN based coastal wind speed retrieval 
and the CYGNSS Level 2 version 2.1 wind speed product for each month in 2018. 
The ECMWF/C3S ERA5 wind speed data is used as the reference for the 
computation of these performance metrics.   

ANN retrievals CYGNSS L2 v2.1 

Bias (m/s) RMSE (m/s) R Bias(m/ 
s) 

RMSE(m/ 
s) 

R 

Jan. − 0.28 1.74 0.83 0.16 2.37 0.80 
Feb. − 0.18 1.60 0.83 0.15 1.99 0.80 
Mar. − 0.13 1.57 0.85 0.20 2.00 0.80 
Apr. 0.04 1.55 0.83 0.46 2.32 0.76 
May − 0.11 1.57 0.85 0.18 1.93 0.81 
Jun. − 0.18 1.59 0.84 0.17 1.92 0.80 
Jul. − 0.16 1.61 0.84 0.17 1.98 0.81 
Aug. − 0.12 1.61 0.84 0.30 1.98 0.80 
Sept. 0.09 1.54 0.85 0.48 2.02 0.81 
Oct. 0.20 1.53 0.84 0.60 2.06 0.81 
Nov. 0.27 1.55 0.84 0.77 2.18 0.80 
Dec. 0.18 1.62 0.85 0.84 2.30 0.81 
Average − 0.03 1.58 0.84 0.37 2.09 0.80  
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during the period between January 2018 and December 2018, in which 
a global map of gridded wind speed biases (with the grid size being 0.25 
◦ × 0.25◦ in latitude and longitude) is generated. It is clearly shown that 
positive biases appear along the coast line of the Asia-Pacific region in 
the CYGNSS L2 v2.1 product (Fig. 7 - top), which are removed in the 
ANN retrieval (Fig. 7 - bottom). Such improvement is expected as the 
CYGNSS L2 v2.1 product is generated with a global GMF while the ANN 
wind speed retrieval model function is trained by using the geographical 
information (latitude and longitude of the specular point) as the addi
tional parameters. 

4.1.3. Systematic effects 
As a non-cooperative bistatic radar system, there is a large diversity 

of geometries and complexity of elements involved in the overall 
CYGNSS system: eight CYGNSS spacecraft (SC) with two reflectometry 
antennas (port and starboard) for each of them, receiving reflected 
signals from more than 30 GPS satellites with different designs (Block 
types) and the capability to dynamically change the transmitted power 
levels. Hence, the CYGNSS L1 observables depend on the individual 
CYGNSS SC, the reflectometry antenna, as well as the targeting GPS 
satellite. In addition to the geophysical related errors, these diversity 
and complexity of the system are also important sources of error in wind 
speed retrieval. 

To characterize the inter-CYGNSS-SC and inter-antenna biases, the 
wind speed retrieval performance metrics are computed and evaluated 
per CYGNSS SC, as well as per reflectometry antenna. The wind speed 
biases and RMSEs for each CYGNSS SC and each reflectometry antenna 
are presented in Table 5 for both the CYGNSS L2 v2.1 product and the 
ANN retrieval. Fig. 8 presents the variations of the inter-CYGNSS-SC 
biases [(Biasport + Biasstarboard)/2] and the inter-antenna biases (Bia
sport − Biasstarboard) of both the ANN retrieval and the CYGNSS L2 v2.1 
products for different CYGNSS SCs, from which it is clearly seen that 
both biases still appear in the ANN retrievals. In addition, it is also 
shown that both the inter-CYGNSS-SC and inter-antenna biases show 
similar variations among different CYGNSS SC for the ANN retrieval and 
the CYGNSS L2 products. 

In addition to the inter-CYGNSS-SC and inter-antenna biases, the 
errors due to different GPS Block types are also assessed for the ANN 
retrieval. As all the GPS IIF satellites are removed in previous analyses, a 
new ANN training and retrieval procedure has been performed by 
including all the GPS satellites [i.e. to include CYGNSS L1 measurements 
with the quality control flag of “low_quality_gps_ant_knowledge” (QC bit 
27)]. The performances of the ANN retrieval for GPS Block IIR, IIR-M 
and IIF satellites are computed and shown in Table 6 for two different 
cases: the IIR-model case means to train the ANN model only with the 
CYGNSS L1 observables from the GPS Block IIR and IIR-M satellites, 

Fig. 5. Probability density functions of CYGNSS ANN retrieved coastal wind speed, CYGNSS Level 2 wind speed and ERA5 wind speed (left). The distribution of the 
wind speed deviation between the CYGNSS ANN retrieved coastal wind speed and ERA5 data (right). 

Fig. 6. The root-mean-square error of the CYGNSS ANN-based wind speed retrievals in different regions with different distance to the coastline.  
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while the full-block-model case means to train the ANN model with the 
CYGNSS observables from all the GPS satellites. Table 6 shows that the 
performances of CYGNSS ANN based coastal wind speed retrieval from 
the Block IIR and IIR-M satellites are more stable with smaller biases 
(− 0.08 to − 0.06 m/s) and RMSE (1.55 to 1.6 m/s), while the wind 
speeds retrievable using GPS Block II-F satellite show significant per
formance degradation with larger biases (− 0.25 to − 0.18 m/s) and 

RMSE (1.76 to 1.97 m/s). 
Overall, the current ANN configurations cannot significantly reduce 

these systematic effects, e.g. inter-CYGNSS-SC, inter-antenna or inter- 
GNSS-Block biases, in CYGNSS wind speed retrieval. It is expected as 
the current ANN does not include these factors (e.g. CYGNSS SC ID, 
reflectometry antenna and GNSS PRN) as the input parameters in ANN 
training and retrieval. 

4.2. Validation with the NDBC Buoy observations 

As the ANN model is trained and validated with the same “ground 
truth” data, i.e. the ECMWF/C3S ERA5 wind speed, it is necessary to 
assess the wind speed retrieval performance with an independent source 
of wind speed measurements. For this purpose, the wind speed mea
surements collected with the National Data Buoy Center (NDBC) buoys 
have been also collected as the reference. Wind speed measurements 
from a total of 15 NDBC buoys are selected from January 1 to December 
31, 2018. The selected NDBC buoys are located along the coastal line as 
the red pentacle depicted in Fig. 9, and Table 5 presents the brief in
formation of these buoys, including the buoy ID, their geographic co
ordinates and the distances to coastal line (L). 

The NDBC buoys normally provide one sea surface wind observation 
every ten minutes to one hour. As the anemometer heights of the NDBC 
buoys are different, it is necessary to adjust the wind speed measure
ments at different heights to the standard height of 10 m above the sea 
surface. The wind speed adjustment is implemented by following the 
power-law wind profile (Hsu et al., 1994). 

All ANN-derived wind speed measurements are considered within 
25 km and ± 15 min of buoy locations and measurement times. There 
are ~11 k matchups in total with the numbers of the matchups for each 
NDBC buoys listed in Table 7. The RMSEs between the CYGNSS ANN- 
based wind speeds and the adjusted anemometer measurements are 
computed and presented in Table 7 for different buoys. It can be seen 
that the wind speed retrieval performance shows significant dispersion 
among the analyzed buoys. The CYGNSS-NDBC matchups for each buoy 
station are then compiled and presented as a density scatter plot in 
Fig. 10, which shows that both measurements have good correlations in 
general with most of the data point centered along the 1:1 diagonal. 
However, for the wind speed larger than 5 m/s, the scatterplot presents a 
small but noticeable offset off the 1:1 line towards higher NDBC wind 
speed. By applying (1)–(3), the CYGNSS ANN retrievals have a small 

Fig. 7. Geographical map of the wind speed biases (CYGNSS wind speed - ERA5 wind speed) along the coastlines. Top: Wind speed bias of the CYGNSS Level 2 v2.1 
products. Bottom: Wind speed bias of the ANN based retrieval. 

Table 5 
Comparisons of CYGNSS ANN based coastal wind speed retrieval and the 
CYGNSS L2 v2.1 product for each CYGNSS spacecraft and each reflectometry 
antenna.  

Retrieval CYGNSS SC Antenna Bias (m/s) RMSE (m/s) R 

ANN cyg01 starboard − 0.29 1.59 0.85 
port 0.06 1.53 0.85 

cyg02 starboard 0.03 1.48 0.86 
port 0.00 1.53 0.84 

cyg03 starboard 0.01 1.51 0.86 
port − 0.23 1.59 0.85 

cyg04 starboard − 0.22 1.53 0.86 
port 0.04 1.52 0.85 

cyg05 starboard 0.14 1.59 0.84 
port − 0.23 1.59 0.85 

cyg06 starboard − 0.21 1.56 0.85 
port 0.05 1.58 0.84 

cyg07 starboard − 0.12 1.51 0.86 
port 0.02 1.57 0.84 

cyg08 starboard − 0.02 1.51 0.86 
port − 0.06 1.57 0.84 

CYGNSS L2 v2.1 cyg01 starboard 0.09 1.92 0.80 
port 0.63 2.22 0.80 

cyg02 starboard 0.54 2.02 0.82 
port 0.32 1.98 0.80 

cyg03 starboard 0.63 2.18 0.81 
port 0.09 1.95 0.79 

cyg04 starboard 0.19 1.91 0.81 
port 0.49 2.07 0.80 

cyg05 starboard 0.83 2.49 0.77 
port 0.06 1.91 0.80 

cyg06 starboard 0.22 1.92 0.81 
port 0.58 2.18 0.80 

cyg07 starboard 0.34 1.94 0.82 
port 0.50 2.21 0.78 

cyg08 starboard 0.55 2.08 0.81 
port 0.38 2.05 0.80  
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deviation from buoys measurements with a bias of − 0.44 m/s, a cor
relation coefficient of 0.83 and a RMSE is 1.86 m/s, which demonstrate a 
good correlation between the CYGNSS ANN wind retrievals and the 
buoy measurements. The negative bias (CYGNSS minus buoy) indicates 
that the CYGNSS ANN-derived wind speed is in general underestimated 
with respected the NDBC values. 

In addition to assessing the overall performance metrics, it is 
important to understand the ANN-based wind speed retrieval’s capa
bility for capturing wind speed temporal variations. Fig. 11 shows the 
per-site comparisons for selected buoys between the CYGNSS ANN- 
based wind speeds and NDBC measurements. These figures show both 
time-series to visualize the annual trends to illustrate the consistence 
between the CYGNSS ANN-based measurements and the in-situ values 
from NDBC. It is clearly shown that the CYGNSS wind speed estimates 
closely follow the temporal trend of the NDBC buoys wind speed ob
servations and correctly capture the high wind events during Tropical 
Storm Alberto, Hurricane Florence and Michael (e.g. in Fig. 11a and b), 
although the peak winds are still underestimated. It can be explained by 
the low occurrence of the high wind samples in the ANN training, so that 
the ANN wind speed retrieval model is not able to represent the rela
tionship between the GNSS-R observables and the wind speed at high 
wind conditions. In addition, the sensitivity of the CYGNSS observables 
to the change in wind speed is reduced as the winds increase, the ANN 

Fig. 8. Comparison between inter CYGNSS spacecraft biases and inter reflectometry antenna biases for the ANN retrieval and the CYGNSS L2 products. Left: Inter 
reflectometry antenna biases. Right: Inter CYGNSS spacecraft biases. 

Table 6 
The performance metrics of the ANN based CYGNSS coastal wind speed retrieval 
for different GPS satellites Block types (IIR, IIR-M and IIF). The IIR-model case: 
the ANN model is trained only with the GPS Block IIR and IIR-M satellites; the 
Full-block-model case: the ANN model is trained with all the GPS satellites.   

IIR-model retrieval Full-block-model retrieval 

Bias (m/s) RMSE (m/s) R Bias(m/ 
s) 

RMSE(m/ 
s) 

R 

IIR − 0.08 1.55 0.85 − 0.06 1.60 0.82 
IIR-M − 0.06 1.55 0.85 − 0.06 1.59 0.82 
IIF − 0.25 1.97 0.81 − 0.18 1.76 0.82 
Average − 0.13 1.69 0.84 − 0.10 1.65 0.82  

Fig. 9. Distribution of the National Data Buoy Center’s buoy stations along the 
coastal line, which are selected for the validation of the wind speed retrieval in 
this study. 

Table 7 
Brief information about the National Data Buoy Center’s buoy stations used for 
the validation of the wind speed retrievals in this study.  

Buoy ID Lat (◦N) Lon (◦W) L (km) Number of matchups RMSE (m/s) 

42,012 30.06 − 87.55 20 464 1.78 
42,035 29.23 − 94.41 30 503 2.15 
46,042 36.78 − 122.39 30 534 1.90 
46,011 34.95 − 121.02 32 447 2.04 
41,008 31.40 − 80.86 32 698 1.70 
46,025 33.76 − 119.05 33 516 1.65 
41,009 28.50 − 80.18 34 975 2.08 
46,012 37.36 − 122.88 35 464 1.78 
41,013 33.43 − 77.74 50 1512 2.05 
42,020 26.96 − 96.69 68 880 2.02 
42,040 29.20 − 88.22 75 1567 1.75 
46,086 32.49 − 118.05 75 738 1.76 
42,019 27.90 − 95.35 100 1004 1.77 
42,039 28.78 − 86.00 115 652 1.81 
41,010 28.87 − 78.48 200 303 1.63  
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Fig. 10. A 2D density plot of collocated CYGNSS and the National Data Buoy 
Center’s buoy wind speeds. The purple line shows the 1:1 diagonal. (For 
interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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model may underestimate the wind speed by following the same rela
tionship between the CYGNSS observables and u10 at low-to-moderate 
wind speed. 

5. Conclusion and discussion 

In this paper, the capability of spaceborne GNSS-R on measuring 
near sea surface wind speed around the coastal regions has been 
demonstrated. The CYGNSS standard Level 2 wind speed product shows 
a significant performance degradation in coastal region (25–200 km 
away from the coastline) with respected to in open ocean (RMSE 2.10 
m/s vs. 1.88 m/s according to the data in 2018). In addition, the 
CYGNSS L2 baseline wind speed retrieval has removed the data within 
25 km away from the coastline, so that no wind speed data is provided in 
this region. 

This work is based on a learning-based wind speed retrieval meth
odology, in which a feedforward neural network is trained with the 
collocated CYGNSS Level 1B observables and the wind speed from 
ECMWF ERA5 data in coastal regions (<200 km away from the 

coastline). In addition to the CYGNSS L1 baseline observables (NBRCS 
and LES), some other geophysical and geographical parameters, such as 
the incidence and azimuth angles, the geolocation of the specular point 
and the swell wave height, are also used as the input parameters for the 
ANN training. By testing different ANN configurations, the network with 
five hidden layers and 200 neurons in each layer is selected to be with 
the best wind speed retrieval performance. Moreover, the contributions 
of different input parameters to wind speed retrieval has been also 
characterized. It is found that the position of the specular point and the 
swell wave height, among others, can provide significant contribution to 
wind speed retrieval, which provides useful reference for more generic 
GNSS-R wind speed retrieval algorithms for the coastal regions. 

The wind speed retrieval performance of the proposed approach has 
been evaluated by applying the trained ANN model to the testing 
datasets (i.e. 85% of the randomly selected CYGNSS Level 1B data in 
2018). The retrieved wind speeds are compared to the collocated ERA5 
values, from which the performance metrics have been obtained with a 
bias of 0.002 m/s and a RMSE of 1.58 m/s. These performance metrics 
show significant improvements (i.e. 24.4% in wind speed RMSE) 

Fig. 11. Time series of the wind speeds measured by the NDBC buoy and retrieved based on ANN-based model.  
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compared to the CYGNSS Level 2 wind speed products around the 
coastal region. In addition, it is also found that the ANN based wind 
speed retrieval shows better performance away from the land, which 
achieves the best performance (1.53 m/s RMSE) in the range of 75–125 
km away from the coastline. Even affected by the land contamination 
and shallow water, our wind speed retrieval still shows an acceptable 
performance (1.76 m/s RMSE) in near-shore region within 10 km away 
from the coastline. 

The ANN-based retrieval model is also assessed with an independent 
sources of wind speed measurements from the NDBC buoys. The 
CYGNSS ANN-based wind speeds show good correlation with the 
collocated NDBC measurements (R = 0.83) with a mean bias of − 0.44 
m/s and a RMSE is 1.86 m/s. However, the CYGNSS ANN-based model 
significantly underestimates the high wind speed during extreme wind 
events, which could be due to the low occurrence of the high wind 
samples in the ANN training and the low sensitivity of the CYGNSS 
observables to the change in wind speed in such cases. 

The proposed learning-based wind speed retrieval methodology 
generates promising overall performance, demonstrating the capability 
of GNSS-R measurements on sea surface wind speed sensing in near- 
shore regions. The performance of the proposed model can be 
improved potentially, which will be conducted in future works.  

1) The ANN structure and configurations can be further optimized by 
training over a much larger and more representative data sets. Cur
rent wind speed data for ANN training is from the ECMWF ERA-5 
data, which itself has limitations in coastal regions and at high 
wind speed. A more comprehensive training data by merging wind 
speed data from different models/sensors (Ruf and Balasu
bramaniam, 2018), especially with reliable high wind speed mea
surements, would benefit such processing. In addition, the current 
training data is randomly selected from the overall CYGNSS-ERA5 
matchups, which makes a low occurrence of the low wind speed 
and high wind speed samples. The sampling strategy of the training 
set selection should be also investigated in detail in further studies. 
Alternatively, the ANN retrieved wind speed can be post-processed 
by applying the CDF matching algorithm to the network outputs, 
which can also improve the consistency between the PDFs of the 
retrieved and reference wind speeds.  

2) As the ocean wave information can significantly contribute to our 
ANN-base wind speed retrieval, it could be also helpful to use more 
ocean wave related parameters as the inputs of the ANN training, 
such as the water level, wave age, wave length, and wave direction. 
However, the complexity of the network and the computational 
complexity for the network training would be significantly increased, 
which can affect the convergence of the network training. In addi
tion, the input ocean wave parameters should be carefully checked to 
avoid adding extra wind speed information to the retrieval.  

3) CYGNSS observations and data products encounter a number of 
uncertainties even after applying the full quality control flag. The 
ANN itself can also provide an effective way to detect the outliers 
(Balasubramaniam and Ruf, 2020) and to characterize the wind 
speed uncertainties for different observing configurations (e.g. ge
ometry, antenna gain) and observable parameters (such as SNR), 
which will be also attempted in future works.  

4) With the evolution of the CYGNSS data products and wind speed 
retrieval algorithms, the qualities of the CYGNSS L1B observables 
and the performance of the CYGNSS L2 wind speed retrieval have 
been significantly improved. For example, the CYGNSS L1B version 
3.0 product is generated by using the real time transmit power 
monitoring and correction algorithm, which allows GPS Block IIF 
satellite to be used in wind speed retrieval and improves the accuracy 
and precision of the L1B observables. By using the latest version of 
the CYGNSS L1B data product, the performance of the ANN based 
wind speed retrieval can be further improved. In addition, the 
CYGNSS L2 Climate Data Record (CDR) products v1.0 (CYGNSS, 

2020) and v1.1 (CYGNSS, 2021) and NOAA CYGNSS L2 Wind Speed 
product v1.1 (NOAA/NESDIS/STAR/SOCD, 2021) use the trackwise 
correction algorithms (Ruf and Twigg, 2020; Said et al., 2019) to 
compensate the systematic effects due to uncertainties in the GPS 
transmitting powers and antenna gain patterns as well as the inter 
CYGNSS spacecraft and inter reflectometry antenna biases. As these 
systematic effects also have significant effects on our ANN retrieval 
results (as shown in Section 4.1.3), further improvements in the 
performance of the ANN retrieval can be expected by using the pre- 
processed CYGNSS L1B observables with a similar trackwise 
correction. 
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