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ABSTRACT
Detailed understanding of stellar physics is essential towards a robust determination of stellar properties (e.g. radius, mass, and
age). Among the vital input physics used in the modelling of solar-type stars which remain poorly constrained, is the initial
helium abundance. To this end, when constructing stellar model grids, the initial helium abundance is estimated either (i) by
using the semi-empirical helium-to-heavy element enrichment ratio, (�Y/�Z), anchored to the standard big bang nucleosynthesis
value, or (ii) by setting the initial helium abundance as a free variable. Adopting 35 low-mass, solar-type stars with multiyear
Kepler photometry from the asteroseismic ‘LEGACY’ sample, we explore the systematic uncertainties on the inferred stellar
parameters (i.e. radius, mass, and age) arising from the treatment of the initial helium abundance in stellar model grids. The
stellar masses and radii derived from grids with free initial helium abundance are lower compared to those from grids based on a
fixed �Y/�Z ratio. We find the systematic uncertainties on mean density, radius, mass, and age arising from grids which employ
a fixed value of �Y/�Z and those with free initial helium abundance to be ∼ 0.9 per cent, ∼ 2 per cent, ∼ 5 per cent, and ∼
29 per cent, respectively. We report that the systematic uncertainties on the inferred masses and radii arising from the treatment
of initial helium abundance in stellar grids lie within the expected accuracy limits of ESA’s PLATO, although this is not the case
for the age.
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1 IN T RO D U C T I O N

One of the vital model inputs employed in stellar evolution codes
(such as, MESA;1 Paxton et al. 2013, 2015, 2018, GARSTEC;2 Weiss
& Schlattl 2008, YREC;3 Demarque et al. 2008) aiding our un-
derstanding of the formation, structure, and evolution of stars are
their chemical compositions. When modelling an ensemble of solar-
type stars, solar metallicity mixtures are commonly adopted. This
is because a good agreement exists between element abundances of
the Sun and solar-type stars. However, at low metallicities, the solar-
type stars get more enhanced in some elements (alpha elements)
when compared to the Sun (see Adibekyan et al. 2012 for details).

� E-mail: benard.nsamba@astro.up.pt
1Modules for Experiments in Stellar Astrophysics.
2Garching Stellar Evolution Code.
3Yale Rotating Stellar Evolution Code.

Based on the approach used in determining solar abundances (e.g.
through the analysis of solar photospheric spectrum and meteorite)
significant discrepancies exist among different surface elements
(Anders & Grevesse 1989; Grevesse & Sauval 1998; Lodders 2003;
Grevesse, Asplund & Sauval 2007; Asplund et al. 2009). Using
spectroscopic methods, estimation of helium element abundance in
solar-type stars still present vital challenges. This is because the
envelope temperatures of these stars are not sufficient to excite
helium, thus few or no helium lines are detectable in their spectra
using spectroscopic observations. This is the origin of the challenges
faced by stellar modellers in determining initial helium abundances
to be used in stellar evolution models.

In order to circumvent the initial helium abundance problem when
constructing stellar models, there are two approaches commonly
adopted: (i) determining the initial helium abundance (Yi) using
the helium-to-heavy element enrichment ratio (�Y/�Z) anchored
to the primordial big bang nucleosynthesis values (i.e. Z0 = 0 and
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Y0 = 0.2484, Cyburt, Fields & Olive 2003) through the following
expression;(

�Y

�Z

)
= Yi − Y0

Zi − Z0
, (1)

where Zi is the initial metal abundance. This has been widely adopted
in stellar grid construction, for example, Basu, Chaplin & Elsworth
(2010), Metcalfe et al. (2010), Gai et al. (2011), Lebreton & Goupil
(2014), Metcalfe et al. (2014), Silva Aguirre et al. (2015, 2017),
Rodrigues et al. (2017), Frandsen et al. (2018), Nsamba et al. (2018a,
b, 2019), Verma et al. (2019), Li et al. (2020), Serenelli et al. (2020),
Jiang et al. (2020), among others. (ii) Setting free values of Yi.
These may be set to range between 0.22 and 0.34 (e.g. Mathur et al.
2012; Metcalfe et al. 2014; Verma et al. 2014; Silva Aguirre et al.
2015, 2017; Joyce & Chaboyer 2018a, 2018b; Bellinger et al. 2019;
Angelou et al. 2020) or a low bound on Yi may be set corresponding
to the primordial big bang nucleosynthesis value (e.g. Silva Aguirre
et al. 2015, 2017; Li et al. 2020; Valle et al. 2020). The former
is known to yield optimal model solutions inferred using forward
modelling techniques4 having initial helium values that in some
cases are below the primordial big bang nucleosynthesis value. (e.g.
Bonaca et al. 2012; Lebreton & Goupil 2014; Metcalfe et al. 2014;
Silva Aguirre et al. 2015, 2017). This option of determining Yi leads
to an increase in the number of stellar grid variable parameters, thus
it is costly in terms of the computational time and storage capacity
for the computed models.

The helium enrichment law in equation (1) is commonly employed
in stellar model grid construction, however, a major setback in
using equation (1) is that no consensus has yet been reached
regarding the value of the helium-to-heavy element ratio. Based
on the observation of K dwarf stars in the Hipparcos catalogue,
Jimenez et al. (2003) reported the �Y/�Z value to be 2.1 ± 0.4.
These results are in agreement with those obtained based on a set of
Padova isochrones constructed with a wide range of helium and metal
content to fit observations of nearby K dwarf stars, that is, �Y/�Z =
2.1 ± 0.9 (Casagrande et al. 2007). Exploring the metal-poor galaxy
H II regions, Magellanic Cloud H II regions, and M17 abundances
while taking into account the effects of temperature fluctuations,
Balser (2006) reported the value of �Y/�Z to be 1.6. Interestingly,
when using only galaxy H II region S206 and M17, Balser (2006)
determines �Y/�Z = 1.41 ± 0.62, a value reported to be consistent
with that from standard chemical evolution models. Serenelli & Basu
(2010) reported the helium-to-heavy element enrichment ratio of the
Sun to vary in the range 1.7 ≤ �Y/�Z ≤ 2.2 depending on the
choice of solar composition. Through the analysis of glitch signatures
caused by the ionization of helium in 38 Kepler ‘LEGACY’ sample
stars, Verma et al. (2019) estimated their surface helium abundances.
Combining these values with abundance differences caused by
gravitational settling in stellar models, they estimated the initial
helium abundances and derived a primordial helium abundance of
0.244 ± 0.019 with �Y/�Z = 1.226 ± 0.843. In sum, the acceptable
values of the helium-to-heavy enrichment ratio span the interval 1
≤ �Y/�Z ≤ 3, notwithstanding lower values being found in some
cases, especially when one determines the value of �Y/�Z based
on solar calibrations. Furthermore, through exploring the relations

4Forward modelling involves determining fundamental stellar parameters
by matching model parameters to the observed properties, for example,
seismic observables (such as individual oscillation frequencies or frequency
ratios) and non seismic observables (effective temperature, metallicity, and
luminosity).

between Y and Z in the interstellar medium of simulated disc galaxies,
Vincenzo et al. (2019) report that �Y/�Z is not constant and evolves
as a function of time, depending on the specific chemical element
chosen to trace Z.

Given the fact that the helium abundance affects the structure
and evolution lifetime of stars, this implies that any uncertainties in
helium abundance directly impacts on the determination of the stellar
parameters such as, radius, mass, and age. Therefore, the treatment
of the initial helium abundance in stellar models is a substantial
source of systematic uncertainties on stellar properties derived using
forward modelling techniques. Lebreton & Goupil (2014) carried out
a detailed characterization of the COROT exoplanet host HD 52265
and reported a scatter of about 5 per cent in mass arising from the
treatment of initial helium mass fraction. Using synthetic data for
about 10 000 artificial stars, Valle et al. (2014) found the systematic
bias on mass and radius estimation arising from a variation of ±1
in �Y/�Z to be 2.3 per cent and 1.1 per cent, respectively. Further,
Valle et al. (2015) reported the systematic bias in age to be about one-
fourth of the statistical error in the first 30 per cent of the evolution,
while its negligible for more evolved stars.

In this article, we perform a detailed study of a sample of low-
mass main-sequence stars with high signal-to-noise asteroseismic
data from multiyear Kepler photometry (Lund et al. 2017), making
asteroseismic inferences to quantify the systematic uncertainties on
the derived stellar global parameters (i.e. mean density, radius, mass,
and age) arising from the treatment of initial helium abundance in
stellar grids. In addition, we assess if these systematic uncertainties
are within the ESA’s PLATO (PLAnetary Transits and Oscillations
of stars; Rauer et al. 2014) mission accuracy requirements for
exoplanet-host star properties, needed for precise planet characteri-
zation.

This article is organized as follows. In Section 2, we describe our
target sample, the details of the stellar grids, and optimization rou-
tines employed. In Section 3, we present our results and discussions,
while Section 4 contains our conclusions.

2 TARGET SAMPLE A ND STELLAR MODELS

The seismic and atmospheric observations used for our target sample
are described in Section 2.1, while Section 2.2 is composed of
a description of the stellar grids and best-fitting model selection
procedures employed in the forward modelling routines.

2.1 Kepler data

The location of the Kepler LEGACY sample stars employed in this
study is shown in the asteroseismic Hertzsprung–Russel diagram
(see Fig. 1). The y-axis of Fig. 1 contains the values of the average
large separations, �ν, adopted from Lund et al. (2017). These were
estimated in that work using as a linear fit to the spherical mode
degree l = 0 frequencies expressed as a function of the radial order,
n.

The sample shown in Fig. 1 consists of 35 low-mass solar-type
stars with at least 12 months observation of short cadence data (�t
= 58.89 s). The seismic data of these stars are available in Lund
et al. (2017). It is worth noting that for each star, we only adopted
oscillation modes whose probability of detection is reported to be at
least ‘strong’ by Lund et al. (2017). Refer to equation (15) in Lund
et al. (2017) for details on the probability of the detection of the given
set of modes. Table 1 shows the values of spectroscopic parameters,
that is, metallicity, [Fe/H], and effective temperatures, Teff, for each
star in our sample. Our stellar sample also includes the asteroseismic
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56 B. Nsamba et al.

Figure 1. Asteroseismic Hertzsprung–Russell diagram showing the parame-
ter space covered by 35 low-mass LEGACY sample stars. Circles: target stars
colour coded according to their respective metallicities. Black lines: stellar
evolutionary tracks ranging in mass from 0.7 to 1.25 M� constructed using
a mixing length parameter (αmlt) of 1.8 in order to describe convection, a
heavy metal mass fraction (Z) of 0.02, and an initial helium mass fraction
was obtained using equation (1), with �Y/�Z set to 1.4.

binary HD 176465 (White et al. 2017; Nsamba et al. 2017) and the
Sun, whose average large frequency separation and spectroscopic
parameters are shown in Table 2.

2.2 Stellar models and optimization

We constructed three stellar grids (namely; A, B, and C) varying
only in the treatment of the initial helium mass fraction (Yi), using
MESA version 9793. The evolutionary tracks were evolved from the
pre-main sequence (PMS) and stellar models were stored starting
from the zero-age main-sequence (ZAMS) which we defined as
the region along the evolutionary tracks where the model nuclear
luminosity is approximately 99 per cent of its total luminosity. Two
termination criteria were specified during the grid construction, that
is, evolutionary tracks were terminated when: (i) models reach a
stellar age of 16 Gyr. This explains why the evolutionary tracks with
stellar masses of 0.7, 0.8, and 0.9 M� shown in Fig. 1 do not reach
the subgiant stage. (ii) They reach a region along the evolutionary
track where logρc = 4.5 (ρc is the model central density). The model
selection along the evolution tracks was based on a variation in the
central hydrogen abundance of ∼ 0.007.

Table 3 provides a summary of different grid constituents. The
stellar evolutionary tracks in all the grids were varied in mass,
M ∈ [0.7–1.25] M� in steps of 0.05 M�, Z ∈ [0.004 to −0.04] in
steps of 0.002, and αmlt ∈ [1.2–3.0] in steps of 0.2. In grid A, the
initial helium abundance, Yi ∈ [0.22 – 0.32] in steps of 0.02. Diffusion
of hydrogen and gravitational settling of heavy elements without
radiative acceleration was included in all our stellar grids as indicated
in Table 3 following the description of Thoul, Bahcall & Loeb (1994).
We note that element diffusion has been reported to be an efficient
transport process in low-mass stars (e.g. Théado et al. 2005; Valle
et al. 2015; Higl & Weiss 2017; Nsamba et al. 2018a). Furthermore,
radiative acceleration is reported to have a negligible impact in stars
within the same mass range as the Sun, that is, below 1.2 M�. This
is because radiative acceleration is systematically weak compared to
gravitational settling or gravity in such stars (Turcotte et al. 1998;
Deal et al. 2017, 2018).

Table 1. Global asteroseismic and spectroscopic parameters of our stellar
sample.

KIC �ν (μ Hz) Teff (K) [Fe/H] (dex) Ref.

3427720 120.068+0.031
−0.032 6045 ± 77 −0.06 ± 0.10 1

3656476 93.194+0.018
−0.020 5668 ± 77 0.25 ± 0.10 1

3735871 123.049+0.047
−0.046 6107 ± 77 −0.04 ± 0.10 1

4914923 88.531+0.019
−0.019 5805 ± 77 0.08 ± 0.10 1

5184732 95.545+0.024
−0.023 5846 ± 77 0.36 ± 0.10 1

5950854 96.629+0.102
−0.107 5853 ± 77 −0.23 ± 0.10 1

6106415 104.074+0.023
−0.026 6037 ± 77 −0.04 ± 0.10 1

6116048 100.754+0.017
−0.017 6033 ± 77 −0.23 ± 0.10 1

6225718 105.695+0.018
−0.017 6313 ± 77 −0.07 ± 0.10 1

6603624 110.128+0.012
−0.012 5674 ± 77 0.28 ± 0.10 1

7106245 111.376+0.063
−0.061 6068 ± 102 −0.99 ± 0.19 2

7296438 88.698+0.040
−0.036 5775 ± 77 0.19 ± 0.10 1

7871531 151.329+0.025
−0.023 5501 ± 77 −0.26 ± 0.10 1

8006161 149.427+0.015
−0.014 5488 ± 77 0.34 ± 0.10 1

8150065 89.264+0.134
−0.121 6173 ± 101 −0.13 ± 0.15 2

8179536 95.090+0.058
−0.054 6343 ± 77 −0.03 ± 0.10 1

8379927 120.288+0.017
−0.018 6067 ± 120 −0.10 ± 0.15 3

8394589 109.488+0.034
−0.035 6143 ± 77 −0.29 ± 0.10 1

8424992 120.584+0.062
−0.064 5719 ± 77 −0.12 ± 0.10 1

8760414 117.230+0.022
−0.018 5873 ± 77 −0.92 ± 0.10 1

9025370 132.628+0.030
−0.024 5270 ± 180 −0.12 ± 0.18 4

9098294 108.894+0.023
−0.022 5852 ± 77 −0.18 ± 0.10 1

9139151 117.294+0.031
−0.032 6302 ± 77 0.10 ± 0.10 1

9410862 107.390+0.050
−0.053 6047 ± 77 −0.31 ± 0.10 1

9955598 153.283+0.029
−0.032 5457 ± 77 0.05 ± 0.10 1

9965715 97.236+0.041
−0.042 5860 ± 180 −0.44 ± 0.18 4

10079226 116.345+0.059
−0.052 5949 ± 77 0.11 ± 0.10 1

10644253 123.080+0.056
−0.055 6045 ± 77 0.06 ± 0.10 1

10963065 103.179+0.027
−0.027 6140 ± 77 −0.19 ± 0.10 1

11772920 157.746+0.032
−0.033 5180 ± 180 −0.09 ± 0.18 4

12069424 103.277+0.021
−0.020 5825 ± 50 0.10 ± 0.03 5

12069449 116.929+0.012
−0.013 5750 ± 50 0.05 ± 0.02 5

Notes. All values of the average large frequency separation are adopted from
Lund et al. (2017). The fourth column shows the source of the spectroscopic
parameters, that is, (1) Buchhave & Latham (2015), (2) Casagrande et al.
(2014), (3) Pinsonneault et al. (2012), (4) Pinsonneault et al. (2014), and (5)
Ramı́rez, Meléndez & Asplund (2009).

Table 2. Global asteroseismic and spectroscopic parameters of the astero-
seismic binary HD 176465 and the Sun.

Star name �ν (μ Hz) Teff (K) [Fe/H] (dex)

HD 176465 A 146.79 ± 0.12 5830 ± 90 − 0.30 ± 0.06
HD 176465 B 155.42 ± 0.13 5740 ± 90 − 0.30 ± 0.06
Sun 138.8 ± 0.10 5777 ± 65 0.00 ± 0.05

Notes. All parameters for the binary HD 176465 are adopted from White
et al. (2017). The solar average large frequency separation is obtained from
Mosser et al. (2013), while the effective temperature and metallicity are from
Malagnini & Morossi (1997).
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Table 3. Stellar grid constituents.

Grid name Mass (M�) Diffusion Overshoot �Y / �Z

A 0.7 – 1.25 Yes No ...
B 0.7 – 1.25 Yes No 1.4
C 0.7 – 1.25 Yes No 2.0

The general input physics used in all the grids include nuclear
reaction rates obtained from JINA REACLIB (Joint Institute for
Nuclear Astrophysics Reaction Library; Cyburt et al. 2003) version
2.2 with specific rates for 12C(α, γ )16O and 14N(p, γ )15O described
by Kunz et al. (2002) and Imbriani et al. (2005), respectively. At high
temperatures, OPAL tables (Iglesias & Rogers 1996) were used to cater
for opacities while tables from Ferguson et al. (2005) were used at
lower temperatures. All the grids used the 2005 updated version of
the OPAL equation of state (Rogers & Nayfonov 2002). The surface
boundary of stellar models was described using the standard Grey–
Eddington atmosphere. This integrates the atmosphere structure
from the photosphere down to an optical depth of 10−4. In all the
stellar grids, the surface chemical abundances of Grevesse & Sauval
(1998) with Z� of 0.0169 were used in the conversions of [Fe/H] =
log(Zsurface/Xsurface)star – log(Zsurface/Xsurface)�. Xsurface and Zsurface are
the surface hydrogen and heavy element mass fractions, respectively.

The adiabatic oscillation frequencies for the spherical mode
degrees, l = 0, 1, 2, and 3 were calculated using GYRE oscillation
code (Townsend & Teitler 2013). Stellar model oscillation frequen-
cies are known to suffer from surface effects which need to be
corrected for before being compared to the observed frequencies
(see Dziembowski, Paterno & Ventura 1988; Christensen-Dalsgaard
& Thompson 1997; Roxburgh & Vorontsov 2003). A number of
empirical expressions have been suggested to handle these offsets
based on the assumption that they follow a known functional form
(Kjeldsen, Bedding & Christensen-Dalsgaard 2008; Ball & Gizon
2014; Sonoi et al. 2015) and their impact on the inferred stellar
parameters explored (Ball & Gizon 2017; Nsamba et al. 2018a;
Basu & Kinnane 2018; Jørgensen et al. 2020). We use the two-term
surface correction suggested by Ball & Gizon (2014) because it
was found to yield the least systematic uncertainties on the derived
stellar parameters of main-sequence stars. The proposed empirical
expression describing the frequency difference (δν) takes the form

δν = I−1

[
a

(
ν

νac

)−1

+ b

(
ν

νac

)3
]

, (2)

where νac is the acoustic cut-off frequency that scales linearly with
νmax, which is suggested to scale as the stellar surface gravity, g, and
effective temperature, Teff, that is, νac ∝ νmax ∝ gT

−1/2
eff (Brown et al.

1991; Kjeldsen & Bedding 1995). I is the mode inertia, a and b are
free parameters.

We employ AIMS (Asteroseismic Inference on a Massive Scale;
Rendle et al. 2019), an optimization tool based on a Bayesian routine
and Markov Chain Monte Carlo (MCMC) approach so as to explore
the model parameter space and find models having parameters
comparable to the specified sets of classical and seismic observables.
It is essential to note that we specified equal weights to both classical
and seismic observables, thus the total χ2

total is expressed as

χ2
total =

(
Nclassical

Nseismic

)
χ2

seismic + χ2
classical , (3)

where Nseismic is the number of seismic observables and Nclassical is
the number of classical observables,

χ2
seismic =

N∑
i

(
ν

(obs)
i − ν

(mod)
i

σ (νi)

)2

,

χ2
classical =

(
T

(obs)
eff − T

(mod)
eff

σ (Teff )

)2

+
(

[Fe/H](obs) − [Fe/H](mod)

σ ([Fe/H])

)2

, and

ν
(obs)
i and ν

(mod)
i are the observed and model frequencies, respectively.

Although the weight on each observable should be the same from
the statistical point of view, in practice it has been noted that giving
similar weights to each observation, thus decreasing the relative
impact of the classical constraints in the fit, often leads to results that
are biased, possibly due to inaccuracies in the models. This matter
has been assessed in the context of a recent hare and hound exercise
for PLATO (Cunha et al., in preparation). In this article, we aimed
at avoiding that possible bias. While this choice results in larger
uncertainties in the parameters estimated from the fit, compared to
those found when each observable is given the same weight, the
results are expected to be more accurate.

Finally, the stellar parameters and their corresponding uncer-
tainties are obtained as the mean and standard derivation of the
posterior distributions. The relative differences (�φ/φb) between
stellar parameters from different grids is determined using the
expression

�φ

φ
=

(
φa − φb

φb

)
, (4)

where φ is any stellar parameter (e.g. mass, M, radius, R, density,
ρ, initial helium abundance, Yi, age, t, etc.), and φa and φb are the
inferred stellar parameters from grid a and b.

3 R ESULTS AND D I SCUSSI ON

In Section 3.1, we compare the results from grids B and C, consid-
ering grid B as the reference grid. We also quantify the associated
systematic uncertainties arising from the difference in the treatment
of initial helium abundance in both grids. A similar comparison is
made in Section 3.2 between grids A and B, and A and C, taking grid
A as the reference grid. Section 3.3 contains solar parameters derived
from the different grids and a comparison between the surface helium
abundances from grid A and those estimated using glitch analysis
approach.

3.1 Comparison between grids B and C

We note that grids B and C vary only in the value of the helium-to-
heavy element ratio (see Table 3) used in equation (1). The stellar
masses from grid C computed with a higher helium-to-heavy element
ratio compared to that used in grid B yields lower masses as shown
in the top left panel of Fig. 2. This is also illustrated by a bias (μ) ∼
−0.028. Assuming a fully ionized gas mixture, the mean molecular
weight is defined as (e.g. Kippenhahn, Weigert & Weiss 2012);

μg = 4

6X + Y + 2
, (5)

and also considering the definition (e.g. Kippenhahn et al. 2012);

μg = m̄

mH

, (6)

where m̄ is the average mass of the particles (atoms, ions, or
molecules) in the gas, mH is the mass of hydrogen assuming an
hydrogen gas.
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Figure 2. Grid C versus grid B: fractional difference in mass (top left), radius (top right), age (bottom right), and mean density (bottom right) as a function of
stellar parameters from grid B. The colour-coding is with respect to stellar age (for both top panels) and stellar mass (for both bottom panels). The solid black
line indicates the bias (μ), while the scatter (σ ) is represented by the dashed lines. The zero level is represented by the solid red line.

Figure 3. Fractional difference in initial helium abundance as a function of
initial helium abundance from grid B. The colour-coding is with respect to
stellar mass. The zero level is represented by the solid red line.

For a given set of Z values, larger values of Y in grid C are
associated with a larger value of �Y/�Z employed in equation (1)
compared to that used in grid B (see Fig. 3). Considering the
constraint X + Y + Z = 1 and for a fixed Z, increase in Y leads
to increase in the μg (see equations 5 and 6), which in turn increases
the rate of energy production since more nuclear reactions are taking
place per unit time due to the increase in central temperature, that
is, Tc ∝ μg. This yields higher luminosity and effective temperature.
However, in order to prevent this increase in luminosity, which is

indirectly constrained using the effective temperature (part of the
classical constraints) and seismic data via the Stefan–Boltzmann’s
relation (e.g. Boltzmann 1884; Paul et al. 2015; Montambaux 2018),
grid C yields optimal model solutions with lower masses and radii
(see both top panels of Fig. 2) compared to grid B so as to satisfy
the required effective temperature and luminosity. The left bottom
panel of Fig. 2 shows a relatively good agreement between ages from
both grids B and C with an expected correlation with mass, that is,
high-mass stars are younger compared to low-mass stars. However,
a large scatter of ∼ 21 per cent between the ages can be noted.

We note that both grids B and C yield stellar mean densities which
are in good agreement, with a bias of ∼ 0.07 per cent and a scatter of
∼ 0.84 per cent (see bottom right panel of Fig. 2). This is expected
since we used the same set of individual oscillation frequencies
which contain information of the stellar mean density (e.g. Ulrich
1986; Aerts, Christensen-Dalsgaard & Kurtz 2010; Belkacem et al.
2013; Suárez et al. 2014).

3.2 Comparison between grids A and B, and A and C

We now address the impact of using free initial helium abundance
values (i.e. as carried out in grid A) on the inferred stellar parameters.
Fig. 4 shows a scatter of the preferred initial helium abundance
values for the optimal model solutions of our stellar sample. It is
evident that this scatter does not suggest any relation between initial
helium abundance and initial metal abundance. In fact, using MCMC
while taking into consideration the associated errors on the initial
helium abundance values, we find a slope of �Y/�Z = 0.827 +0.345

−0.344
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Systematics from initial helium abundance 59

Figure 4. Initial helium abundance as a function of initial heavy elements
abundance from grid A which does not constrain the chemical composition
with the helium-to-heavy element ratio. The horizontal black dashed line
shows the primordial helium abundance from Cyburt et al. (2003). The green
and magenta dashed lines correspond to the helium-to-heavy element ratios
used in grids C and B, respectively. The red solid line correspond to a fit
obtained using MCMC, characterized by a slope and intercept shown in red
on the panel. The orange band around the red solid line corresponds to the
Monte Carlo regression uncertainty. The vertical grey line represents the
average error on the initial helium abundance values. The median uncertainty
on the initial metal mass fraction abundance is 0.002.

and Y0 = 0.245 ± 0.007. This �Y/�Z value is lower than those
based on observations, that is, employed in grids B and C (also see
Introduction). This is consistent with some literature findings, for
example, Silva Aguirre et al. (2015, 2017). The Y0 = 0.245 ± 0.007
is also consistent with that suggested by Cyburt et al. (2003), that
is, 0.2484+0.0004

−0.0005. One would then ask, why do we continue to use
equation (1) to determine the model initial helium abundance?. This
is mainly because observations suggest a �Y/�Z ratio value (e.g.
Jimenez et al. 2003; Balser 2006; Casagrande et al. 2007) and also
implementing equation (1) reduces the grid parameter space and is
therefore computationally less expensive. We suggest that a single
value of �Y/�Z can be used to describe globally and on average
the Y enrichment in relation to Z for a sample of stars, but not from
star-to-star (in particularly when describing population I stars).

In this context, it is important to understand how the inferred
stellar parameters differ when grids with a constant �Y/�Z ratio and
grids with free initial helium abundance are employed. The top left
panels of Figs 5 and 7 show the relative fractional differences in
mass when grid A is compared to grids C and B, respectively. Over
all, grids C and B yield lower masses compared to grid A with a
scatter of 4.1 per cent and 4.9 per cent, and a bias of -3.2 per cent
and −0.4 per cent, respectively. Furthermore, the top left panel of
Fig. 7 shows that a handful of stars with masses below ∼ 0.9 M�
from grid B have higher masses compared to those from grid A.
Similar results are seen in radius, that is, top right panels of Figs 5
and 7 with a scatter of 1.6 per cent and 1.8 per cent, respectively.
The systematic uncertainties on mass are consistent with findings of
Lebreton & Goupil (2014) who reported a scatter of ∼ 5 per cent in
mass arising from the treatment of initial helium mass fraction when
characterizing the COROT exoplanet-host HD 52265. We note that
HD 52265 has a mass slightly higher than that of our stellar sample,
that is, in the range [1.14–1.32] M�. The left- and right-hand panels
of Fig. 6 show that the optimal models from grid A generally have
lower initial helium abundances compared to optimal models from

grids C and B, respectively. This may in part be the origin of the
differences observed in mass and radius as discussed in Section 3.1.
An excellent agreement in the mean density is shown in the right
bottom panels of Figs 5 and 7 with a scatter of ∼ 0.9 per cent.
Despite the low biases in stellar ages (see bottom left panels of of
Figs 5 and 7), we report significant systematic uncertainties in stellar
ages of upto ∼ 29 per cent.

To understand how relevant these systematic uncertainties are, we
compare them to the statistical uncertainties in Fig. 8. We note that
only a comparison between grids A and C is shown. This is because
the systematics between grids A and C are commensurate with those
between grids A and B. However, it is worth noting that significant
biases in mass and radius exist as shown in Figs 5 and 7. The left
bottom panel of Fig. 8 shows that systematic uncertainties in age are
greater than statistical uncertainties, highlighting the need for these to
be accounted for during model parameter comparisons if a grid with
fixed �Y/�Z value is considered. Fig. 8 also shows a comparison
between the systematic uncertainties and the ESA’s PLATO accuracy
requirements for stellar parameters of exoplanet host. It is interesting
to report that the treatment of initial helium abundance in stellar
model grids yields masses and radii within the expected PLATO
accuracy limits, that is, 2–4 per cent for the radius and 10–15 per cent
for the mass of the exoplanet host (Rauer et al. 2014). The left bottom
panel of Fig. 8 shows that variations in the treatment of the initial
helium abundance yield larger systematic uncertainties on stellar age
compared to the required PLATO exoplanet-host accuracy age limits,
that is, 10 per cent on ages (Rauer et al. 2014).

3.3 Solar parameters and surface helium abundances using
acoustic glitches

In order to test how well these different grids reproduce the Sun as a
star, we obtained a set of frequencies from Lund et al. (2017) which
are determined from solar data degraded in quality to match that of
the Kepler mission. Table 4 shows that grids B and C reproduce the
mass and radius of the Sun within 1σ error, while grid A recovers
the solar mass and radius within 1.5σ . All the grids yield the solar
mean density within 1σ . Grids A and B yield the expected solar age
within 1σ error but grid C yields a lower age value. Since all our
grids employ chemical abundances from Grevesse & Sauval (1998),
the element mass fraction abundances for this mixture are X = 0.735,
Y = 0.248, and Z = 0.017, with Z/X = 0.023. These are only satisfied
within 1σ error by results from grid A (see Table 4 and Fig. 9).
We also note that the solar surface helium abundance from grid A
is consistent with the helioseismic value. Therefore, we consider
stellar parameters derived using grid A to be more accurate than
those from grids B and C. The solar reference values considered in
Fig. 9 are; mass, M = 1 M� (e.g. Prša et al. 2016), radius, R = 1 R�
(Allen 1976; Emilio et al. 2012), density, ρ = 1.410 g cm−3, age,
t = 4.57 ± 0.42 Gyr (e.g. Connelly et al. 2012), surface helium mass
fraction, Ys = 0.248 (Basu & Antia 2004), and metal mass fraction,
Zs = 0.017 (Grevesse & Sauval 1998).

The surface (or envelope) helium abundance (Ys) can be deter-
mined using a ‘semidirect’ approach involving the analysis of a short
scale structural variation associated to the helium ionization zones
(Gough & Thompson 1988; Gough 1990). This is known as the
‘helium glitch’. The helium glitch induces a local change in the first
adiabatic index, �1, which creates a variation in the adiabatic sound
speed. This in turn creates a signature in the oscillation frequencies
and has been observed in the Sun (e.g. Monteiro & Thompson 2005;
Houdek & Gough 2007), main-sequence stars (Mazumdar et al.
2014; Verma et al. 2014; Verma et al. 2017), and red giant stars
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Figure 5. Grid C versus grid A: fractional difference in mass (top left), radius (top right), age (bottom right), and mean density (bottom right) as a function of
stellar parameters from grid A. The colour-coding is with respect to stellar age (for both top panels) and stellar mass (for both bottom panels). The solid black
line indicates the bias (μ), while the scatter (σ ) is represented by the dashed lines. The zero level is represented by the solid red line.

Figure 6. Fractional difference in initial helium abundance as a function of initial helium abundance from A. Left-hand panel: comparison between grids C and
A. Right-hand panel: comparison between grids B and A. The colour-coding is with respect to stellar mass from grid A. The zero level is represented by the
solid red line.

(e.g. Miglio et al. 2010; Broomhall et al. 2014; Vrard et al. 2015;
Corsaro, De Ridder & Garcı́a 2015; Dréau et al. 2020). Table 5 shows
a comparison of the surface helium abundances of the binary stars
in our sample and those in Verma et al. (2014, 2019). The surface
helium abundances from Verma et al. (2014, 2019) are based on
glitch analysis. The surface helium abundance values for the best-
fitting models of 16 Cyg A, KIC 6106415, and KIC 6116048 from

grid A agree within 1σ (see Table 5) with those from Verma et al.
(2014, 2019). Our results for 16 Cyg B agree with those of Verma
et al. (2014, 2019) within 1σ and 2σ , respectively.

Verma et al. (2019) selected 38 stars from the LEGACY sample,
for which the determination of the surface helium abundances using
glitch analysis was possible. Of the 38 stars, 19 of them are part
of our sample. Fig. 10 shows a comparison between the surface
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Systematics from initial helium abundance 61

Figure 7. Grid B versus grid A: fractional difference in mass (top left), radius (top right), age (bottom right), and mean density (bottom right) as a function of
stellar parameters from grid A. The colour-coding is with respect to stellar age (for both top panels) and stellar mass (for both bottom panels). The solid black
line indicates the bias (μ), while the scatter (σ ) is represented by the dashed lines. The zero level is represented by the solid red line.

helium abundances of the best-fitting models of grid A for these
stars and those determined based on glitch analysis, while employing
calibration models generated using MESA in Verma et al. (2019). The
surface helium abundances agree within 1σ–2σ . We note that the
glitch analysis approach is not completely model independent since
it relies on calibration models (see Verma et al. 2014, 2019 for
details). Therefore, the offset in Ys of about −0.012 (see Fig. 10)
for most of the stars may be attributed to the differences in the
model physics employed in the calibration models used in Verma
et al. (2019) and our grid A models. A vital difference lies in the
opacities adopted. The MESA models of Verma et al. (2019) were
generated using opacity tables from the Opacity Project (OP, Badnell
et al. 2005; Seaton 2005; Ferguson et al. 2005) while our grid A
contains models calculated using OPAL opacity tables (Iglesias &
Rogers 1996; Ferguson et al. 2005). A change in opacities not only
creates differences in the depth of convective envelopes but also
creates changes in the inferred surface element abundances (e.g. see
Bahcall, Serenelli & Pinsonneault 2004). The impact of the different
model physics employed in stellar grids of solar-type stars on the
derived parameters has been addressed in Basu & Antia (2004),
Silva Aguirre et al. (2015, 2017), Valle et al. (2015), Deal et al.
(2017, 2018), Nsamba et al. (2018b, 2019), among others.

4 C O N C L U S I O N S

In this article, we have used low-mass ‘LEGACY’ sample stars
from Kepler to explore the impact and systematic uncertainties on

inferred stellar properties arising from the treatment of initial helium
abundance in stellar model grids. Our analysis considers different
commonly used approaches for the determination of the initial helium
abundance in forward modelling routines. In particular, we have
addressed the following questions:

(i) What is the impact of adopting different galactic enrichment
ratios on stellar parameters (mainly, mean density, radius, mass, and
age) inferred using forward modelling routines?

(ii) What kind of systematic uncertainties are induced on the
inferred stellar parameters when grids with different galactic en-
richment ratios are compared to a grid with helium abundance set as
a free parameter?

(iii) How do the statistical uncertainties compare to the systematic
uncertainties? Are the systematic uncertainties within the PLATO
accuracy requirement limits for exoplanet-host stars?

In sum, our findings indicate that grids constructed with high
�Y/�Z yield lower masses and radii compared to grids based on low
values of �Y/�Z, with systematic uncertainties of ∼ 2.6 per cent
and ∼ 1.0 per cent on mass and radius, respectively. The degeneracy
between mass and helium is a long standing problem with predictions
that it can be broken if precise stellar luminosities are known (see
Silva Aguirre et al. 2015). We tested this and found no differences
between the results obtained with and without Gaia-based luminosi-
ties (Moedas, Nsamba & Clara 2020). This is because the precision
on the luminosities for the majority of the stars in our sample is not
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62 B. Nsamba et al.

Figure 8. Distributions of statistical uncertainties from grid A (green) and systematic uncertainties from comparing stellar parameters inferred from grids A
and C (salmon). Median values are represented by dotted and dashed black lines for the statistical and systematic uncertainty, respectively. The dashed red lines
represent the PLATO accuracy requirement limits for stellar parameters (mass, radius, and age) of exoplanet hosts.

Table 4. Parameters of the Sun from the different grids.

Grid Mass (M�) Radius (R�) Age (Gyr)
Density
(g cm−3) αmlt Ysurface Zsurface

A 1.04 ± 0.03 1.015 ± 0.013 4.45 ± 0.25 1.410 ± 0.003 1.97 ± 0.09 0.247 ± 0.015 0.016 ± 0.001
B 1.01 ± 0.01 1.001 ± 0.003 4.91 ± 0.31 1.411 ± 0.003 1.84 ± 0.08 0.256 ± 0.004 0.021 ± 0.002
C 1.02 ± 0.02 1.010 ± 0.004 4.15 ± 0.25 1.410 ± 0.002 1.97 ± 0.09 0.272 ± 0.005 0.023 ± 0.002

sufficient (i.e. median uncertainty ∼ 0.5) to add any strong extra
constraint on the optimization process.

We also report low initial helium abundance values for the optimal
models from the grid with no restrictions set on initial helium
abundance, compared to grids which employ an enrichment ratio
value (see Fig. 6). This directly impacts on the inferred stellar masses
and radii. In addition, we found a handful of stars to have initial
helium abundances below the primordial big bang nucleosynthesis
value (see Fig. 4). The inference of initial helium abundances below
the primordial big bang nucleosynthesis value is not uncommon in
forward modelling (e.g. Bonaca et al. 2012; Lebreton & Goupil 2014;
Metcalfe et al. 2014; Silva Aguirre et al. 2015, 2017). Mathur et al.
(2012) argue that this may indicate a problem with one or more of the

observational constraints. This has also been attributed to the choice
of solar metallicity mixtures adopted, more specially Asplund et al.
(2009) mixtures (see Lebreton & Goupil 2014). Bonaca et al. (2012)
demonstrate that in many cases using the solar-calibrated mixing
length parameter (αmlt) would lead to estimates of initial helium
abundances that are lower than the primordial helium abundance. In
this article, we neither use a solar-calibrated mixing length parameter
nor Asplund et al. (2009) mixtures, which may explain why the
majority of the solutions for our stellar sample lie within the expected
initial helium abundance range (see Fig. 4). In fact, given that
observations have associated errors, it is expectable that the inferred
initially helium abundance may be below the primordial value for a
few stars, if stars with low initially helium abundance exist in our
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Systematics from initial helium abundance 63

Figure 9. Solar parameters derived using different grids. Parameters from
grids A, B, and C are shown in orange, blue, and green, respectively. φi

corresponds to the inferred stellar parameter, that is, mass denoted as M,
radius denoted as R, age denoted as t, mean density denoted as ρ, Zs and
Ys are the surface metal mass fraction and surface helium mass fraction,
respectively. φsolar denotes the solar parameters. See the text for details.

Table 5. Surface helium abundance of two binary stars in our sample. The
second and third columns show surface helium abundances from Verma
et al. (2014, 2019), respectively, based on glitch analysis and using a set of
calibration models (with diffusion) generated using MESA. The fourth column
contains results of the best-fitting models from grid A.

Star Verma et al. (2014) Verma et al. (2019) This work

16 Cyg A 0.231–0.251 0.232–0.263 0.220–0.242
16 Cyg B 0.218–0.266 0.245–0.265 0.209–0.233
KIC 6106415 – 0.210–0.236 0.194–0.224
KIC 6116048 – 0.216–0.238 0.192–0.224

Figure 10. Difference between surface helium abundance values from grid
A and those based on glitch analysis from Verma et al. (2019). The colour-
coding is with respect to metallicity. The black dashed line and the solid red
line represent the bias (∼ 0.012) and the zero level, respectively.

sample. In our sample all values of the initial helium abundance are
1σ consistent with a value above the primordial helium abundance.
Hence, we find no significant indication for the problem reported by
other authors in our study.

This work gives a detailed insight and quantifies the biases and
systematic uncertainties that arise from the treatment of the initial
helium abundance in stellar grids. This is important for the ESA’s
PLATO preparatory work concerning the construction of stellar
model grids to be used to infer stellar parameters for stars to be
observed by the PLATO mission. The findings in this work are
encouraging in a way that the systematic uncertainties on radius and
mass found when adopting different approaches for the initial helium
abundance determination lie within the required PLATO accuracy
limits for stellar parameters of exoplanet-hosts. However, we call
attention to the fact that the accuracy limits on the age may not be
satisfied.
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APPENDIX

The inferred stellar properties from the grids A, B, and C are published in the online version of this paper. A description of all fields available
is given in Table A1. A similar table is also available in machine-readable form.

Table A1. Stellar properties for our sample derived from grids A, B, and C.

Item Description

KIC Kepler Input Catalog Identifier
Mass Mass in solar units
σMass Mass uncertainty in solar units
Rad Radius in solar units
σRad Radius uncertainty in solar units
log g Surface gravity in dex
σ logg Surface gravity uncertainty in dex
Age Age in units of Myr
σAge Age uncertainty in units of Myr
Lum Luminosity in solar units
σLum Luminosity uncertainty in solar units
Rho Density in g cm−3

σRho Density uncertainty in g cm−3

Xi Fractional initial hydrogen abundance
σXi Fractional initial hydrogen abundance uncertainty
Yi Fractional initial helium abundance
σYi Fractional initial helium abundance uncertainty
Xs Fractional surface hydrogen abundance
σXs Fractional surface hydrogen abundance uncertainty
Ys Fractional surface helium abundance
σYs Fractional surface helium abundance uncertainty
αmlt Mixing length parameter
σαmlt Mixing length parameter uncertainty
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