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A commercial highly focused (Gaussian) nanosecond UV (266 nm) Nd:YAG laser ablation system coupled
to an inductively coupled plasma quadrupole mass spectrometer was examined as a tool for depth profile
analysis of copper coating on steel. The studied samples were Standard Reference Materials 1361b and
1362b from NIST, which consist of a set of eight coupons of an AISI 1010 cold rolled sheet steel substrate
with a uniform coating of copper (certified copper coating thickness: 5.9, 12.3, 25.3, 40.6, 52.0, 77, 130, and
199 pum). Depth resolution was determined from the normalized depth profiles as a function of irradiance,
which was varied by changing the laser pulse energy and the focusing conditions, as well as coating
thickness. At lower irradiances, depth resolution values were higher for irradiances obtained by changing the
laser pulse energy, whereas at higher irradiances this parameter was higher for irradiances obtained by
changing the focusing conditions. At moderate irradiance levels, the results obtained were quite similar, and,
in addition, the best depth resolution was attained in this irradiance range, which was obtained by using a
moderate laser energy (about 2 mJ per pulse) and by focusing the laser beam below the sample surface
(approximately 2000 um). Depth resolution increased linearly with coating thickness. For the eight studied
samples the ablation rate was approximately 1 pm per pulse and the depth resolution values were between

0.8 pm for the thinnest coating and 26 pm for the thickest one.

Introduction

The highly increased demand for materials with treated sur-
faces as well as the increased requirements these materials have
to meet with respect to steady quality have led to a consider-
able progress in the field of surface analysis technology. Layer
deposition is a method often used to modify the surface of
materials in order to improve hardness and resistance to
corrosion. The physical and chemical properties of coatings
mainly depend on coating mass or thickness, coating composi-
tion and the depth distribution of the coating elements. There-
fore, precise qualitative and quantitative depth profile analysis
is required to check the coating quality. Several techniques are
suitable for determining the element composition of layered
materials as a function of depth. Among the most widely used
can be cited Auger electron spectroscopy, X-ray photoelectron
spectroscopy, secondary ion mass spectrometry, secondary
neutral mass spectrometry, electron probe microanalysis, glow
discharge optical emission spectrometry, and glow discharge
mass spectrometry. However, different limitations (restriction
of sample shape or nature, poor lateral resolution, working
under vacuum conditions, sampling on a scale of several nm to
a few micrometers, necessity for complex matrix-related inter-
ference corrections, long time required for analysis, efc.) im-
pede the universal application of one or other of these
techniques.

Pulsed laser ablation (LA) has become a powerful tool for
the direct sampling of solid materials.'® LA-based analytical
techniques include: (i) laser-induced breakdown spectrometry
(LIBS), also known as laser-induced plasma spectrometry
(LIPS), in which the microplasma formed above the sample
surface is directly analysed through optical emission spectro-
metry; (ii)) LA time-of-flight mass spectrometry (LA-TOF-
MS), also known as laser ionization time-of-flight mass spec-
trometry (LI-TOF-MS), in which laser ablation is carried out

in a vacuum and the ablated ions are detected directly through
time-of-flight mass spectrometry; (iii) LA inductively coupled
plasma atomic emission spectrometry (LA-ICP-AES), in which
the ablated matter is carried in a gas stream to an ICP and
detected through atomic (optical) emission spectrometry; and
(iv) LA inductively coupled plasma mass spectrometry (LA-
ICP-MS), in which the ablated matter is carried in a gas stream
to an ICP and detected through mass spectrometry. The four
techniques have been used for the determination of composi-
tional depth profiles of layered materials.

LIBS has been applied successfully to depth profiling ana-
lysis of metal samples with different thin coatings (thicknesses
from 0.02 to 8 pm): steel coated with a single layer of Cr,” Sn,”*®
Zn,>™" and Zn/Ni;” brass coated with two layers of Cu and
Ni,'* and with three layers of Cu, Ni and Cr;'"15 nickel coated
with a single layer of Cr;® and silicon coated with a single layer
of TiO,'® and with a sandwich multilayer of Cu-Ag."’

LA-TOF-MS has been evaluated by Garcia et al.'® for the
depth profiling of a Zn coating on steel (coating thickness of
approximately 10 pm). Margetic et al.'”'® have described the
depth analysis of complex multilayered materials: iron coated
with ten alternating TiN and TiAIN layers, each having a
thickness of 280 nm, and a silicon wafer coated with nine
alternating Cr and Ni layers, each having a thickness of 56 and
57 nm, respectively.

LA-ICP-AES has been used by Kanicky er al.'*? to per-
form the depth profiling of a glass coated with a 300 nm thick
Sn single layer, and a steel coated with three layers (a partially
stabilized zirconia, a graded metal-ceramic zone and a
NiCrAlY alloy) with a total coating thickness of 700 um.

LA-ICP-MS has been examined by Bleiner es al.>' for the
spatially resolved quantitative profiling of compositionally
graded Co and Mn perovskite layers. Plotnikov et al.** and
Bleiner er al.>® have performed depth profiling studies on steel
and WC/Co substrates coated with single layers of TiC, TiN,
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Ti(C,N) and (Ti,A)N (coating thickness from 1.5 to 7 pum).
Kanicky et al.?* have reported the dependence of depth profil-
ing capabilities on the depth/diameter aspect ratio of the
craters for steel coated with single layers of ZrN, TiN and
ZrTiN (thickness of 3 pm). Mank and Mason®-® have fully
discussed the feasibility of the technique for depth-resolved
analysis of homogeneous silica-based glass samples and multi-
layered glass and metal materials (coating thickness from 5 to
200 pum).

The aim of the present work is to evaluate the feasibility of a
LA-ICP-MS system for the depth profiling of steel coated with
copper single layers of certified thicknesses by studying the
dependence of depth resolution on irradiance and coating
thickness.

Experimental

Instrumentation

Experiments were performed with a commercially available
quadrupled (266 nm) nanosecond Nd:YAG laser with
Q-switch (LSX-100, CETAC Technologies, Omaha, Nebraska,
USA) coupled to an ICP quadrupole mass spectrometer
(ELAN 6000, PerkinElmer SCIEX, Thornhill, Ontario, Cana-
da). The operating conditions of both the laser ablation and
the ICP-MS instruments are listed in Table 1. Instrument
conditions were optimized for best time-resolved data acquisi-
tion. The laser pulse energy was measured with a laser power/
energy meter (EM 400, Molectron Detector, Inc., USA). The
depth and diameter of the craters were measured by optical
microscopy, and their morphology was observed by scanning
electron microscopy, SEM (DSM 400, Zeiss, Germany).

Samples

Standard Reference Materials 1361b and 1362b (coating thick-
ness standards) from NIST (National Institute of Standards
and Technology) has been used. These samples consist of a
preconfigured set of eight coupons certified for total coating
thickness. Each coupon consists of an American Iron and Steel

Table 1 LA -ICP-MS operating conditions

Parameter Value

LA (CETAC, LSX-100)

Laser type Nd:YAG pulsed
Laser mode Q-switched

Beam profile >95% fit to Gaussian
Beam diameter 1.0 mm

Wavelength 266 nm (ultraviolet)

Pulse width 8 ns

Transverse mode TEM,, single mode

Pulse energy output 1-20 arbitrary units

Pulse repetition rate 1-20 Hz

Transport from ablation Tygon tube

cell to MS (60 cm in length, 5 mm id)

ICP-MS (PerkinElmer SCIEX, ELAN 6000)

Rf forward power 1100 W

Ar plasma flow rate 14 1 min~!

Ar carrier flow rate 0.65 1 min™"

ICP frequency 40.86 MHz (free-running)

Detector Dual mode

Analytes Cu, Fe

Dwell time 10 ms

Sweeps/reading 3

Readings/replicate As many as provide enough replicate
time to reach the substrate

Replicates 1

Table 2 Certified copper coating thickness values

Nominal coating Certified coating Standard
Coupon thickness/pum thickness/um uncertainty/pm
A 6 59 +£0.1 0.09
B 12 123 £0.2 0.18
C 25 253+0.4 0.30
D 40 40.6 + 0.6 0.25
E 48 52.0+0.8 0.40
F 80 77 £ 1.2 0.30
G 140 130 + 2.0 1.09
H 205 199 £3 0.55

Institute (AISI) 1010 cold rolled sheet steel substrate with a
uniform coating of copper, then overplated with a thin pro-
tective layer of chromium. Certified copper coating thickness
values and standard uncertainties (which are to be taken as an
indication of thickness variation across the surface of the
coupon) are listed in Table 2. Prior to analysis, the samples
were cleaned with methanol, rinsed with deionized water and
dried.

Procedure

In our approach, the depth characterization of the samples was
performed by continuously and simultaneously monitoring the
Cu and Fe analyte signals from multiple laser pulses fired at a
fixed location. The studied range of laser pulse energy varied
from a minimum of 0.4 mJ pulse™ to a maximum of 3.3 mJ
pulse ™! (corresponding to the interval 1-20 arbitrary units).
Focal conditions were varied by shifting the stage (and conse-
quently the ablation cell and the sample) in the z-axis (vertical
direction) relative to the focusing lens. The working distance
(WD) was defined as the difference between the lens-to-sample
distance and the focal length of the lens. For instance, a WD of
zero denotes that the surface of the sample was placed at the
lens’ focal distance (i.e., the laser beam was focused at the
sample surface). The negative values (e.g. WD = —1000)
indicate that the lens focal point was placed 1000 um above
the sample surface (i.e., the laser beam was focused at a
position above the sample surface, or, in others words, in
argon), while positive values (e.g., WD = 41000) mean that
the beam is focused 1000 um within the material (i.e., the laser
beam was focused at a position below the sample surface). The
error bars in the plots represent standard deviation values
based on 5 replicates.

Results and discussion

General behaviour of the LA-ICP-MS in-depth profiles

When a laser is fired repetitively over a single position of the
surface of a coated sample containing an element in the coating
and another element in the substrate, the monitoring of the
ICP-MS ion intensities of all elements as a function of time (or
number of laser pulses) provides the in-depth profile of the
coated sample. Fig. 1 shows a typical in-depth profile obtained
by ablating the 80 um nominal thickness copper coating on a
steel sample with “soft conditions: an energy of 1.5 mlJ
pulse™!, a pulse repetition rate of 2 Hz and defocusing (laser
focused 2000 um within the sample, i.e., WD = 42000 um).
Some general trends could be observed in this figure for the
signals of Cr, Cu and Fe (in this preliminary test, the signal of
Cr from the thin protective layer, less than 1 um thickness, was
also monitored): firstly, there is a very narrow peak (i.e., a steep
rise and drop of the Cr signal) which reaches the zero after a
few seconds, and which corresponds to the ablation of the very
thin protective layer of Cr. After this, exactly at the time
corresponding to the maximum of this peak (i.e., when the
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Fig. 1 Raw in-depth profile obtained by ablating the 80 um nominal
thickness copper coating on steel sample. Laser pulse energy: 1.5 mJ;
pulse repetition rate: 2 Hz; and WD: +2000 um.

thin Cr layer has been drilled), an abrupt rise in the Cu signal
appears, followed by a steady-state during ca. 45 s correspond-
ing to the ablation through the Cu coating layer; after this time
(i.e., after 90 pulses) the signal slowly drops, although it does
not reach zero. Finally, when the signal of Cu starts to drop,
there is a steep rise of the Fe signal, indicating that the steel
substrate has been reached, followed by a plateau. As can be
seen in the figure, the Cr protective layer/Cu coating interface
is properly resolved. However, the Cu coating/steel substrate
interface is not well-resolved, because the ICP-MS response for
Cu decreased at a much slower rate than the increase for Fe
signal: by the time (ca. 7-8 s or 14-16 pulses) that the Fe signal
increases from 0 to the steady-state (i.e., a 100%), the Cu signal
shows a decrease lower than 20%. Since a very thin, well-
defined coating/substrate interface exists in the sample, and no
diffusion of elements from one layer to another takes place, it
can be stated that the measured interface is broader than the
original in-depth distribution of composition, that is, the shape
of the resulting profile is really a distorted image of the true
coating/substrate interface. Similar behavior has already been
described by other authors.?¢

In order to complete this study, the same experiment was
performed by taking the same sample and ablating from the
other side (i.e., from the steel substrate) across the steel
substrate/Cu coating and Cu coating/Cr protective layer inter-
faces. To carry out this test, the steel substrate, which was too
coarse (ca. 2000 pm), was thinned to about 90 um (as measured
by optical microscopy) by grinding. The obtained in-depth
profile is shown in Fig. 2. As can be seen, identical trends as
compared with Fig. 1 are attained, with a very gradual decay of
the Fe signal and a soaring Cu signal at the steel substrate/Cu
coating interface, and a slow drop in the Cu signal and a
narrow peak of Cr at the Cu coating/Cr protective layer
interface.

—_
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Fig. 2 Raw in-depth profile obtained by ablating, from the steel
substrate (thinned to about 90 um), the 80 um nominal thickness
copper coating on steel sample. Laser pulse energy: 1.5 mlJ; pulse
repetition rate: 2 Hz; and WD: +2000 pm.
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The ablation rate (ablated depth per second or per laser
pulse) in the Cu and steel layers can be calculated from Figs. 1
and 2 by considering the drill time (i.e., the time interval
between the rise of the signals of the coating element and the
substrate element)®” and the thicknesses of the Cu coating (77
um) and of the thinned steel substrate (about 90 pm). The drill
time values obtained are about 43 s (Fig. 1) and 57 s (Fig. 2).
Consequently, the values calculated for the ablation rate are
approximately 1.8 pm s~! (or 0.9 um pulse™!) for the Cu layer
and 1.6 pm s~ ! (or 0.8 pm pulse ") for the steel layer. Thus, the
laser ablates approximately 1.1 times faster in copper than in
steel. From the above results, it can be inferred that changes in
the physical or chemical properties of the coating and sub-
strate, and changes in the geometry of the crater, are not
responsible for the broadening of the interface. On the other
hand, for the reasons explained above, this behavior may not
be assigned to chemical diffusion across the interface between
the two layers. Moreover, when laser is switched off in our LA-
ICP-MS system, the signal decreased to the background level
within about 5 s (equivalent to 5-10 pulses for a repetition rate
of 1-2 Hz), suggesting that the throughput of sample from
ablation cell to plasma is very rapid. Because of this, mixing of
ablated particles during transport from the ablation cell to the
ICP-MS cannot be responsible for the observed trend.

Taking all this into account, it can be stated that the depth
profile trend is mainly determined by the ablation process. In
nanosecond UV pulsed laser ablation of metals, the predomi-
nant thermal effects associated with the ablation process create
a relatively large molten layer. The sample is removed both in
vapor and liquid phases, since the vaporization process creates
a high pressure that expels the liquid (melt ejection). This
pressure results from the recoil of the ablated material and
the expanding cloud of vapor and plasma determining the
material transport out of the crater. This re-solidified molten
material (droplets) can be perfectly observed in Fig. 3, where a
crater obtained by ablation of the steel substrate with 2 laser
pulses at an energy of 3.3 mJ pulse”! and WD = +1000 um is
shown. In addition, at the bottom of the crater the vapor
pressure of the evaporating material acts as a piston, forcing
molten material in a radial direction. As a result, the walls of
the crater are covered with a thin molten film formed through
melt expulsion by the vapor pressure, corresponding to the
material which has not been completely expelled.?® 3! Conse-
quently, modification and mixing of different depth layers
along the crater walls between shallow and deep levels occurs.
We think, in accordance with other authors,'”">>%° that the in-
depth profile behaviour is very probably due to this ablation
process. Moreover, given that the Gaussian laser beam pro-
duces a cone-shaped crater, subsequent pulses will ablate
material from the crater walls as well as from the crater

Fig. 3 SEM image of a crater obtained by ablation of an AISI 1010
cold rolled sheet steel sample. Number of laser pulses: 2; laser pulse
energy: 3.3 mJ; and WD: +1000 pm.
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Fig. 4 Normalized in-depth profile, in the region of the coating/
substrate interface, obtained by ablating the 80 pm nominal thickness
copper coating on steel sample. The parameters (Pg4, Psg, P16 and AP)
involved in the determination of Az are shown. Laser pulse energy:
1.5 mJ; pulse repetition rate: 2 Hz; and WD: +2000 pm.

bottom, so that around the coating/substrate interface the
ablation of the Cu coating will continue even after penetration
of the beam into the steel substrate.'**"3

The broadening at the interface depends on a number of
different phenomena that are usually categorized into sample
characteristics, instrumental factors and beam/sample interac-
tions (laser wavelength, pulse duration, beam shape, irradi-
ance, etc.). The way of quantifying the broadening process is
by means of the so-called depth resolution (Az). The basic
concepts, from a general point of view, relating to definition,
meaning and evaluation of depth resolution can be consulted in
a paper by Hofmann.>® The procedure for the determination of
depth resolution, followed in the present work, has been
explained by Mateo et al.'* The Az value is calculated from
the depth profile plot of normalized signals [Nc, = Icy (Icu +
Ire) ' and Ng. = Ire (Icy + Ire) ', where Ic, and Ir, are the
raw ion intensity] against the number of laser pulses. Hereafter,
the Cr protective layer will not be considered, because its
thickness is unknown, but very low (<1 pum). To determine Az
it is necessary to estimate firstly the average ablation rate
(AAR) from the thickness of the coating (D) and the number
of pulses required to reach the coating/substrate interface
(Pso), Pso being the number of laser pulses corresponding to
a value of normalized intensity 0.50 (that is, 50% of the full
signal):

AAR (um pulse™") = D (um) (Pso)~" (pulses) (1)

The Az is then obtained from the following equation:

Az (um) = AP (pulses) AAR (um pulse™) 2

where AP is the difference in the number of laser pulses
necessary to reach 84% (Pg4) and 16% (Ps) of the normalized
signal intensity, that is, AP = P, — Pg4. The parameters
involved in the determination of Az are illustrated in Fig. 4,
where the normalized profile corresponding to Fig. 1 is plotted.
Eqn. (2) predicts that the best depth resolution (i.e., the lowest
Az) is obtained from experimental conditions in which AAR
and AP are lowest. Consequently, the two factors (AAR and
AP) must be taken into account to predict the behaviour
of Az.

By maintaining the laser source and sample constant, the Az
depends on the laser fluence (F) or on the laser irradiance (7).
The fluence (and also the irradiance, since the pulse width has a
fixed value for the laser system) depends only on the pulse
energy and on the diameter of the crater. Hence, in order to
obtain the best depth resolution, the variation of Az with the
pulse energy and the crater diameter (which has been varied by
changing the focalization, i.e., the WD) has been studied by
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Fig. 5 Influence of laser pulse energy on crater diameter and irra-
diance. Sample: 205 um nominal thickness copper coating on steel;
number of laser pulses: 100; pulse repetition rate: 1 Hz; and
WD: +2000 pm.

performing two independent experiments, maintaining con-
stant one of the variables at any time. In addition, taking into
account eqn. (1), the influence of coating thickness (D) on
depth resolution has also been investigated.

Influence of laser pulse energy on depth resolution

The influence of laser energy on the crater’s geometrical
characteristics (width and depth) was tested in the range from
0.4 to 3.3 mJ per pulse for the 205 pm nominal thickness
copper coating on steel sample. This thickest coated sample
was chosen in order to ablate only through the copper coating
layer. For each laser energy value, the crater diameter and
depth were measured after 100 pulses by working at WD =
+2000 um with the minimum pulse repetition rate (1 Hz). The
influence of laser pulse energy on crater diameter and, conse-
quently, on irradiance is presented in Fig. 5. The crater
diameter shows a non-linear increase from 64 to 90 pm with
pulse energy (between 0.4 and 2 mJ per pulse), reaching a
plateau at a pulse energy of 2 mJ. On the contrary, irradiance
varies linearly from 1.5 to 6.2 GW cm™2. Fig. 6 illustrates the
dependence of width and depth of the crater on the number of
laser pulses for a pulse energy of 2 mJ (I = 3.9 GW cm 2). The
diameter at the top of the crater remains nearly constant,
whereas the crater depth increases linearly with the number
of laser pulses. An ablation rate of approximately 1 um per
pulse is obtained from the slope of the linear fit.

From the data in Fig. 5, the ablation threshold fluence (Fy,),
which is defined as the fluence value above which the sample is
ablated, can be determined.*3” For a Gaussian beam profile,
as the laser fluence in front of the sample surface depends
linearly on the incident laser pulse energy (see Fig. 5), the Fy,
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Fig. 6 Influence of number of laser pulses on depth (open symbols)
and width (filled symbols) of the crater. Sample: 205 pm nominal
thickness copper coating on steel; laser pulse energy: 2 mlJ; pulse
repetition rate: 1 Hz; and WD: +2000 pm.
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Fig. 7 Plot of squared crater diameters as a function of the logarithm
of the applied laser fluence for the determination of the ablation
threshold fluence (and irradiance). Sample: 205 pm nominal thickness
copper coating on steel; number of laser pulses: 100; pulse repetition
rate: 1 Hz; and WD: 42000 pum.

can be determined by linearly fitting the square of the diameter
of the crater versus the logarithm of the pulse fluence and
extrapolating it to zero.’” The intersection point with the
fluence axis determines the Fy;, of the material. This determina-
tion can be performed by either single-pulse ablation®® or
multiple-pulse ablation.3**>373% In our case, as the copper
coating is over-plated with a thin protective layer of chromium,
the determination of Fy, cannot be performed by single-pulse
ablation. Because of this, F;, was determined (Fig. 7) from the
crater diameter and laser pulse energy values depicted in Fig. 5,
which were attained, as described above, after 100 laser pulses,
i.e., by multiple-pulse ablation. The Fy, obtained from Fig. 7 is
2.3 J cm~? (equivalent to an ablation threshold irradiance, I,
of 0.3 GW cm™2). This Fy, value should correspond mainly to
the ablation threshold of copper, but also, in a small propor-
tion, to the ablation threshold of chromium (from the protec-
tive layer). This is consistent with the theoretical Fy, values
calculated by Cabalin et al.>® for copper (3.28 J cm™?) and
chromium (1.67 J cm ™).

From the above results, the study of the influence of laser
pulse energy on the depth resolution has been performed for
the 40 um nominal thickness copper coating on steel sample.
Laser energy values of 0.4, 1, 2 and 3.3 mJ pulsefl (irradiances
ranging from 1.5 to 6.2 GW cm ™) have been evaluated,
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Fig. 8 Influence of laser pulse energy on AAR, AP and Az. Sample:
40 um nominal thickness copper coating on steel; pulse repetition rate:
1 Hz; and WD: +2000 pm.

maintaining constant the defocusing of the laser beam (WD =
+2000 pm). The AAR, AP and Az values were calculated for
each laser pulse energy from the depth profiles of normalized
signals by using the eqns. (1) and (2), and are depicted in Fig. 8.
The in-depth profiles (for both raw and normalized signals)
obtained by applying the four laser pulse energy values are
shown in Fig. 9.

As can be seen in Fig. 8, the AAR values increase slightly
(from 0.77 to 0.95 um pulse™", i.e., 0.18 pm pulse™') when the
laser energy increases from 0.4 to 2 mJ pulse”!, reaching a
plateau at 2 mJ. The steady-state reached at 2 mJ (irradiance of
3.9 GW ecm ™) is probably due to the plasma shielding, i.e., the
efficient attenuation of the incident laser beam by absorption
and/or reflection of the laser-induced plasma that can occur at
higher irradiances, which reduces the amount of laser energy
that reaches the sample surface.***' The higher relative stan-
dard deviation (RSD) value (4%) attained for the lowest laser
energy is due to the uncertainty in the determination of the
crossing point of the two normalized depth profiles of both Cu
and Fe elements (Psg), as can be seen in Fig. 9.

On the contrary, AP values decrease greatly (from 38 to 7
pulses, i.e., by a factor of 5.5), when the laser pulse energy
increases from 0.4 to 2 mJ pulse™'. Between 2 and 3.3 mJ
pulse™!, the variation of AP is very low (only about 3 pulses).
The high value of AP, and its high RSD value (13%), obtained
for the lowest laser energy can be explained by the behaviour of
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Fig. 9 Raw (left) and normalized (right) in-depth profiles obtained by ablating the 40 pum nominal thickness copper coating on steel sample at
different laser pulse energies: (a) 0.4 mJ; (b) 1 mJ; (c) 2 mJ; and (d) 3.3 mJ. Pulse repetition rate: 1 Hz; and WD: 42000 pm.
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both Cu and Fe ICP-MS signals in the depth profiles shown in
Fig. 9. As can be seen in raw depth profiles at laser energy
values higher than 0.4 mJ pulse™', a steep rise of the Cu signal
appears, followed by a steady-state. At around 40 pulses
(equivalent to a depth of approximately 40 pum, taking into
account, from Fig. 8, the corresponding AAR values, or, in
other words, when the coating/substrate interface is reached),
the Cu signal starts to decay from the same point at which the
Fe signal rises. The raw depth profile at 0.4 mJ pulse™! is quite
different. The Cu signal rises slowly, reaches a maximum at
about 25 pulses and, without a steady-state, drops very slowly.
By considering an AAR of 0.77 um pulse ™! (Fig. 8), the very
gradual decay of the Cu signal starts at a depth of ca. 20 pm,
that is, when only the first half of the coating has been drilled.
However, the rise of the Fe signal starts at about 50 pulses (i.e.,
at a depth of ca. 39 pm), showing that the steel substrate has
been reached. Consequently, it can be stated that the behaviour
of the Cu depth profile at the lowest laser pulse energy is not
due to the presence of this metal as a coating, but to the
ablation process itself and to the crater development. At a
pulse energy of 0.4 mJ (equivalent to a fluence of 12.4 J cm™3),
that is, at a fluence five times higher than the Fy,, the ablation
effectively occurs. However, due to the use of the highly
focussed (Gaussian) beam, the ablation threshold is probably
not reached outside the centre of the beam, and the sample
absorbs the incident energy, but is not ablated. As a result, on
the one hand the crater diameter at the surface is smaller than
that achieved at higher pulse energies, as can be observed in
Fig. 5, and on the other the crater significantly narrows with
depth, giving rise to a crater with most irregular inside shape.
Therefore, it is not possible to maintain uniform crater geo-
metry with depth. Due to this poor ablation efficiency with
depth, there is a large reduction in the amount of ablated
material per pulse (and so a decrease of the intensities of both
Cu and Fe, and a poorer reproducibility), the Cu signal drops
before reaching the coating/substrate interface, and the Cu
coating, and mainly the steel substrate, are not successfully
ablated. The very gradual drop of the Cu signal and the very
gradual rise of the Fe signal, on the one hand, and the much
higher uncertainty of the signals, on the other, are responsible
for the higher AP and RSD values, respectively, obtained.
Therefore, working with low-energy laser pulses is clearly
unsuitable for depth analysis.

The behaviour of Az is quite similar to that of AP. The
highest Az value (29 pm), with the highest RSD value (14%), is
attained for a laser pulse energy of 0.4 mJ. The deterioration of
depth resolution at the lowest energy is explained by the poor
ablation efficiency, as mentioned above for AP. Consequently,
it can be concluded that the broadening of signals at coating/
substrate interface (i.e., AP) is the more important factor
influencing the depth resolution when the laser pulse energy
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Fig. 10 Influence of WD on crater diameter and irradiance. Sample:
205 pm nominal thickness copper coating on steel; number of laser
pulses: 100; laser pulse energy: 2 mJ; and pulse repetition rate: 1 Hz.

is varied. The best depth resolution (Az = 6.5 pm), with the
lowest RSD value (7%), has been obtained for a pulse energy
of 2 mJ (i.e., an irradiance value of 3.93 GW cm 2, equivalent
to about 13 times the ablation threshold irradiance). This pulse
energy was used for all further experiments.

Influence of focalization on depth resolution

The effect of focalization on the crater width and, conse-
quently, on the irradiance was studied by changing the WD
from —10000 pm to +10000 pum for the 205 pm nominal
thickness copper coating on steel sample. This thickest coated
sample was selected for the reason explained in the study of the
influence of laser pulse energy. For each WD value, the crater
diameter was measured after 100 pulses, by working at a laser
energy of 2 mJ pulse™' with the minimum pulse repetition rate
(I Hz). The influence of WD on crater diameter and on
irradiance is presented in Fig. 10. As expected, the smallest
crater (45 pm in diameter) and the highest irradiance (15.7 GW
cm ™) are attained at the focal point, i.e., at WD = 0 pm. At
focal conditions other than WD = 0 um (positive or negative),
the higher the defocusing, the greater the crater diameter and
the lower the irradiance. Irradiance decreases sharply from
157 GW cm 2 at WD = 0 pm to 2 GW cm 2 at WD = —2000
pm and to 3.9 GW cm ™2 at WD = +2000 pm. For WD values
higher than 2000 pm (positive or negative), the decrease of the
irradiance is very slow. As can be observed, the curves of both
irradiance and crater diameter are not symmetrical with respect
to WD = 0 pm. For a given absolute value of WD, the
irradiance corresponding to the negative value of WD is lower
and the crater diameter is greater than that corresponding to a
positive value of WD. A possible explanation to account for
this result is that when the laser is focused above the sample
surface (WD < 0 pum), the laser photons can ionize the argon
(from the carrier gas of the ablation cell) at the focal point,
forming a secondary plasma which can shield the sample from
the laser, thus diminishing the amount of laser energy that
reaches the sample surface.*?

As reported in the study of the influence of laser pulse energy
on depth resolution, working with low irradiances (1.5 GW
em ™2 or less) is clearly unsuitable for depth analysis. On the
other hand, higher irradiances (> 6.2 GW cm~2) do not involve
an improvement in the depth resolution. This range of irra-
diance can be obtained by working at WDs from —750 to
—2500 um and from +1500 to +3000 um (Fig. 10). However,
as was mentioned above, the shielding by the secondary
plasma, which can occur at WD < 0 pm, decreases the
efficiency of material removal, can affect particles as they
escape from the crater and can even contribute to the ablation
process itself. Consequently, working by focusing at a position
above the sample surface is not appropriate for in-depth profile
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Fig. 11 Influence of WD on AAR, AP and Az. Sample: 40 pm
nominal thickness copper coating on steel; laser pulse energy: 2 mJ;
and pulse repetition rate: 1 Hz.
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Fig. 12 Normalized in-depth profiles obtained by ablating the 40 um
nominal thickness copper coating on steel sample at different WDs.
Laser pulse energy: 2 mJ; and pulse repetition rate: 1 Hz.

analysis. Because of this, the influence of focalization on depth
resolution has been investigated only in the range of WD from
+3000 pm (I & 1.5 GW cm~?) to +1500 um (/ & 6.9 GW cm ).
In particular, the experiments were conducted for WD values of
+1500, +1750, +2000, 42250, +2500 and +3000 pm on the 40
um nominal thickness copper coating on steel sample by using a
laser pulse energy of 2 mJ. The AAR, AP and Az values
calculated for each WD are depicted in Fig. 11. The depth
profiles of normalized signals from which those values have been
obtained by using eqns. (1) and (2) are shown in Fig. 12.

As can be observed in Fig. 11, AAR values decrease highly
(from 1.73 to 0.48 um pulse", i.e., by a factor of 3.6) when
WD varies from +1500 to +3000 pum, that is, when the
irradiance decreases. Fig. 12 illustrates the high increase of
Ps values in that range of WD, which explains the decrease of
AAR values [eqn. (1)].

On the contrary, AP varies slightly (only 7 pulses) between
41500 and +2500 um of WD, that is, the broadening of signals
at coating/substrate interface is quite similar, as can be ob-
served in Fig. 12. However, this parameter increases highly
(from 10 to 25 pulses) when WD varies from +2500 to +3000
pm. This higher AP value obtained at WD = 43000 pm can be
attributed to the low irradiance (1.5 GW ¢cm~?) corresponding
to these defocusing conditions.

The behaviour of Az is analogous to that of AP, with a
highest Az value of 20 pm at WD = +1500 pm. This deteriora-
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Fig. 13 Influence of irradiance obtained by changing either the laser
pulse energy (filled symbols) or the WD (open symbols) on crater
diameter, AAR, AP and Az. Data obtained from Figs. 5, 8, 10 and 11.

tion of the depth resolution can be explained by the high AAR
value at this WD, due probably to the formation of a crater
with a low diameter (Fig. 10). The Az values obtained for WDs
between +1750 and 42500 um are very similar. The higher Az
value at WD = 43000 um is due to the high AP value at this
WD. Therefore, both AAR and AP influence the depth resolu-
tion when WD is varied. The best depth resolution (Az = 6.4
um), with the lowest RSD value (6%), has been obtained for
WD = 42250 pm (corresponding to an irradiance of 2.5 GW
cm”2, equivalent to about 8 times the ablation threshold
irradiance). This WD was used for all further experiments.
For comparative purpose, the variation of crater diameter,
AAR, AP and Az with the irradiance obtained by changing
either the laser pulse energy or the WD is depicted in Fig. 13
from data presented in Figs. 5, 8, 10 and 11. As can be
observed, at moderate irradiance levels (between 2.5 and 5
GW cm™2, i.e., between 8 and 16 times the 1), the behaviour
of AAR, AP and Az parameters is quite similar. In addition,
the best depth resolution is attained in this irradiance range. At
lower irradiances (below 2.5 GW cm™2, ie., below 8 times the
Ii1), AAR, AP and Az values are lower for irradiances obtained
by changing the WD, due to the larger diameter of the craters.
The low ablation efficiency is the responsible for the higher AP
and Az values. Contrarily, at higher irradiances (above 5 GW
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Fig. 14 Influence of copper coating thickness (from 5.9 to 199 um) on
AAR, AP and Az. Laser pulse energy: 2 mJ; pulse repetition rate: 1 Hz;
and WD: +2250 pm.

cm™2, i.e., above 16 times the I;,), AAR, AP and Az values are
higher for irradiances obtained by changing the WD, which
can be attributed to the formation of craters with lower
diameters.

5.9 ym

12.3 ym

Normalized signal

90 um

Number of laser pulses

Fig. 15 Normalized in-depth profiles obtained by ablating the eight
copper coating on steel samples of different coating thicknesses (from
5.9 to 199 um) and SEM images of the obtained craters. Laser pulse
energy: 2 mJ; pulse repetition rate: 1 Hz; and WD: +2250 um.

Influence of coating thickness on depth resolution

The effect of coating thickness on depth resolution has been
studied for the eight samples of different thicknesses in Table 2.
Optimal conditions for laser pulse energy and working distance
(E =2ml pulse”!, WD = 42250 um), as well as the minimum
pulse repetition rate (1 Hz), were used. The AAR, AP and Az
values calculated for each sample are depicted in Fig. 14. The
depth profiles of normalized signals from which those values
have been obtained by using the eqns. (1) and (2) are plotted in
Fig. 15, where the craters obtained for each sample are also
shown. As observed in Fig. 14, AAR values decrease very
slightly (from 1.10 to 0.97 pum pulse!) when the coating
thickness increases from 6 to 40 pm, remaining nearly constant
for coating thickness higher than 40 pum. The higher AAR
values associated with the thinner coatings can be explained,
according to Tokarev et al.,* by the three-dimensional plasma
expansion that takes place on the surface and in the shallow
craters, which implies a more significant material removal. For
thicker coatings, the plasma expansion inside the deep crater
becomes one-dimensional, and the laser beam attenuation
provokes a little lowering of the AAR. However, AP and Az
values increase linearly with coating thickness. The Az values
lie between 0.76 um for the thinnest coating and 26.1 um for
the thickest one. In other words, for the eight samples studied,
Az is about 7-9 times lower than the corresponding thickness
value. Taking into account that the variation of AAR with the
coating thickness is very low, it can be stated that AP, i.e., the
broadening of signals at the coating/substrate interface, is the
most important factor influencing the depth resolution. From
Fig. 15 it is evident that it is possible to obtain a description of
the element composition of both coating and substrate in
copper-coated steel samples for coating thicknesses in the
range from 6 to 200 um.

Conclusions

It has been proved that a highly focused (Gaussian) nano-
second UV (266 nm) Nd:YAG laser ablation system coupled to
an inductively coupled plasma quadrupole mass spectrometer
is an appropriate technique to perform depth profile analysis of
copper coating on steel samples. However, the measured coat-
ing/substrate interface is truly broader than the original in-
depth distribution of composition, which can be a function of
the ablation process (material removal phenomena controlled
by thermally based processes in the interaction of nanosecond
lasers with metals) and cone-shaped crater development (modi-
fication and mixing of different depth layers along the crater
walls between shallow and deep levels). An estimation of this
broadening has been performed by determining the depth
resolution, which permitted us to optimize the ablation condi-
tions, leading to the best in-depth profiles. Az strongly depends
on irradiance, as well as on the coating thickness. The best
depth resolution has been attained at moderate irradiance,
whereas a linear dependence of depth resolution with coating
thickness has been found.

At fixed WD, AP is the more important factor influencing
the depth resolution when the laser pulse energy is varied,
whereas at fixed laser pulse energy, depth resolution depends
on both AAR and AP when focusing conditions (and, conse-
quently, the crater diameter) are changed. At fixed laser energy
and WD, AP is the factor controlling the depth resolution
when the coating thickness is varied.

For the eight studied samples the ablation rate is approxi-
mately 1 pm per pulse and Az is about 7-9 times lower than the
corresponding thickness value. A description of the element
composition of both coating and substrate, for coating thick-
nesses ranging from 6 to 200 pm, can be obtained.

The capability of LA coupled to ICP-MS (or ICP-OES) to
perform depth profile analysis of metallic coated samples
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would be significantly improved by the use of homogenized
laser beams and/or sub-nanosecond pulse width lasers.
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