
PHYSICAL REVIEW B 100, 115417 (2019)

Surface electronic structure of bismuth oxychalcogenides
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Within density functional theory we study the bulk band structure and surface states of bismuth oxychalco-
genides Bi2O2Se and Bi2O2Te. We consider both polar and nonpolar surface terminations. On the basis of
relativistic ab initio calculations, we show that both unreconstructed (polar) and reconstructed (nonpolar)
surfaces possess the Rashba spin-split surface states. The metallic Rashba-split states on polar surfaces stem from
huge potential bending, positive or negative, depending on surface polarity. On the nonpolar surfaces resulting
from single-crystal cleavage the emerging Rashba-split states are nonmetallic.
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I. INTRODUCTION

Recently, materials with a strong spin-orbit interaction
were intensively studied [1]. A feature of this interaction is
that it can lead to a spin splitting of electronic states even
in nonmagnetic systems, which opens up the possibility of
manipulating the spin degrees of freedom of carriers without
using an external magnetic field. The spin-orbit interaction
lifts the degeneracy of the electronic states for electrons mov-
ing in two-dimensional (2D) geometries without inversion
symmetry that is a Rashba effect. The discovery of a large
Rashba splitting of two-dimensional electron states on the Bi
surfaces and Bi-induced 2D surface alloys on noble metals
[2–6] gave impetus to the search for semiconductor systems
with large spin splitting. In particular, the study of a polar
semiconductors BiTeX (X = Cl, Br, I) demonstrated the giant
Rashba-type spin splitting of its bulk states [7–10] as well as
of the surface states [8,10–19].

The spin-orbit interaction is also responsible for the ap-
pearance of a topological insulator phase [20–22], charac-
terized by an insulating bulk gap and gapless Dirac-type
surface states. In contrast to the Rashba states, the surface
electronic structure in topological insulators can be viewed
as if the two branches have opposite dispersions and touch
at a single point, i.e., at the Dirac point. The topological
phase can be achieved in inversely stacked, centrosymmetric
BiTeX and their thin films [23,24] and in BiTeX under ex-
ternal pressure [25,26] or via temperature-induced structure
transformation [27]. In the latter case it was demonstrated
that annealing of BiTeI leads to transformation into the
Bi2Te2I phase, similar to the layered hexagonal, tetradymite-
like compounds Bi2Te3 and Bi2Se3 (space group R3̄m), which
currently are the most studied, both experimentally [28–31]
and theoretically [32–35], three-dimensional topological in-
sulators. Ternary tetradymites, such as Bi2Te2S, Bi2Te2Se,

Bi2Se2Te, and Bi2Se2S, also crystallize in space group R3̄m
and possess the topological insulator phase [36–40], while
other compounds of the Bi2X2Y family (X , Y = O, S, Se,
and Te) can crystallize in different structures. For example,
Bi2S2Se has orthorhombic crystal structure with space group
Pnma [41], and the Bi2O2S crystal has both orthorhombic
and tetragonal structures with space group symmetries Pnnm
and P4/nmm, respectively [42]. Bi2O2Se and Bi2O2Te also
present a tetragonal-type lattice but with space group symme-
try I4/mmm [43–47].

Earlier studies of Bi2O2Ch (Ch is a chalcogen atom, Te
or Se) were mainly focused on their transport and thermo-
electric properties [44,48–52]. Recently, successful growth of
thin and ultrathin Bi2O2Se nanofilms [53–55] was reported.
These nanofilms demonstrate such unique properties as very
low thermal conductivity and high electrical conductivity
[49], as well as ultrahigh Hall mobility [54]. Additionally,
Bi2O2Se may be used as an optical switch for the exploitation
of compact and high-performance midinfrared pulsed laser
sources [56]. In Reference [57] was found a strong reduc-
tion in amplitude of the universal conductance fluctuations
and showed that this result agrees with the assumed strong
spin-orbit interaction in the Bi2O2Se nanoplate. The strong
spin-orbit interaction in Bi2O2Se nanoplates has also been
confirmed through magnetotransport measurements [55]. The
creation on the basis of these Bi2O2Se nanolayers of a high-
performance and low-power transistor [58], supersensitive 2D
phototransistors [59], the top-gate field-effect transistor [53],
and a high-performing infrared photodetector [60] and the
possibility of integrating high-quality Bi2O2Se with the sili-
con complementary metal-oxide-semiconductor technologies
[59] have also been reported.

There are many studies in which high-resolution trans-
mission electron microscopy (HRTEM) [53–55,58], x-ray
photoelectron spectroscopy [54], x-ray diffraction [53], the
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method of selected area electron diffraction [53,58], and
energy-dispersive x-ray spectroscopy [53,59] were used to
study the atomic structure of the Bi2O2Se(001) nanofilms
synthesized via a facial chemical vapor deposition method.
These films have shown excellent controllability of thickness,
domain size, nucleation site, and crystal-phase evolution. It
was found that the films have atomically smooth surfaces,
the morphology and roughness of which remain almost un-
changed, even after exposure to air for several months, which
indicates their excellent resistance to the environment. Dis-
similar results were obtained for a Bi2O2Se(001) surface
prepared by cleaving the bulk crystal inside the ultrahigh-
vacuum chamber [61]. Due to the peculiarity of the Bi2O2Se
crystal structure, where the Se atomic plane lies between two
Bi-O-Bi trilayers and there is weak interaction between Bi
and Se planes, the crystal cleaves in such a way that 50%
of the Se atoms are attached to each Bi plane because of
the electroneutrality requirement for the arising surfaces that
leads to the appearance of complicated surface reconstruc-
tion [61].

To date, there are only two studies, Refs. [53,61], devoted
to angle-resolved photoemission spectroscopy (ARPES) mea-
surements, and both relate only to a Bi2O2Se cleaved crystal
(001) surface. The electron and hole pockets near the con-
duction band minimum (CBM) and valence band maximum
(VBM), which are essential for the transport properties of
n- and p-type Bi2O2Se, were studied in detail. These mea-
surements, however, did not reveal the surface states on the
cleavage surface. The electronic structure of the atomically
smooth surfaces of the nanofilms has not been studied.

In this paper, using ab initio electronic structure calcu-
lations, we examine the surface states of the Bi2O2Se and
Bi2O2Te compounds for both the nonreconstructed surface
geometry, as realized by chemical vapor deposition, and the
reconstructed surface geometry, which occurs on cleavage sur-
faces of single crystals. We show that both types of the surface
hold the Rashba spin-split surface states whose characteristic
features depend on the polarity of the surface and Ch species.

II. METHODS

The density functional theory calculations were performed
by using the Vienna Ab initio Simulation Package (VASP)
[62,63], with core electrons represented by projector aug-
mented wave (PAW) potentials [64,65]. At the starting
point we used the generalized gradient approximation of
Perdew-Burke-Ernzerhof functional (GGA-PBE) [66] for the
exchange-correlation potential. DFT-D3 van der Waals cor-
rection [67] was applied for structure optimization. To obtain
accurate bulk band structures, the modified Becke-Johnson
(mBJ) exchange potential [68,69], which has been shown
to be the most accurate semilocal potential for band gap
calculations, and the HSE06 screened hybrid functional [70]
were adopted. Spin-orbit interaction (SOI) was included in all
types of calculations.

For surface band structure calculations we use the slab
model and apply the DFT-1/2 self-energy correction method
[71,72], which requires only the addition of a self-energy
correction potential, calculated from a half-ionized free atom,
to the standard DFT potential (PAW-PBE in our case). This

method yields accurate band structures for many semiconduc-
tors, and owing to its low computational cost, DFT-1/2 can
be considered as a good alternative to very expensive hybrid
functional methods for systems that require large computa-
tional cells and for mBJ potentials, which diverge for surface
calculations. Before using the DFT-1/2 method for surface
calculation we compared its results for the bulk with mBJ and
HSE06 spectra.

Symmetric Bi- (chalcogen-) terminated slabs with 39-
(41-) layer thickness were used for unreconstructed surfaces,
and for 4 × 1 reconstructed nonpolar surfaces slabs with 33
atomic layers were utilized. The slabs were relaxed within
the PBE + DFT-D3 approach to a depth of five atomic layers,
whereas atoms in the internal layers were fixed to their bulk
positions.

III. RESULTS AND DISCUSSION

A. Bulk band structure

Bi2O2Ch crystallizes into a body-centered tetragonal struc-
ture (I4/mmm, No. 139) which has ten atoms in the unit cell
with eight atomic layers, as illustrated in Fig. 1(a). Ch and O
atoms occupy the 2a and 4d Wyckoff positions, respectively.
The only free internal structure parameter of the tetragonal
unit cell of Bi2O2Ch is zBi, which determines the 4e positions
of the Bi atoms.

Bulk lattice parameters and Bi atomic positions of Bi2O2Te
and Bi2O2Se were optimized. The optimized a and c pa-
rameters for Bi2O2Te bulk have been found to be 3.979 and
12.769 Å, respectively, and they are 3.893 and 12.209 Å
for Bi2O2Se. These parameters are in excellent agreement
with experimental values a = 3.983(1), c = 12.699(2) Å for
Bi2O2Te and a = 3.887(1), c = 12.164(2) Å for Bi2O2Se
[45]. The optimized zBi was found to be equal to 0.347823
and 0.354665 for Bi2O2Te and Bi2O2Se, respectively. These
values are also in fine agreement with the experimental posi-
tion zBi = 0.3480(1) for Bi2O2Te and 0.35340(4) for Bi2O2Se
[45].

The bulk electronic band structure of Bi2O2Se has been
studied more than that of Bi2O2Te. The indirect (X-�) band
gap of Bi2O2Se has been determined by ARPES to be around
0.8 eV [53,61], and it was found to be 0.85 ± 0.05 eV from the
scanning tunneling spectroscopy (STS) measurements [61].
The direct optical absorption band gap was estimated to be
equal to 1.486 eV [74].

For Bi2O2Se bulk [Fig. 1(b)] our PBE calculation yields
a � gap of 747 meV, while the indirect gap determined by
the valence band (VB) maximum at the R point (energy of
the VB top at X is about 1 meV lower) and conduction band
(CB) minimum lying at the � point equals 335 meV. Both
the mBJ and HSE06 calculations substantially increase the
gap. The mBJ spectrum demonstrates an indirect R-� gap
of 954 meV, and it is 931 meV in the HSE06 calculation.
In general, with the exception of VB maxima at the R and
X points and CB minima at the � and M points the HSE06
approach gives systematically, by 90–200 meV, lower (higher)
energies for electronic bands of the VB (CB) compared to the
mBJ calculation. While the obtained mBJ and HSE06 values
of the indirect gap slightly overestimate the ARPES gap,
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FIG. 1. (a) Atomic structure of the Bi2O2Ch compounds (violet and red balls correspond to Bi and O atoms, respectively; khaki balls
stand for Ch = Se, Te atoms). Here and throughout ball-and-stick atomic structures were created with VESTA [73]. Bulk electronic structure of
(b) Bi2O2Se and (c) Bi2O2Te calculated within the PBE, mBJ, HSE06, and DFT-1/2 approaches. (d) Dependence of the � gap on rcut for the
atomic self-energy potential VS in Bi2O2Te.

they are in better agreement with the STS result. The direct
(�-�) gap values, 1.307 eV (mBJ) and 1.340 eV (HSE06),
are in reasonable agreement with the optical absorption band
gap. Earlier calculations performed within the mBJ approach
[51,53,75,76] demonstrated the gap varying from 0.85 eV
[53] to 1.28 eV [51]. The larger value was obtained when
the van der Waals (vdW) corrections were not taken into
account during the structure optimization and hence the lattice
parameters (especially c) were overestimated. The SOI has
not been taken into account either. When the SOI and vdW
corrections were properly accounted for, the lattice parameters
were found to be very close to our values (e.g., a = 3.892 Å
and c = 12.186 Å in Ref. [75]), and the mBJ gap (1.092 eV
[75]) got close to our result (0.954 eV). The small difference
can be apparently attributed to different zBi (which was not
reported in Ref. [75] and in many other works). The HSE06
results reported gaps of 0.89 eV [77] and 0.99 eV [78], where
the larger value corresponds to the calculation without SOI.
The DFT-1/2 spectrum of Bi2O2Se [Fig. 1(b)] yielding the
indirect R-� gap of 953 meV demonstrates good agreement
with both our mBJ and HSE06 results, with the exception of
the �-� gap, which is a bit narrower, 1.160 eV.

The only experimental value for the band gap in Bi2O2Te
was estimated from the maximum of the Seebeck coefficient
and was found to be 0.23 eV [52]. The bulk band structure of
Bi2O2Te calculated within PBE demonstrates a negative gap
[Fig. 1(c)]. The VB maximum lies at the R point at 26 meV
above the Fermi level (the VB energy at X is about 2 meV
lower). The CB minimum in the spectrum occurs at the M
point at 203 meV below the Fermi level, while it is 17 meV
higher at �. The mBJ exchange potential and HSE06 hybrid
functional make the gap positive, whereas they retain relative
positions of the gap edge extrema: The VBM is situated at
the R point, and CBM lies at the M point, resulting in an
indirect R-M gap of 150 and 156 meV in mBJ and HSE06
calculations, respectively. In the mBJ (HSE06) spectrum the
CB minimum at � lies 125 (36) meV higher than at M. Like
in Bi2O2Se, with the exception of the extrema points of the
spectrum, where good agreement between mBJ and HSE06
results is observed, HSE06 demonstrates a shift of the bands
towards lower (VB) or higher (CB) energies with respect to
the mBJ calculation. Earlier mBJ calculations for Bi2O2Te
[76] also demonstrated the R-M indirect gap, the value of

which, however, was noticeably larger, 0.21 eV, that could
be related to larger calculated equilibrium lattice parameters
(4.02 and 12.90 Å for a and c, respectively). In contrast, in
our DFT-1/2 calculation the CBM lies at the � point, like in
Bi2O2Se, and the indirect R-� gap equals 318 meV. This value
is two times larger than the mBJ (HSE06) absolute indirect
R-M gap, and it is larger than the R-� gap obtained in those
calculations (275 meV for mBJ and 192 meV for HSE06). On
the other hand, GW calculations for Bi2O2Te [79] have given
the CBM at the � point and an indirect gap of 340 meV that
is very close to our DFT-1/2 value.

The cutoff radius rcut in the spherical step function multi-
plier for the atomic self-energy potential VS is the only param-
eter of the DFT-1/2 method [71,72] which is determined vari-
ationally by maximizing the direct band gap. The dependence
of the � gap on rcut has typical behavior when varying O and
Bi potentials, demonstrating a maximum within the rcut range
typical of other semiconductors. As was pointed in Ref. [72],
often, the self-energy of the cation gives a noticeably smaller
contribution to broadening of the gap and can be neglected. In-
deed, we found that variation of the Bi potential yields a rela-
tively small gap correction, less than 0.1 eV. However, the gap
in general diverges with increasing rcut for the Ch atom poten-
tial. Using a very short step in rcut, we could find only a tooth-
like local maximum at rcut = 2.70 a.u. for Te [see Fig. 1(d)]
and only an inflection point at 2.45 a.u., where the dependence
of the � gap on rcut changes slope a little bit for Se poten-
tial variation. Such a dependence of the band structure on
the Ch potential parameter does not allow us to apply the
DFT-1/2 method confidently for Bi2O2Ch without knowledge
of the experimental data or results of advanced band structure
calculation methods. The limitations of the DFT-1/2 method
for transition-metal oxides were also discussed recently [80].
On the other hand, the calculated DFT-1/2 bulk spectra are
in close agreement with our mBJ (HSE06) and earlier GW
calculation results, which makes this method applicable to
surface band structure calculations in Bi2O2Ch compounds.

B. Surface electronic structure

1. Unreconstructed polar surfaces

Recently, nanoplates of Bi2O2Se with a lateral size up
to 200 μm and thickness varying from monolayer [where
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monolayer (ML) refers to a slab that includes one Bi2O2Se
formula unit, i.e., four atomic layers] to tens of nanometers
were successfully grown by chemical vapor deposition on
a mica substrate [53–55]. These nanoplates are high-quality
single crystals with a perfectly square shaped form with
atomically flat terraces with (001) orientation and steps with a
height of ∼0.6 nm, which corresponds to half of the Bi2O2Se
c parameter, i.e., 1 ML. HRTEM measurements revealed an
ideal unreconstructed atomic arrangement on the terraces.

The Bi2O2Ch materials are composed of positively charged
Bi-O2-Bi trilayers, and Ch atomic layers have a compensating
negative charge. According to our bulk calculations of the
Bader charges, we found that Ch atoms carry about one
more electron than its atomic charge, and hence, the Ch
layer negative charge amounts to approximately −1e (and,
correspondingly, it is ≈+1e on the Bi-O2-Bi trilayer). The
values vary a bit with the method of calculation. The Se charge
was found to be −1.20e, −1.10e, and −1.15e in the mBJ,
HSE06, and DFT-1/2, calculations, respectively, and it is
−1.00e (mBJ), −0.92e (HSE06), and −0.99e (DFT-1/2) for
the Te atom in Bi2O2Te (hereafter, we will refer only to DFT-
1/2 values). Within the Bi-O2-Bi trilayer the Bader charge on
Bi atoms comprises only 2.20 (Bi2O2Se) and 2.26 (Bi2O2Te)
electrons instead of 5 electrons in the free Bi atom; that is, Bi
atoms lose almost all of their p electrons in favor of oxygen as
well as Ch layer atoms, and consequently, the Bi layer carries
a large positive charge. Obviously, under these conditions
the formation of the atomically flat single-terminated crystals
will lead to the appearance of charged (positive or negative)
surfaces depending on surface termination, Bi or Ch. It is
evident such surfaces should demonstrate significantly dif-
ferent work functions and possess distinct surface electronic
structures. For our slabs we have calculated work functions of
2.71 and 2.52 eV for Bi terminations in Bi2O2Se and Bi2O2Te,
respectively while for the chalcogen atom terminations they
are 6.94 eV (Bi2O2Se) and 6.33 eV (Bi2O2Te).

Nothing was reported on the surface termination of the
grown Bi2O2Se nanoplates in Refs. [53,55]. The Supplemen-
tary Information of Ref. [53] reported on the work function
measurement for a sample ∼5 nm thick, which revealed a
value of ∼5.0 eV that varies with the film thickness. This
value is close to the average work function calculated for Se-
and Bi-terminated surfaces. Apparently, at least for general
consideration, there is no reason why, with layer-by-layer
growth, one termination is preferable to another.

The calculated surface electronic structures for both Bi-
and Ch-terminated surfaces in Bi2O2Se and Bi2O2Te are
presented in Figs. 2(a)–2(d). In Figs. 2 (e) and 2(f) the electro-
static potential difference �V = Vslab − Vbulk, where Vslab and
Vbulk are potentials taken at atomic layer planes and integrated
over xy for the slab and bulk, respectively, and are connected
by curves that serve as a guide to eye for different termina-
tions, Bi and Ch, of the Bi2O2Ch surfaces is shown. The Bi-
terminated surfaces of Bi2O2Se and Bi2O2Te, being positively
charged, demonstrate negative potential bending [Fig. 2(e)],
which smoothly decays to a depth of about 15 atomic layers.
In the near-surface layers, except for the smooth negative po-
tential bending, the addition potential oscillations, caused by
charge redistribution due to surface relaxation, are observed.
This potential bending shifts the Fermi level towards the CB

bottom and leads to trapping of electrons of the outermost
layers in the surface potential well. The most prominent
feature of the surface spectrum of Bi-terminated Bi2O2Se
[Fig. 2(a)] is the formation of two surface states in the bulk
gap. A pair of parabolic surface states residing at the �̄ point
of the spectrum calculated with switched-off SOI [see the
right inset in Fig. 2(a)] acquires sizable Rashba spin splitting
when the SOI is switched on. Being split off the CB bottom,
which is composed of Bi pz orbitals at �̄, these states have
the same orbital character. The lower Rashba state is formed
by pz orbitals of the outermost Bi plane [Fig. 3(a)], while the
second Rashba-split band is contributed by pz orbitals of the
second and third Bi atomic layers [Fig. 3(b)]. Without taking
into account the SOI the M̄ surface states are degenerate. The
SOI lifts the degeneracy of the M̄ states in such a way that
one band is raised while another falls, and the resultant two
bands at −0.06 and −0.39 eV have j = 1/2 and j = 3/2
characters, respectively. However, these states are almost spin
degenerate near the M̄ point. The orbital character of the
surface states also explains the negligible spin splitting near
the M̄ point where these split-off states are determined by
the px,y orbitals of Bi atoms of the first and second trilayers
[Fig. 3(c)], which are less susceptible to the formation of
orbital angular momentum, responsible for the formation of
Rashba-type surface band splitting [81]. The small energy
splitting of the surface bands when k deviates from M̄ may
also be determined by the hopping integrals between the Bi
p orbitals rather than the strength of SOI, as suggested in
Ref. [82]. A similar surface band structure is observed on the
Bi-terminated surface of Bi2O2Te [Fig. 2(c)], where, however,
due to the smaller gap (and a bit larger potential bending)
the lower �̄ Rashba state turns out to be immersed in the
bulk VB continuum. The Rashba parameters of the upper �̄

surface state (αR equals 0.34 eV Å in Bi2O2Se and 0.55 eV Å
in Bi2O2Te) are about 2.5–3 times larger than those of the
lower one (0.15 and 0.19 eV Å in Bi2O2Se and Bi2O2Te, re-
spectively) in both compounds. These Rashba parameters are
much smaller than those calculated for BiTeX surfaces (1.78–
3.50 eV Å [8,10,13]); however, they are comparable to Rashba
splitting in 2D conduction band surface states measured on
an aged Bi2Se3 surface (different fitting procedures for the
ARPES-measured bands gave a Rashba splitting parameter
varying from 0.36 to 1.35 eV Å [83]) and those calculated for
Bi2Se3 (0.14–0.24 eV Å [84]) and Bi2Te3 (0.17–0.50 eV Å
[84]) surfaces.

On the Ch terminations the surface band structures of
Bi2O2Se [Fig. 2(b)] and Bi2O2Te [Fig. 2(d)] are noticeably
different. Although in both cases the surface is negatively
charged and in deep layers overall positive potential bending
is observed [Fig. 2(f)] for both Bi2O2Se and Bi2O2Te, in the
outermost layers the behavior of �V is different. In the Te-
terminated surface of Bi2O2Te the potential bending is posi-
tive like in the deep layers, whereas �V on the Se-terminated
surface of Bi2O2Se demonstrates the opposite slope. The dif-
ference in the surface potential bending is related to different
surface relaxations of the surface Ch-Bi interlayer spacing,
which demonstrates only 2% contraction for Te and 19% for
the smaller Se atom. The deeper interlayer relaxations are
almost the same: The Bi-O interlayer relaxation equals +7%
and +9% for Bi2O2Te and Bi2O2Se, respectively; the next
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FIG. 2. Surface electronic structure and spin polarization of the polar (a,c) Bi- and (b,d) Ch-terminated surfaces of (a,b) Bi2O2Se and
(c,d) Bi2O2Te. Red (blue) circles represent the positive (negative) sign of the in-plane spin component for localized states. The left inset
in (a) shows the surface Brillouin zone (SBZ) with an indication of directions of positive and negative in-plane spin components for each
high-symmetry line of the irreducible part of the SBZ. Right insets in (a) and (b) demonstrate the surface spectra of Bi2O2Se with switched-off
SOI. Potential difference �V = Vslab − Vbulk for (e) Bi- and (f) Ch-terminated surfaces. Zero plane corresponds to the center of the slab.

O-Bi interlayer relaxation is −6% for both compounds, etc.
On the Se-terminated surface of Bi2O2Se a bunch of spin-split
localized states appear only in close proximity to the bulk
valence band [Fig. 2(b)]. At the �̄ point only one Rashba-like
state completely resides in the gap. This state is composed
of the pz orbitals of Se atoms of the first layer as well as of

the deeper second and third Se layers [Fig. 3(d)], and hence,
it penetrates to nine atomic layers. Moving away from the
Brillouin zone center towards X̄ and M̄, this state (both spin
branches) becomes more localized, and in the middle of the
�̄-M̄(X̄) direction it is localized completely within the surface
Se layer, acquiring mixed pxyz character [Fig. 3(e)]. On the
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(a) (b) (c) (d) (e) (f) (g)

FIG. 3. Charge density distribution of the (a) lower and (b) upper Rashba surface states on the Bi-terminated surface of Bi2O2Se at the �̄

point and (c) the lower state at the M̄ point. Charge density of the upper Rashba state on the Se-terminated surface (d) at the �̄ point and (e) in
the middle of the �̄-M̄ direction and the charge density distribution on the Te-terminated surface at the (f) �̄ and (g) M̄ points.

Te-terminated surface of Bi2O2Te [Fig. 2(d)] the huge positive
potential bending splits off a number of surface states from
the valence band so that the upper one completely overlies the
bulk gap. This state is strongly localized in the outermost Te
layer and is determined by the Te pxy orbitals [Fig. 3(f)] at
�̄. The lack of pz contribution is responsible for the absence
of spin texture at the �̄ point in this case. In contrast, at the
M̄ point the state is composed solely of pz orbitals of the
outermost Te layer [Fig. 3(g)] and demonstrates pronounced
spin texture.

2. Nonpolar 4 × 1 reconstructed surfaces

As shown earlier [53], the Bi-Se interlayer interaction
along the c axis is much weaker than the Bi-O bonds in the
Bi-O2-Bi trilayers. Hence, the cleavage of the Bi2O2Se crystal
must occur in such a way that the atoms of the Se layer will
be separated into two new surfaces like in other materials
with charged layers [85,86]. A certain atomic structure of the
cleaved Bi2O2Se surface was revealed by the scanning tun-
neling microscopy measurements [61]. It was demonstrated
that the cleavage surface of a single Bi2O2Se crystal shows
large, flat terraces with a step height of ≈0.61 nm (c/2).
At the same time each terrace demonstrates a complicated
parquetlike surface topography composed of a mixture of
perpendicularly oriented (rotationally equivalent) 4 × 1 and
1 × 4 domains. These domains occur as a result of cleavage
when the each half of Se atomic layers is attached to opposite
cleavage planes, as required by the charge-neutral conditions,
and Se atoms form the rows of dimers. This atomic structure
of the Bi2O2Se cleavage surface was corroborated by the DFT
total energy calculation and Monte Carlo simulation [61]. The
relaxed surface structure of the Bi2O2Se 4 × 1 slab which has
50:50 Se-Bi surface termination is shown in Fig. 4(a). The
calculated work function for the nonpolar Bi2O2Se surface
is close to the average work functions for corresponding Bi-
and Se-terminated surfaces and equals 4.68 eV (4.82 eV is
the average value for work functions of the Bi2O2Se polar
surfaces). To explore the nonpolarity of the 4 × 1 surface we
integrated the slab electrostatic potential separately for the
areas with Bi and Se terminations and subtracted the bulk

potential. As can be seen in Fig. 4(b), unlike polar Bi- and
Ch-terminated surfaces, here for both areas �V in deep layers
shows neither positive nor negative bending. In addition, the
potential on the outer Se half layer has a value only 0.2 eV
less than in the bulk. The largest perturbations in the potential
occur in the Bi layer. They are of opposite sign in the Bi-
terminated area and where the Bi atomic layer lies under the
Se dimer, so they nearly completely compensate each other,
as clearly seen from the �Vtot behavior.

The surface band structure of the Bi2O2Se surface with
mixed Se-Bi termination calculated along the Ȳ′-�̄-X̄′ direc-
tions of the 4 × 1 folded surface Brillouin zone is shown in
Fig. 4(c). In contrast to the charged surfaces the spectrum of
nonpolar 4 × 1 Bi2O2Se does not possess surface states at the
Fermi level. The arising localized spin-split states are mostly
located within bulk VB and CB areas. Only two completely
occupied surface states lie above the projection of the bulk VB
at the �̄ point, and both demonstrate only small Rashba-like
splitting. The lower one is localized on the Se dimer row and
determined by px orbitals [Fig. 4(d)], while the upper state
is composed primarily of the py orbitals of Se atoms lying
beneath the Bi-O2-Bi trilayer forming the Bi-terminated area
of the surface [Fig. 4(e)].

In order to compare the calculated band structure with
earlier presented ARPES spectra [53,61] for the Bi2O2Se
cleavage surfaces, we have applied to the former a band
unfolding technique [87,88] to obtain the band structure along
the X̄-�̄-X̄ direction of the original 1 × 1 surface Brillouin
zone (BZ). This unfolded spectrum [Fig. 4(f)] demonstrates a
clear resemblance to the experimental ARPES band structure
in part of the bulk bands, whereas in the �̄ valley of the VB
the only blurring area of significantly lower intensity is visible
in the experiment instead of occupied surface states obtained
from the calculation. We can attribute this discrepancy to the
more complicated surface structure of the real surface, which
is a mixture of rotational domains and not a perfect 4 × 1
reconstruction.

Constructing the 4 × 1 slab for Bi2O2Te, which we sup-
pose should have the same structure of the cleavage surface
as Bi2O2Se, we calculated band structure for its nonpolar
surface. Like in the case of the 4 × 1 reconstructed Bi2O2Se,
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FIG. 4. (a) Side view of the relaxed 4 × 1 reconstructed structure of Bi2O2Se. (b) �V for Bi- and Se-terminated areas of the nonpolar
Bi2O2Se surface and �Vtot . (c) Spin-resolved surface spectrum of nonpolar Bi2O2Se calculated within the 4 × 1 Brillouin zone; the inset
shows the original 1 × 1 and folded 4 × 1 BZs (black and red, respectively). Charge density distribution of the (d) lower and (e) upper surface
states at the �̄ point. (f) Unfolded spectrum along the X̄-�̄-X̄ direction of the 1 × 1 BZ.

the spectrum shows no localized states at the Fermi level
and holds two occupied surface states above the VB edge at
the �̄ point [Fig. 5(a)] which are best seen in the unfolded
spectrum [Fig. 5(c)]. The Rashba splitting in these states is
noticeably larger than that of the 4 × 1 Bi2O2Se owing to
larger atomic spin-orbit coupling on the heavier Te atom,
while their splitting from the VB edge is smaller. The latter
is a consequence of weaker disturbance of the surface po-
tential [Fig. 5(b)] than in the case of the Bi2O2Se nonpolar
surface.

To illustrate the importance of knowledge of the atomic
structure of the cleavage surface we also calculated the
Bi2O2Te surface spectrum for the slab with

√
2 × √

2 recon-
struction, where one of two surface Te atoms was removed.
Such a reconstruction represents the simplest nonpolar surface
with 50:50 Bi-Te surface termination. However, in contrast to
the 4 × 1 reconstruction, it does not contain Ch rows in the
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FIG. 5. (a) Spin-resolved surface spectrum of nonpolar Bi2O2Te
calculated within the 4 × 1 Brillouin zone. (b) �V of the nonpolar
Bi2O2Te surface. (c) Unfolded spectrum along the X̄-�̄-X̄ direction
of the 1 × 1 BZ.

topmost layer but has isolated Ch atoms. The unfolded spec-
trum along the X̄-�̄-X̄ direction of the 1 × 1 surface Brillouin
zone is demonstrated in Fig. 6(a). Owing to nonpolarity of the
surface, like in the 4 × 1 case, there are no metallic states in
the spectrum. However, the dispersion of the observed spin-
split states is different. For example, instead of two holelike
Rashba states at the �̄ point on the 4 × 1 surface, a single
almost dispersionless spin-split band arises below the Fermi
level. In addition, its orbital symmetry is different. Unlike
px (py) surface states on the 4 × 1 reconstructed surface, this
state is composed of pz orbitals of the outermost isolated Te
atoms [Fig. 6(b)]. The geometry of the cleavage surface also
affects the work function. On the 4 × 1 surface it, like in the
Bi2O2Se case, is only a bit smaller than the average work
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FIG. 6. (a) Unfolded spectrum for nonpolar Bi2O2Te with the√
2 × √

2 reconstruction and (b) charge density distribution of the
occupied spin-split surface state at the �̄ point.
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functions for Bi- and Te-terminated surfaces (4.50 eV), being
equal of 4.42 eV, whereas on the

√
2 × √

2 surface it is much
smaller, 4.13 eV.

IV. CONCLUSIONS

In summary, by using first-principles calculations we
have examined the surface band structure of the polar un-
reconstructed Bi- and Ch-terminated surfaces of Bi2O2Ch
(Ch = Te, Se), which are realized on nanoplates grown by
chemical vapor deposition and nonpolar reconstructed sur-
faces arising on the cleavage plane of single crystals. We
have revealed that both unreconstructed and reconstructed
surfaces possess the Rashba-type spin-split surface states. On
the polar surfaces, owing to huge surface potential bending,
the metallic Rashba states arise in the bulk band gap. These
states emerge due to trapping of the valence (on the nega-
tively charged Ch-terminated surfaces) or conduction (on the
positively charged Bi-terminated surfaces) band electrons in
the surface potential well. On the nonpolar Bi2O2Ch cleavage
surfaces with mixed Bi/Ch termination the deep penetrating
surface potential bending is absent, and all emerging surface
states are occupied (unoccupied), lying mostly within VB
(CB) bulk areas. The dispersion of the surface states depends

crucially on the geometry of the nonpolar surface. On the 4 ×
1 reconstruction, which was experimentally established as the
stable structure for the Bi2O2Ch(001) cleavage surface, two
Rashba-split states are located above the bulk VB edge in the
�̄ valley of both Bi2O2Se and Bi2O2Te, and their Rashba split-
ting depends on the Ch species, being larger for heavier Ch.
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