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#### Abstract

Our main result is an abstract good- $\lambda$ inequality that allows us to consider three self-improving properties related to oscillation estimates in a very general context. The novelty of our approach is that there is one principle behind these self-improving phenomena. First, we obtain higher integrability properties for functions belonging to the so-called John-Nirenberg spaces. Second, and as a consequence of the previous fact, we present very easy proofs of some of the selfimproving properties of the generalized Poincaré inequalities studied by B. Franchi, C. Pérez and R. Wheeden in [9], and by P. MacManus and C. Pérez in [21]. Finally, we show that a weak Gurov-Reshetnyak condition implies higher integrability with asymptotically sharp estimates. We discuss these questions both in Euclidean spaces with dyadic cubes and in spaces of homogeneous type with metric balls. We develop new techniques that apply to more general oscillations than the standard mean oscillation and to overlapping balls instead of dyadic cubes.
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## 1. Motivation: self-improving phenomena

It is well-known that the Sobolev-Poincaré inequality

$$
\begin{equation*}
f_{Q}\left|f(x)-f_{Q}\right| d x \lesssim \ell(Q)\left(f_{Q}|\nabla f(x)|^{p} d x\right)^{1 / p} \tag{1.1}
\end{equation*}
$$

encodes a self-improvement in the local integrability of $f$. Indeed, the previous estimate is meaningful provided $f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ and $\nabla f \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{n}\right)$ and it implies

$$
\begin{equation*}
\left(f_{Q}\left|f(x)-f_{Q}\right|^{p^{*}} d x\right)^{1 / p^{*}} \lesssim \ell(Q)\left(f_{Q}|\nabla f(x)|^{p} d x\right)^{1 / p} \tag{1.2}
\end{equation*}
$$

with $p^{*}=p n /(n-p)$ for $1 \leq p<n$. If $p \geq n$ we obtain a similar estimate for any $p^{*} \in(1, \infty)$. Here $f_{Q}$ and the barred integral sign both denote the integral average and $\ell(Q)$ stands for the side length of a cube $Q$. Denoting the right-hand side of (1.1) by $a(Q)$, the inequality may be rewritten as

$$
\begin{equation*}
f_{Q}\left|f(x)-f_{Q}\right| d x \leq a(Q) \tag{1.3}
\end{equation*}
$$

In general, we may study generalized Poincaré inequalities of the form (1.3) with respect to an abstract functional $a$ acting on cubes. The inequality (1.1) above is one of the most relevant examples, but inequalities involving controlled oscillation appear frequently both in the Euclidean and non-Euclidean setting. For instance, the Sobolev-Poincaré inequality has an analogue in metric measure spaces (defined in terms of the so-called upper gradients) which has become a standard tool in the field, see [15].

A unified approach to the subject was first developed in [9], in the context of spaces of homogeneous type. They introduced a discrete summability condition $D_{p}$, which in the dyadic setting takes the following form. Given a cube $Q_{0}$, an exponent $p$ with $1<p<\infty$, and a functional $a: \mathcal{D}\left(Q_{0}\right) \rightarrow[0, \infty)$-here and elsewhere we will write $\mathcal{D}\left(Q_{0}\right)$ to denote the family of dyadic subcubes of $Q_{0}$ - we say that $a \in D_{p}^{\text {dyadic }}\left(Q_{0}\right)$, if there exists a constant $\|a\|$ such that for every $Q \in \mathcal{D}\left(Q_{0}\right)$, we have

$$
\sum_{i} a\left(Q_{i}\right)^{p}\left|Q_{i}\right| \leq\|a\|^{p} a(Q)^{p}|Q|
$$

whenever $\left\{Q_{i}\right\}_{i} \subset \mathcal{D}(Q)$ is a pairwise disjoint family. It was shown in [9] that if (1.3) holds for all $Q \in \mathcal{D}\left(Q_{0}\right)$ with $a \in D_{p}^{\text {dyadic }}\left(Q_{0}\right)$, then

$$
\begin{equation*}
\left\|f-f_{Q}\right\|_{L^{p, \infty}, Q} \lesssim\|a\| a(Q) \tag{1.4}
\end{equation*}
$$

for every $Q \in \mathcal{D}\left(Q_{0}\right)$. In the previous expression we have used the following notation: given a Banach function space $\mathbb{X}$ (e.g., $L^{p}, L^{p, \infty}$, etc.) and a cube $Q$, we write $\|f\|_{X, Q}=\|f\|_{X(Q, d x / Q)}$. Note that (1.4) and Kolmogorov's inequality imply

$$
\begin{equation*}
\left(f_{Q}\left|f(x)-f_{Q}\right|^{q} d x\right)^{1 / q} \lesssim\|a\| a(Q) \tag{1.5}
\end{equation*}
$$

for every $1 \leq q<p$. Thus, we have again a self-improvement phenomenon: a priori we only have $f \in L_{\mathrm{loc}}^{1}(\mathbb{R})$ and a posteriori we get $f \in L_{\mathrm{loc}}^{q}(\mathbb{R})$ for every $1 \leq q<p$. The results in [9] were extended and improved in [20,21] and we will further generalize them.

Another, apparently different, self-improvement takes place for the functions belonging to the John-Nirenberg spaces which are defined as follows. Given $f \in L^{1}\left(Q_{0}\right)$ and $1<p<\infty$, we say that $f \in J N_{p}^{\text {dyadic }}\left(Q_{0}\right)$ provided

$$
\|f\|_{J N_{p}^{\text {dyadic }}\left(Q_{0}\right)}:=\sup _{Q \in \mathcal{D}\left(Q_{0}\right)}\|f\|_{J N_{p}^{\text {dyadic }}, Q}<\infty,
$$

where

$$
\|f\|_{J N_{p}^{\text {dyadic }}, Q}:=\sup \left(\frac{1}{|Q|} \sum_{i}\left(f_{Q_{i}}\left|f(x)-f_{Q_{i}}\right| d x\right)^{p}\left|Q_{i}\right|\right)^{1 / p}
$$

and the supremum is taken over all pairwise disjoint subfamilies $\left\{Q_{i}\right\}_{i}$ of $\mathcal{D}(Q)$. These spaces first appeared in the celebrated paper of F. John and L. Nirenberg [13] and the space BMO can be seen as the limit case of $J N_{p}$ as $p \rightarrow \infty$, see also [7,11, 10]. It was shown in [13] that the space $J N_{p}\left(Q_{0}\right)$ embeds into $L^{p, \infty}\left(Q_{0}\right)$, which again amounts to improvement in the order of integrability of $f$. We shall show that $J N_{p}$ spaces and generalized Poincaré inequalities are closely connected. In particular, the embedding $J N_{p}\left(Q_{0}\right) \hookrightarrow L^{p, \infty}\left(Q_{0}\right)$ easily implies some of the known self-improvement results for generalized Poincaré inequalities, including (1.4).

The last example of self-improvement that we consider is given by the Gurov-Reshetnyak condition, first introduced in the context of quasiconformal mappings, see [12, 14, 23]. For a non-negative function $w \in L^{1}\left(Q_{0}\right)$ (called a weight), we write $w \in$ $G R_{\varepsilon}^{\text {dyadic }}\left(Q_{0}\right)$, where $0<\varepsilon<2$, if

$$
\begin{equation*}
f_{Q}\left|w(x)-w_{Q}\right| d x \leq \varepsilon w_{Q} \tag{1.6}
\end{equation*}
$$

for every $Q \in \mathcal{D}\left(Q_{0}\right)$. This condition implies that $w \in L^{p_{\varepsilon}}\left(Q_{0}\right)$ for some $p_{\varepsilon}>1$, see $[1,5,6,16,17,18,19,22,23]$. The main point of interest here is that $p_{\varepsilon} \rightarrow+\infty$ as $\varepsilon \rightarrow 0^{+}$. While (1.6) is of the form (1.3), the results in [9, 20, 21] do not provide any non-trivial information about the class $G R_{\varepsilon}^{\text {dyadic }}\left(Q_{0}\right)$. This is because $a(Q)=\varepsilon w_{Q}$ only satisfies $D_{p}$ with $p=1$ (see [21, p. 3]). However, our approach applies to Gurov-Reshetnyak weights as well.

The novelty of our approach is to show that there is one principle behind these selfimprovement phenomena: they all (and much more) can be derived from a single abstract good- $\lambda$ inequality, which is a refined local version of the two-parameter good- $\lambda$ inequalities considered [3].

In Part 1 we consider the dyadic (and local) case, and the related good- $\lambda$ inequality is contained in Theorem 2.1. Our first set of applications (see Section 3) contains the examples of self-improving estimates pointed out above. We first obtain an embedding of the John-Nirenberg space into the corresponding weak Lebesgue space. Second we show how this embedding easily gives some of the Franchi-Pérez-Wheeden self-improvements in [9, 21]. Finally, we frame the Gurov-Reshetnyak condition into our good $-\lambda$ inequality to obtain the asymptotic higher integrability. We would like to emphasize that these applications are straightforward once the good- $\lambda$ result is available.

Another important feature of our good- $\lambda$ inequality is that we can consider different oscillations, that is, $\left|f(x)-f_{Q}\right|$ may be replaced by $\left|f(x)-A_{Q} f(x)\right|$, where $A_{Q}$ is a local operator. In Section 4 we elaborate on this and obtain self-improvements for new John-Nirenberg, Franchi-Pérez-Wheeden and Gurov-Reshetnyak conditions written in terms of these local oscillations.

In Part 2 we consider the corresponding problems but in the setting of spaces of homogeneous type, that is, in metric spaces endowed with a doubling measure. We obtain a local good- $\lambda$ inequality (see Section 6), which is applied to the self-improving properties. We consider more general John-Nirenberg, Franchi-Pérez-Wheeden and Gurov-Reshetnyak conditions which are natural when working with the metric balls. We would like to emphasize that in contrast with Part 1, where cubes can be nicely decomposed as a union of non-overlapping cubes, in Part 2, coverings are made with balls. This creates both overlap and "increases the support" (that is, instead of working in a given ball $B$ we have to consider the dilated ball $(1+\gamma) B)$.

Good- $\lambda$ inequalities typically lead to weighted and unweighted estimates. In this paper we will only consider unweighted estimates for the sake of conciseness. The corresponding weighted norm inequalities with Muckenhoupt weights will be treated elsewhere.

## Part 1. The Euclidean setting: dyadic cubes

## 2. The Good $\lambda$ Inequality

The main result in this section is an abstract local good- $\lambda$ inequality written in terms of dyadic cubes. To set the stage, we fix a cube $Q_{0} \subset \mathbb{R}^{n}$. We recall that $\mathcal{D}\left(Q_{0}\right)$ stands for the set of dyadic subcubes of $Q_{0}$. If $Q \in \mathcal{D}\left(Q_{0}\right) \backslash\left\{Q_{0}\right\}$ we write $\widehat{Q}$ for the dyadic parent of $Q$, that is, the unique $\widehat{Q} \in \mathcal{D}\left(Q_{0}\right)$ with side length $\ell(\widehat{Q})=2 \ell(Q)$. Let $\mathcal{M}_{Q_{0}}$ denote the local dyadic maximal operator

$$
\mathcal{M}_{Q_{0}} f(x)=\sup _{x \in Q \in \mathcal{D}\left(Q_{0}\right)} f_{Q}|f(y)| d y
$$

We are now ready to state our good- $\lambda$ inequality which is a refined local version of the two-parameter good- $\lambda$ inequalities considered in [3]. The proof is postponed until Section 5.

Theorem 2.1. Fix a cube $Q_{0} \subset \mathbb{R}^{n}$ and let $0 \leq F \in L^{1}\left(Q_{0}\right)$. Assume that there are constants $\Theta \geq 1$ and $0 \leq \delta<2^{-1}$ such that for every $Q \in \mathcal{D}\left(Q_{0}\right) \backslash\left\{Q_{0}\right\}$ there exist non-negative functions $\bar{H}^{Q}, G^{Q}$ and a constant $g^{Q} \geq 0$ satisfying
(i) $F(x) \leq G^{Q}(x)+H^{Q}(x)$ for a.e. $x \in Q$,
(ii) $\left\|H^{Q}\right\|_{L^{\infty}(Q)} \leq \Theta f_{\widehat{Q}} F(x) d x$,
(iii) $f_{Q} G^{Q}(x) d x \leq \delta f_{\widehat{Q}} F(x) d x+g^{Q}$.

## Define

$$
G_{Q_{0}}^{*}(x):=\sup _{x \in Q \in \mathcal{D}\left(Q_{0}\right)} g^{Q} .
$$

Given $\lambda \geq f_{Q_{0}} F(x) d x$, for every $K>\Theta$ and $0<\gamma<1$ we have

$$
\begin{equation*}
\left|\left\{x \in Q_{0}: \mathcal{M}_{Q_{0}} F(x)>K \lambda, G_{Q_{0}}^{*}(x) \leq \lambda \gamma\right\}\right| \leq \frac{\delta+\gamma}{K-\Theta}\left|\left\{x \in Q_{0}: \mathcal{M}_{Q_{0}} F(x)>\lambda\right\}\right| \tag{2.2}
\end{equation*}
$$

Let $1<p<1+\frac{\log (1 /(2 \delta))}{\log (2 \Theta)}$ (notice that if $\delta=0$ we can take any $p>1$ ), then

$$
\begin{equation*}
\|F\|_{L^{p, \infty}, Q_{0}} \leq\left\|\mathcal{M}_{Q_{0}} F\right\|_{L^{p, \infty}, Q_{0}} \leq C_{p, \Theta, \delta}\left\|G_{Q_{0}}^{*}\right\|_{L^{p, \infty}, Q_{0}}+C_{p, \Theta, \delta} f_{Q_{0}} F(x) d x \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\|F\|_{L^{p}, Q_{0}} \leq\left\|\mathcal{M}_{Q_{0}} F\right\|_{L^{p}, Q_{0}} \leq C_{p, \Theta, \delta}\left\|G_{Q_{0}}^{*}\right\|_{L^{p}, Q_{0}}+C_{p, \Theta, \delta} f_{Q_{0}} F(x) d x \tag{2.4}
\end{equation*}
$$

Note that (2.3) and (2.4) are non-trivial only if $p>1$, that is why we only consider this range.

Assuming this result we are going to derive applications to the John-Nirenberg, Franchi-Pérez-Wheeden and Gurov-Reshetnyak conditions. We have split these in two sections: one where we use "classical" oscillations (see Section 3) and another where we use some "generalized oscillations" (see Section 4).

## 3. Applications I: Classical oscillations

As an application of Theorem 2.1 we shall give new transparent and simple proofs of three known results, see Corollaries 3.3, 3.5 and 3.10 below.
3.1. John-Nirenberg spaces. We first recall the definition of the John-Nirenberg space. Let $1<p<\infty$. For a cube $Q \subset \mathbb{R}^{n}$ and $f \in L^{1}(Q)$, we denote

$$
\begin{align*}
\|f\|_{J N_{p}^{\text {dyadic }}, Q}:=\sup \left(\frac{1}{|Q|} \sum_{i}( \right. & \left.\left.f_{Q_{i}}\left|f(x)-f_{Q_{i}}\right| d x\right)^{p}\left|Q_{i}\right|\right)^{1 / p}  \tag{3.1}\\
& =\sup \left\|\sum_{i}\left(f_{Q_{i}}\left|f(x)-f_{Q_{i}}\right| d x\right) \chi_{Q_{i}}\right\|_{L^{p}, Q}
\end{align*}
$$

where the suprema are taken over all pairwise disjoint subfamilies $\left\{Q_{i}\right\}_{i}$ of $\mathcal{D}(Q)$.
Given a cube $Q_{0} \subset \mathbb{R}^{n}$, we say that $f \in J N_{p}^{\text {dyadic }}\left(Q_{0}\right)$, if $f \in L^{1}\left(Q_{0}\right)$ and

$$
\begin{equation*}
\|f\|_{J N_{p}^{\text {dyadic }}\left(Q_{0}\right)}:=\sup _{Q \in \mathcal{D}\left(Q_{0}\right)}\|f\|_{J N_{p}^{\text {dyadic }}, Q}<\infty . \tag{3.2}
\end{equation*}
$$

The next result gives the embedding $J N_{p}^{\text {dyadic }}(Q) \hookrightarrow L^{p, \infty}(Q)$.
Corollary 3.3. Given $1<p<\infty$, there exists a constant $C$ (depending only on $p$ and $n$ ) such that for every cube $Q \subset \mathbb{R}^{n}$ and $f \in L^{1}(Q)$, we have

$$
\begin{equation*}
\left\|f-f_{Q}\right\|_{L^{p, \infty}, Q} \leq C\|f\|_{J N_{p}^{\text {dyadic }}, Q} \tag{3.4}
\end{equation*}
$$

Proof. Fix $Q_{0} \subset \mathbb{R}^{n}$ and assume that $f \in L^{1}\left(Q_{0}\right)$ satisfies $\|f\|_{J N_{p}^{\text {dyadic }}, Q_{0}}<\infty$. We shall apply Theorem 2.1 to the function $F(x):=\left|f(x)-f_{Q_{0}}\right|$. Since $f$ belongs to $L^{1}\left(Q_{0}\right)$, so does $F$. Take $Q \in \mathcal{D}\left(Q_{0}\right) \backslash\left\{Q_{0}\right\}$ and write

$$
F(x)=\left|f(x)-f_{Q_{0}}\right| \leq\left|f(x)-f_{Q}\right|+\left|f_{Q}-f_{Q_{0}}\right|=: G^{Q}(x)+H^{Q}(x) .
$$

Note that

$$
\left\|H_{Q}\right\|_{L^{\infty}(Q)}=\left|f_{Q}-f_{Q_{0}}\right| \leq f_{Q}\left|f(x)-f_{Q_{0}}\right| d x \leq 2^{n} f_{\widehat{Q}} F(x) d x
$$

which is assumption (ii) in Theorem 2.1 with $\Theta=2^{n}$. Besides,

$$
f_{Q} G^{Q}(x) d x=f_{Q}\left|f(x)-f_{Q}\right| d x=: g^{Q},
$$

which is assumption (iii) in Theorem 2.1 with $\delta=0$. Note that

$$
G_{Q_{0}}^{*}(x)=\sup _{x \in Q \in \mathcal{D}\left(Q_{0}\right)} g^{Q}=\sup _{x \in Q \in \mathcal{D}\left(Q_{0}\right)} f_{Q}\left|f(x)-f_{Q}\right| d x=\mathcal{M}_{Q_{0}}^{\#} f(x),
$$

which is the dyadic and localized sharp maximal function. We can then apply Theorem 2.1 (with any $p>1$ since $\delta=0$ ) and obtain

$$
\begin{aligned}
\left\|f-f_{Q_{0}}\right\|_{L^{p, \infty}, Q_{0}} & \lesssim\left\|G_{Q_{0}}^{*}\right\|_{L^{p, \infty}, Q_{0}}+F_{Q_{0}} \\
& =\left\|\mathcal{M}_{Q_{0}}^{\#} f\right\|_{L^{p, \infty}, Q_{0}}+f_{Q_{0}}\left|f(x)-f_{Q_{0}}\right| d x \leq 2\left\|\mathcal{M}_{Q_{0}}^{\#} f\right\|_{L^{p, \infty}, Q_{0}}
\end{aligned}
$$

This is a well-known inequality, and Theorem 2.1 is partly motivated by it. Once we have that, we obtain the desired embedding by a standard stopping-time argument.

Consider the distribution set $\Omega_{\lambda}=\left\{x \in Q_{0}: \mathcal{M}_{Q_{0}}^{\#} f(x)>\lambda\right\}$ with $\lambda>0$. First consider the case

$$
\lambda \geq \lambda_{0}:=f_{Q_{0}}\left|f(x)-f_{Q_{0}}\right| d x
$$

Subdivide dyadically $Q_{0}$ and stop whenever

$$
f_{Q}\left|f(x)-f_{Q}\right| d x>\lambda
$$

This defines a family of Calderón-Zygmund cubes $\left\{Q_{i}\right\}_{i} \subset \mathcal{D}\left(Q_{0}\right) \backslash\left\{Q_{0}\right\}$ which are maximal, and therefore pairwise disjoint, with respect to the stopping criterion. By our choice of $\lambda$ they are proper subcubes of $Q_{0}$. Notice that $\Omega_{\lambda}=\cup_{i} Q_{i}$. Then, using that $Q_{i}$ is one of the stopping cubes we have

$$
\lambda^{p} \frac{\left|\Omega_{\lambda}\right|}{\left|Q_{0}\right|}=\frac{\lambda^{p}}{\left|Q_{0}\right|} \sum_{i}\left|Q_{i}\right|=\frac{1}{\left|Q_{0}\right|} \sum_{i}\left(f_{Q_{i}}\left|f(x)-f_{Q_{i}}\right| d x\right)^{p}\left|Q_{i}\right| \leq\|f\|_{J N_{p}^{\text {dyadic }}, Q_{0}}^{p},
$$

since $\left\{Q_{i}\right\}_{i} \subset \mathcal{D}\left(Q_{0}\right)$ is a pairwise disjoint family.
Consider now the case $0<\lambda \leq \lambda_{0}$ and note that by definition of the $J N_{p}^{\text {dyadic }}$ norm we immediately have

$$
\lambda^{p} \frac{\left|\Omega_{\lambda}\right|}{\left|Q_{0}\right|} \leq \lambda^{p} \leq\left(f_{Q_{0}}\left|f(x)-f_{Q_{0}}\right| d x\right)^{p} \leq\|f\|_{J N_{p}^{\text {dyadic }}, Q_{0}}^{p} .
$$

Gathering the two cases and taking the supremum in $\lambda>0$, we conclude that

$$
\left\|\mathcal{M}_{Q_{0}}^{\#} f\right\|_{L^{p, \infty}, Q_{0}} \leq\|f\|_{J N_{p}^{\text {dyadic }}, Q_{0}}
$$

and thus

$$
\left\|f-f_{Q_{0}}\right\|_{L^{p, \infty}, Q_{0}} \lesssim\left\|\mathcal{M}_{Q_{0}}^{\#} f\right\|_{L^{p, \infty}, Q_{0}} \leq\|f\|_{J N_{p}^{\text {dyadic }}, Q_{0}} .
$$

In the previous proof we have obtained

$$
\left\|f-f_{Q_{0}}\right\|_{L^{p, \infty}, Q_{0}} \lesssim\left\|\mathcal{M}_{Q_{0}}^{\#} f\right\|_{L^{p, \infty}, Q_{0}} \leq\|f\|_{J N_{p}^{\text {dyadic }}, Q_{0}}
$$

and one may ask whether we can reverse any of the previous inequalities. Since $1<p<\infty$ we have that $\mathcal{M}_{Q_{0}}$ is bounded on $L^{p, \infty}\left(Q_{0}\right)$ and therefore

$$
\left\|\mathcal{M}_{Q_{0}}^{\#} f\right\|_{L^{p, \infty}, Q_{0}} \leq 2\left\|\mathcal{M}_{Q_{0}}\left(f-f_{Q_{0}}\right)\right\|_{L^{p, \infty}, Q_{0}} \lesssim\left\|f-f_{Q_{0}}\right\|_{L^{p, \infty}, Q_{0}} .
$$

On the other hand, in general the inclusion $J N_{p}^{\text {dyadic }}\left(Q_{0}\right) \hookrightarrow L^{p, \infty}\left(Q_{0}\right)$ is strict. In $\mathbb{R}$ we take $Q_{0}=[0,1)$ and $f(x)=x^{-1 / p} \chi_{Q_{0}}(x)$. It is straightforward to see that $f \in L^{p, \infty}\left(Q_{0}\right)$ but $f \notin J N_{p}^{\text {dyadic }}\left(Q_{0}\right)$. For the details we refer to [2].
3.2. Franchi-Pérez-Wheeden self-improvement. Let us consider a functional $a: \mathcal{D}\left(Q_{0}\right) \longrightarrow[0, \infty)$. For $1<p<\infty$ and $Q \in \mathcal{D}\left(Q_{0}\right)$ we set

$$
\|a\|_{D_{p}, Q}=\frac{1}{a(Q)} \sup \left(\frac{1}{|Q|} \sum_{i} a\left(Q_{i}\right)^{p}\left|Q_{i}\right|\right)^{1 / p}=\sup \frac{\left\|\sum_{i} a\left(Q_{i}\right) \chi_{Q_{i}}\right\|_{L^{p}, Q}}{\left\|a(Q) \chi_{Q}\right\|_{L^{p}, Q}}
$$

where the suprema are taken over all pairwise disjoint families $\left\{Q_{i}\right\}_{i} \subset \mathcal{D}(Q)$. We say that $a \in D_{p}^{\text {dyadic }}\left(Q_{0}\right)$ provided

$$
\|a\|_{D_{p}^{\text {dyadic }}\left(Q_{0}\right)}:=\sup _{Q \in \mathcal{D}\left(Q_{0}\right)}\|a\|_{D_{p}, Q}<\infty .
$$

We are going to show that the following self-improvement result in [9] is a straightforward consequence of Corollary 3.3.
Corollary 3.5. Fix a cube $Q_{0} \subset \mathbb{R}^{n}$. Let $f \in L^{1}\left(Q_{0}\right)$ be such that

$$
\begin{equation*}
f_{Q}\left|f(x)-f_{Q}\right| d x \leq a(Q) \tag{3.6}
\end{equation*}
$$

for every $Q \in \mathcal{D}\left(Q_{0}\right)$. Here $a$ is a functional (depending possibly on $f$ ) as above. Let $1<p<\infty$. If $a \in D_{p}^{\text {dyadic }}\left(Q_{0}\right)$, then for every $Q \in \mathcal{D}\left(Q_{0}\right)$, we have

$$
\begin{equation*}
\left\|f-f_{Q}\right\|_{L^{p, \infty}, Q} \lesssim\|a\|_{D_{p}^{\text {dyadic }}\left(Q_{0}\right)} a(Q) . \tag{3.7}
\end{equation*}
$$

Proof. Fix $Q \in \mathcal{D}\left(Q_{0}\right)$ and observe that (3.6) implies

$$
\begin{aligned}
\|f\|_{J N_{p}^{\text {dyadic }}, Q} & =\sup _{\left\{Q_{i}\right\}_{i} \subset \mathcal{D}(Q)}\left(\frac{1}{|Q|} \sum_{i}\left(f_{Q_{i}}\left|f(x)-f_{Q_{i}}\right| d x\right)^{p}\left|Q_{i}\right|\right)^{1 / p} \\
& \leq \sup _{\left\{Q_{i}\right\}_{i} \subset \mathcal{D}(Q)}\left(\frac{1}{|Q|} \sum_{i} a\left(Q_{i}\right)^{p}\left|Q_{i}\right|\right)^{1 / p} \\
& \leq\|a\|_{D_{p}, Q} a(Q) \leq\|a\|_{D_{p}^{\text {dyadic }}\left(Q_{0}\right)} a(Q) .
\end{aligned}
$$

This and (3.4) immediately give

$$
\left\|f-f_{Q}\right\|_{L^{p, \infty}, Q} \lesssim\|f\|_{J N_{p}^{\text {dyadic }}, Q} \lesssim\|a\|_{D_{p}^{\text {dyadic }}\left(Q_{0}\right)} a(Q)
$$

Remark 3.8. In [21] exponential self-improvement results are obtained as follows. Assuming that $f$ satisfies (3.6) with $a$ quasi-increasing (i.e., $a\left(Q_{1}\right) \leq C_{a} a\left(Q_{2}\right)$ for $Q_{1} \subset Q_{2}$ and $\left.Q_{1}, Q_{2} \in \mathcal{D}\left(Q_{0}\right)\right)$, then

$$
\left\|f-f_{Q}\right\|_{\exp L, Q} \leq C a(Q)
$$

for every $Q \in \mathcal{D}\left(Q_{0}\right)$. As in the previous proof we can easily obtain such an estimate from the classical John-Nirenberg inequality:

$$
\begin{aligned}
\left\|f-f_{Q}\right\|_{\exp L, Q} \lesssim\|f\|_{\operatorname{BMO}^{\text {dyadic }}(Q)}=\sup _{Q^{\prime} \in \mathcal{D}(Q)} f_{Q^{\prime}} \mid f(x)- & f_{Q^{\prime}} \mid d x \\
& \lesssim \sup _{Q^{\prime} \in \mathcal{D}(Q)} a\left(Q^{\prime}\right) \leq C_{a} a(Q)
\end{aligned}
$$

3.3. Gurov-Reshetnyak classes. Our last application in classical oscillations is a new proof of the self-improvement of the dyadic Gurov-Reshetnyak condition with the expected asymptotical behavior as $\varepsilon \rightarrow 0^{+}$. Recall that given $0 \leq w \in L^{1}\left(Q_{0}\right)$ we say that $w \in G R_{\varepsilon}^{\text {dyadic }}\left(Q_{0}\right)$, where $0<\varepsilon<2$, if

$$
\begin{equation*}
f_{Q}\left|w(x)-w_{Q}\right| d x \leq \varepsilon w_{Q} \tag{3.9}
\end{equation*}
$$

for every $Q \in \mathcal{D}\left(Q_{0}\right)$.
Corollary 3.10. Fix a cube $Q_{0} \subset \mathbb{R}^{n}$. If $w \in G R_{\varepsilon}^{\text {dyadic }}\left(Q_{0}\right)$ with $\varepsilon>0$ small enough (for instance, $\left.0<\varepsilon<2^{-(n+1)}\right)$, there exists $p(\varepsilon)>1$ such that for every $1 \leq p<p(\varepsilon)$,

$$
\begin{equation*}
\left(f_{Q}\left|w(x)-w_{Q}\right|^{p} d x\right)^{1 / p} \leq C \varepsilon w_{Q} \tag{3.11}
\end{equation*}
$$

for every $Q \in \mathcal{D}\left(Q_{0}\right)$, and where $C$ depends only $n$ and $p$. Moreover, $p(\varepsilon) \rightarrow \infty$ as $\varepsilon \rightarrow 0^{+}$. Therefore, $w \in R H_{p}^{\text {dyadic }}\left(Q_{0}\right)$ for every $1 \leq p<p(\varepsilon)$, that is, $w$ satisfies the reverse Hölder inequality

$$
\begin{equation*}
\left(f_{Q} w(x)^{p} d x\right)^{1 / p} \lesssim f_{Q} w(x) d x \tag{3.12}
\end{equation*}
$$

for every $Q \in \mathcal{D}\left(Q_{0}\right)$.
Proof. Clearly, it is enough to obtain (3.11) for $Q_{0}$ itself, since $G R_{\varepsilon}^{\text {dyadic }}\left(Q_{0}\right) \subset$ $G R_{\varepsilon}^{\text {dyadic }}(Q)$ for every $Q \in \mathcal{D}\left(Q_{0}\right)$. We wish to apply Theorem 2.1 to the function $F(x):=\left|w(x)-w_{Q_{0}}\right|$. For any $Q \in \mathcal{D}\left(Q_{0}\right) \backslash\left\{Q_{0}\right\}$ we have

$$
F(x)=\left|w(x)-w_{Q_{0}}\right| \leq\left|w(x)-w_{Q}\right|+\left|w_{Q}-w_{Q_{0}}\right|=: G^{Q}(x)+H^{Q}(x) .
$$

Note that

$$
\left\|H_{Q}\right\|_{L^{\infty}(Q)}=\left|w_{Q}-w_{Q_{0}}\right| \leq f_{Q}\left|w(x)-w_{Q_{0}}\right| d x \leq 2^{n} f_{\widehat{Q}} F(x) d x
$$

which gives (ii) in Theorem 2.1 with $\Theta=2^{n}$. By (3.9) we obtain

$$
f_{Q} G^{Q}(x) d x=f_{Q}\left|w(x)-w_{Q}\right| d x \leq \varepsilon w_{Q} \leq 2^{n} \varepsilon f_{\widehat{Q}} F(x) d x+\varepsilon w_{Q_{0}}
$$

which is (iii) in Theorem 2.1 with $\delta=2^{n} \varepsilon$ and $g^{Q}=\varepsilon w_{Q_{0}}$ and hence $G_{Q_{0}}^{*} \equiv \varepsilon w_{Q_{0}}$, a constant function. Assuming that $0<\varepsilon<2^{-(n+1)}$ (i.e., $0<\delta<2^{-1}$ ), set

$$
p(\varepsilon)=1+\frac{\log (1 /(2 \delta))}{\log (2 \Theta)}=\frac{1}{n+1} \frac{\log \left(\varepsilon^{-1}\right)}{\log 2}>1 .
$$

Observe that $p(\varepsilon) \rightarrow \infty$ as $\varepsilon \rightarrow 0^{+}$. If we now take $1 \leq p<p(\varepsilon)$, (2.4) gives as desired (3.11):

$$
\begin{aligned}
\left\|w-w_{Q_{0}}\right\|_{L^{p}, Q_{0}} \leq\left\|\mathcal{M}_{Q_{0}} F\right\|_{L^{p}, Q_{0}} \lesssim\left\|G_{Q_{0}}^{*}\right\|_{L^{p}, Q_{0}} & +F_{Q_{0}} \\
& =\varepsilon w_{Q_{0}}+f_{Q_{0}}\left|w-w_{Q_{0}}\right| d x \lesssim \varepsilon w_{Q_{0}}
\end{aligned}
$$

To complete the proof we just observe that (3.11) and the triangle inequality immediately imply (3.12).

Remark 3.13. An analogous argument gives a similar self-improvement for the weak dyadic Gurov-Reshetnyak condition

$$
f_{Q}\left|w(x)-w_{Q}\right| d x \leq \varepsilon w_{\widehat{Q}}
$$

for every $Q \in \mathcal{D}\left(Q_{0}\right) \backslash\left\{Q_{0}\right\}$, if $\varepsilon$ is small enough. Recall that $\widehat{Q}$ is the dyadic parent of $Q$. This weak condition will be studied in a more general setting in Part II.

## 4. Applications II: Generalized oscillations

Our next goal is to show that our good- $\lambda$ inequality allows us to consider other oscillations as well. We show that the previous applications can be translated into a new context, where the classical oscillation $f-f_{Q}$ is replaced by another oscillation $B_{Q} f$ satisfying some conditions. In the present situation, and in view of the local character of the good- $\lambda$ inequality, all operators will be local. This should be compared with [4], where non-local oscillations are considered.

Definition 4.1. Given a cube $Q_{0} \subset \mathbb{R}^{n}$ we say that the family $\mathbb{B}_{Q_{0}}:=\left\{B_{Q}\right\}_{Q \in \mathcal{D}\left(Q_{0}\right)}$ is a local oscillation if, after setting $A_{Q}:=I-B_{Q}$, the following conditions hold:
(a) For every $Q \in \mathcal{D}\left(Q_{0}\right), A_{Q}$ is a linear operator acting on functions in $L^{1}\left(Q_{0}\right)$.
(b) For every $Q \in \mathcal{D}\left(Q_{0}\right)$ we have

$$
\left\|A_{Q} f\right\|_{L^{\infty}(Q)} \leq C_{\mathbb{B}} f_{Q}|f(y)| d y
$$

(c) For every $Q_{1}, Q_{2} \in \mathcal{D}\left(Q_{0}\right)$ satisfying $Q_{1} \subset Q_{2}$ we have $B_{Q_{1}} A_{Q_{2}} f=0$ a.e. in $Q_{1}$ (equivalently, $A_{Q_{1}} A_{Q_{2}} f=A_{Q_{2}} f$ a.e. in $Q_{1}$ ).

Notice that (a) and (b) imply that $\left(A_{Q} f\right) \chi_{Q}=A_{Q}\left(f \chi_{Q}\right) \chi_{Q}$ and that is why we say that the family is local.
Example 1. Set $A_{Q} f=f_{Q} \chi_{Q}$ and $B_{Q}=I-A_{Q}$. Then $\mathbb{B}_{Q_{0}}:=\left\{B_{Q}\right\}_{Q \in \mathcal{D}\left(Q_{0}\right)}$ is clearly a local oscillation

Example 2. As in [9], for a fixed $m \geq 0$, we let $\mathcal{P}_{m}$ be the space of real-valued polynomials of degree at most $m$ which is generated by the linearly independent collection of polynomials $\mathcal{S}_{m}=\left\{x^{\alpha}\right\}_{|\alpha| \leq m}$ where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is a multi-index and $x^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}$. Let $Q_{0}$ be the cube with the center at the origin and side length 1 and endow $\mathcal{P}_{m}$ with the inner product

$$
\langle f, g\rangle_{Q_{0}}=f_{Q_{0}} f g d x=\int_{Q_{0}} f g d x
$$

Then $\left(\mathcal{P}_{m},\langle\cdot, \cdot\rangle_{Q_{0}}\right)$ is a finite-dimensional Hilbert space. Using the Gram-Schmidt methods on $\mathcal{S}_{m}$ we can find $\mathcal{B}_{m}=\left\{\varphi_{\alpha}\right\}_{|\alpha| \leq m}$, an orthonormal basis of $\left(\mathcal{P}_{m},\langle\cdot, \cdot\rangle_{Q_{0}}\right)$. Notice that since the space $\mathcal{P}_{m}$ is finite-dimensional, all norms on it are equivalent and therefore for every $\alpha$ with $|\alpha| \leq m$, we have

$$
\left\|\varphi_{\alpha}\right\|_{L^{\infty}\left(Q_{0}\right)} \leq C_{m}\left\|\varphi_{\alpha}\right\|_{L^{2}, Q_{0}}=C_{m}\left\langle\varphi_{\alpha}, \varphi_{\alpha}\right\rangle_{Q_{0}}=C_{m}
$$

Let $Q$ be an arbitrary cube centered at $x_{Q}$ and whose side length is $\ell(Q)$. We set $\varphi_{\alpha}^{Q}(x)=\varphi\left(\left(x-x_{Q}\right) / \ell(Q)\right)$ for every $x \in Q$. It is straightforward to show that $\mathcal{B}_{m}^{Q}=\left\{\varphi_{\alpha}^{Q}\right\}_{|\alpha| \leq m}$ is an orthonormal basis of the finite-dimensional $\left(\mathcal{P}_{m},\langle\cdot, \cdot\rangle_{Q}\right)$ where the inner product is now

$$
\langle f, g\rangle_{Q}=f_{Q} f g d x
$$

Also, it is trivial to check that for every $\alpha$ with $|\alpha| \leq m$, we have

$$
\begin{equation*}
\left\|\varphi_{\alpha}^{Q}\right\|_{L^{\infty}(Q)}=\left\|\varphi_{\alpha}\right\|_{L^{\infty}\left(Q_{0}\right)} \leq C_{m} . \tag{4.2}
\end{equation*}
$$

We now set

$$
A_{Q} f(x)=\sum_{|\alpha| \leq m}\left\langle f, \varphi_{\alpha}^{Q}\right\rangle_{Q} \varphi_{\alpha}^{Q}(x) \chi_{Q}(x)
$$

We shall see that if $B_{Q}=I-A_{Q}$, then $\mathbb{B}_{Q_{0}}=\left\{B_{Q}\right\}_{Q \in \mathcal{D}\left(Q_{0}\right)}$ is a local oscillation. Notice that (4.2) implies that $A_{Q}$ is a linear operator, well-defined for every $f \in$ $L^{1}\left(Q_{0}\right)$ and it satisfies

$$
\begin{aligned}
&\left\|A_{Q} f\right\|_{L^{\infty}(Q)} \leq \sum_{|\alpha| \leq m}\left|\left\langle f, \varphi_{\alpha}^{Q}\right\rangle_{Q}\right|\left\|\varphi_{\alpha}^{Q}\right\|_{L^{\infty}(Q)} \\
& \leq \sum_{|\alpha| \leq m}\left\|\varphi_{\alpha}^{Q}\right\|_{L^{\infty}(Q)}^{2} f_{Q}|f(y)| d y \leq C_{m}^{\prime} f_{Q}|f(y)| d y
\end{aligned}
$$

We finally check the item (c). We notice that $A_{Q}$ is a projection from $L^{2}(Q)$ onto the collection of polynomials of $\mathcal{P}_{m}$ restricted to $Q$. In particular, if $\pi \in \mathcal{P}_{m}$ then $A_{Q} \pi=\pi \chi_{Q}$. Thus, if $Q_{1}, Q_{2} \in \mathcal{D}\left(Q_{0}\right)$ with $Q_{1} \subset Q_{2}$, we have that $A_{Q_{2}} f=\pi_{f} \chi_{Q_{2}}$ with $\pi_{f} \in \mathcal{P}_{m}$, and, for every $x \in Q_{1}$,

$$
A_{Q_{1}} A_{Q_{2}} f(x)=A_{Q_{1}}\left(\pi_{f} \chi_{Q_{2}}\right)(x)=A_{Q_{1}}\left(\pi_{f}\right)(x)=\pi_{f}(x) \chi_{Q_{1}}(x)=A_{Q_{2}} f(x),
$$

which is the desired property.
We notice that if $m=0$, then $\varphi_{\alpha}^{Q} \equiv 1$ and $A_{Q} f=f_{Q} \chi_{Q}$, and we are back at Example 1.
4.1. John-Nirenberg spaces for local oscillations. Let $Q_{0} \subset \mathbb{R}^{n}$ be a cube and $\mathbb{B}_{Q_{0}}$ be a local oscillation. We say that $f \in J N_{\mathbb{B}_{Q_{0}, p}}^{\text {dyadic }}\left(Q_{0}\right)$, provided $f \in L^{1}\left(Q_{0}\right)$ and

$$
\begin{equation*}
\|f\|_{J N_{\mathbb{B}_{Q_{0}}, p}^{\text {dyadic }}\left(Q_{0}\right)}:=\sup _{Q \in \mathcal{D}\left(Q_{0}\right)}\|f\|_{J N_{\mathbb{B}_{Q_{0}, p}^{p}}^{\text {dyadic }, Q}}<\infty \tag{4.3}
\end{equation*}
$$

where

$$
\begin{align*}
&\|f\|_{J N_{\mathbb{B}_{Q_{0}}, p}^{\text {dyadi }, Q}}:=\sup \left(\frac{1}{|Q|} \sum_{i}\left(f_{Q_{i}}\left|B_{Q_{i}} f(x)\right| d x\right)^{p}\left|Q_{i}\right|\right)^{1 / p}  \tag{4.4}\\
&=\sup \left\|\sum_{i}\left(f_{Q_{i}}\left|B_{Q_{i}} f(x)\right| d x\right) \chi_{Q_{i}}\right\|_{L^{p}, Q}
\end{align*}
$$

Here the suprema are taken over all pairwise disjoint families $\left\{Q_{i}\right\}_{i} \subset \mathcal{D}(Q)$. We show that $J N_{\mathbb{B}_{Q_{0}}, p}^{\text {dyadic }}\left(Q_{0}\right) \hookrightarrow L^{p, \infty}\left(Q_{0}\right)$ whenever $1<p<\infty$.

Corollary 4.5. Let $1<p<\infty$. Fix a cube $Q_{0} \subset \mathbb{R}^{n}$ and let $\mathbb{B}_{Q_{0}}$ be a local oscillation. For every $Q \in \mathcal{D}\left(Q_{0}\right)$ and $f \in L^{1}(Q)$ we have

$$
\begin{equation*}
\left\|B_{Q} f\right\|_{L^{p, \infty}, Q} \leq C_{\mathbb{B}}\|f\|_{J N_{\mathbb{B}_{Q_{0}}{ }^{p},}^{\text {dyadi }}, Q} \tag{4.6}
\end{equation*}
$$

Proof. We shall apply Theorem 2.1. Fix $Q_{0} \subset \mathbb{R}^{n}, f \in L^{1}\left(Q_{0}\right)$ and assume that $\|f\|_{J N_{\mathbb{B}_{Q_{0}}, p}^{\text {dyadic }}, Q}<\infty$. Note that directly from the definition

$$
f_{Q_{0}}\left|B_{Q_{0}} f(x)\right| d x \leq\|f\|_{J N_{\mathbb{P}_{Q_{0}}, p}^{\text {dyadi }}, Q_{0}}<\infty
$$

Thus $F(x):=\left|B_{Q_{0}} f(x)\right| \in L^{1}\left(Q_{0}\right)$. For every $Q \in \mathcal{D}\left(Q_{0}\right) \backslash\left\{Q_{0}\right\}$ we have

$$
F(x)=\left|B_{Q_{0}} f(x)\right| \leq\left|B_{Q} f(x)\right|+\left|A_{Q} f(x)-A_{Q_{0}} f(x)\right|=: G^{Q}(x)+H^{Q}(x) .
$$

By Definition 4.1 it follows that

$$
\begin{aligned}
&\left\|H_{Q}\right\|_{L^{\infty}(Q)}=\left\|A_{Q} f-A_{Q_{0}} f\right\|_{L^{\infty}(Q)}=\left\|A_{Q} f-A_{Q} A_{Q_{0}} f\right\|_{L^{\infty}(Q)} \\
&=\left\|A_{Q} B_{Q_{0}} f\right\|_{L^{\infty}(Q)} \leq C_{\mathbb{B}} f_{Q}\left|B_{Q_{0}} w(x)\right| d x \leq 2^{n} C_{\mathbb{B}} f_{\widehat{Q}} F(x) d x,
\end{aligned}
$$

which is (ii) in Theorem 2.1 with $\Theta=2^{n} C_{\mathbb{B}}$. Moreover,

$$
f_{Q} G^{Q}(x) d x=f_{Q}\left|B_{Q} f(x)\right| d x=: g^{Q}
$$

which is (iii) in Theorem 2.1 with $\delta=0$. Note that

$$
G_{Q_{0}}^{*}(x)=\sup _{x \in Q \in \mathcal{D}\left(Q_{0}\right)} g^{Q}=\sup _{x \in Q \in \mathcal{D}\left(Q_{0}\right)} f_{Q}\left|B_{Q} f(x)\right| d x=: \mathcal{M}_{\mathbb{B}_{Q_{0}}}^{\#} f(x)
$$

which is the dyadic and localized sharp maximal function associated with the oscillation $\mathbb{B}_{Q_{0}}$. Theorem 2.1 (with any $1<p<\infty$, since $\delta=0$ ) implies

$$
\begin{aligned}
&\left\|B_{Q_{0}} f\right\|_{L^{p, \infty}, Q_{0}} \lesssim\left\|G_{Q_{0}}^{*}\right\|_{L^{p, \infty}, Q_{0}}+F_{Q_{0}} \\
&=\left\|\mathcal{M}_{\mathbb{B}_{Q_{0}}}^{\#} f\right\|_{L^{p, \infty}, Q_{0}}+f_{Q_{0}}\left|B_{Q_{0}} f(x)\right| d x \leq 2\left\|\mathcal{M}_{\mathbb{B}_{Q_{0}}}^{\#} f\right\|_{L^{p, \infty}, Q_{0}}
\end{aligned}
$$

To complete the proof, let

$$
\lambda \geq \lambda_{0}:=f_{Q_{0}}\left|B_{Q_{0}} f(x)\right| d x
$$

and consider the distribution set $\Omega_{\lambda}=\left\{x \in Q_{0}: \mathcal{M}_{\mathbb{B}_{Q_{0}}}^{\#} f(x)>\lambda\right\}$. Subdivide dyadically $Q_{0}$ and stop whenever

$$
\begin{equation*}
f_{Q}\left|B_{Q} f\right| d x>\lambda \tag{4.7}
\end{equation*}
$$

This defines a family of Calderón-Zygmund cubes $\left\{Q_{i}\right\}_{i} \subset \mathcal{D}\left(Q_{0}\right)$ which are maximal, and therefore pairwise disjoint, with respect to the stopping criterion. By our choice
of $\lambda$ we have that $\left\{Q_{i}\right\}_{i} \subset \mathcal{D}\left(Q_{0}\right) \backslash\left\{Q_{0}\right\}$. Notice that $\Omega_{\lambda}=\cup_{i} Q_{i}$. Then, using that $Q_{i}$ satisfies (4.7) we have

$$
\lambda^{p} \frac{\left|\Omega_{\lambda}\right|}{\left|Q_{0}\right|}=\frac{\lambda^{p}}{\left|Q_{0}\right|} \sum_{i}\left|Q_{i}\right| \leq \frac{1}{\left|Q_{0}\right|} \sum_{i}\left(f_{Q_{i}}\left|B_{Q_{i}} f(x)\right| d x\right)^{p}\left|Q_{i}\right| \leq\|f\|_{J N_{\mathbb{B}_{Q_{0}}, p}^{\text {dyadic }}, Q_{0}}^{p}
$$

since $\left\{Q_{i}\right\}_{i} \subset \mathcal{D}\left(Q_{0}\right)$ is a pairwise disjoint family. On the other hand, if $0<\lambda<\lambda_{0}$, by the definition of the $J N_{\mathbb{B}_{Q_{0}}, p}^{\text {dyadic }}$ norm we immediately have

$$
\lambda^{p} \frac{\left|\Omega_{\lambda}\right|}{\left|Q_{0}\right|} \leq \lambda^{p} \leq\left(f_{Q_{0}}\left|B_{Q_{0}} f(x)\right| d x\right)^{p} \leq\|f\|_{J N_{\mathbb{B}_{Q_{0}}, p}^{p}, Q_{0}}^{p} .
$$

Collecting the two cases and taking the supremum in $\lambda>0$ we conclude that

$$
\left\|\mathcal{M}_{\mathbb{B}_{Q_{0}}}^{\#} f\right\|_{L^{p, \infty}, Q_{0}} \leq\|f\|_{J N_{\mathbb{B}_{Q_{0}}, p}^{\text {dyac }}, Q_{0}}
$$

and thus

$$
\left\|B_{Q_{0}} f\right\|_{L^{p, \infty}, Q_{0}} \lesssim\left\|\mathcal{M}_{\mathbb{B}_{Q_{0}}}^{\#} f\right\|_{L^{p, \infty}, Q_{0}} \leq\|f\|_{J \mathbb{B}_{\mathbb{B}_{Q_{0}}, p}^{\text {dyadi }, Q_{0}}} .
$$

Note that the previous corollary implies that $J N_{\mathbb{B}_{Q_{0}, p}}^{\text {dyadic }}\left(Q_{0}\right) \hookrightarrow L^{p, \infty}\left(Q_{0}\right)$, because

$$
\|f\|_{L^{p, \infty}, Q_{0}} \leq\left\|B_{Q_{0}} f\right\|_{L^{p, \infty}, Q_{0}}+\left\|A_{Q_{0}} f\right\|_{L^{p, \infty}, Q_{0}} \lesssim\|f\|_{J N_{\mathbb{B}_{Q_{0}}, p}^{\text {dyadic }}, Q_{0}}+f_{Q_{0}}|f(x)| d x<\infty .
$$

4.2. Franchi-Pérez-Wheeden self-improvement for local oscillations. As before we immediately obtain the following consequence of Corollary 4.5.

Corollary 4.8. Fix a cube $Q_{0} \subset \mathbb{R}^{n}$ and a local oscillation $\mathbb{B}_{Q_{0}}$. Let $f \in L^{1}\left(Q_{0}\right)$ be such that

$$
\begin{equation*}
f_{Q}\left|B_{Q} f(x)\right| d x \leq a(Q) \tag{4.9}
\end{equation*}
$$

for every $Q \in \mathcal{D}\left(Q_{0}\right)$, where $a: \mathcal{D}\left(Q_{0}\right) \longrightarrow[0, \infty)$ is a functional (depending probably on $f)$. Let $1<p<\infty$. If $a \in D_{p}^{\text {dyadic }}\left(Q_{0}\right)$, then, for every $Q \in \mathcal{D}\left(Q_{0}\right)$,

$$
\begin{equation*}
\left\|B_{Q}\right\|_{L^{p, \infty}, Q} \lesssim\|a\|_{D_{p}^{\text {dyadic }}\left(Q_{0}\right)} a(Q) . \tag{4.10}
\end{equation*}
$$

Proof. Fix $Q \in \mathcal{D}\left(Q_{0}\right)$ and assume that $a(Q)<\infty$; otherwise there is nothing to prove. We first observe that (4.9) implies

$$
\begin{aligned}
\|f\|_{J N_{\mathbb{B}_{Q_{0}}, p}^{\text {dyadic }}, Q}= & \sup _{\left\{Q_{i}\right\}_{i} \subset \mathcal{D}(Q)}\left(\frac{1}{|Q|} \sum_{i}\left(f_{Q_{i}}\left|B_{Q_{i}} f(x)\right| d x\right)^{p}\left|Q_{i}\right|\right)^{1 / p} \\
& \leq \sup _{\left\{Q_{i}\right\}_{i} \subset \mathcal{D}(Q)}\left(\frac{1}{|Q|} \sum_{i} a\left(Q_{i}\right)^{p}\left|Q_{i}\right|\right)^{1 / p} \leq\|a\|_{D_{p}^{\text {dyadic }}\left(Q_{0}\right)} a(Q)<\infty .
\end{aligned}
$$

This and (4.6) immediately give the desired estimate

$$
\left\|B_{Q} f\right\|_{L^{p, \infty}, Q} \lesssim\|f\|_{J N_{\mathbb{B}_{Q_{0}}{ }^{\text {dyap }}}^{\text {dyac }}, Q} \lesssim\|a\|_{D_{p}^{\text {dyadic }}\left(Q_{0}\right)} a(Q) .
$$

4.3. Gurov-Reshetnyak classes for local oscillations. Fix a cube $Q_{0} \subset \mathbb{R}^{n}$, a local oscillation $\mathbb{B}_{Q_{0}}$ and let $0 \leq w \in L^{1}\left(Q_{0}\right)$. We say that $w \in G R_{\mathbb{B}_{Q_{0}}, \varepsilon}^{\text {dyac }}\left(Q_{0}\right)$, if

$$
\begin{equation*}
f_{Q}\left|B_{Q} w(x)\right| d x=f_{Q}\left|w(x)-A_{Q} w(x)\right| d x \leq \varepsilon f_{Q}\left|A_{Q} w(x)\right| d x \tag{4.11}
\end{equation*}
$$

for every $Q \in \mathcal{D}\left(Q_{0}\right)$.
Let us observe that one could have defined $G R_{\mathbb{B}_{Q_{0}}, \varepsilon}^{\text {dyadic }}\left(Q_{0}\right)$ with a right hand term of the form $\varepsilon w_{Q}$. This would lead us to an equivalent definition (provided $\varepsilon$ is small enough). Indeed, (4.11) and Definition 4.1 imply that

$$
f_{Q}\left|B_{Q} w(x)\right| d x \leq \varepsilon f_{Q}\left|A_{Q} w(x)\right| d x \leq \varepsilon C_{\mathbb{B}} w_{Q} .
$$

Conversely, if

$$
f_{Q}\left|B_{Q} w\right| d x \leq \varepsilon^{\prime} w_{Q}
$$

with $0<\varepsilon^{\prime}<1 / 2$, then

$$
f_{Q}\left|B_{Q} w(x)\right| d x \leq \varepsilon^{\prime} w_{Q} d x \leq \frac{1}{2} f_{Q}\left|B_{Q} w(x)\right| d x+\varepsilon^{\prime} f_{Q}\left|A_{Q} w(x)\right| d x
$$

and the first term in the last quantity can be absorbed to obtain (4.11) with $\varepsilon=2 \varepsilon^{\prime}$.
Corollary 4.12. Fix a cube $Q_{0} \subset \mathbb{R}^{n}$, a local oscillation $\mathbb{B}_{Q_{0}}$ and $w \in G R_{\mathbb{B}_{Q_{0}}, \varepsilon}^{\text {dyadic }}\left(Q_{0}\right)$. If $0<\varepsilon<1$ is small enough (for instance, $0<\varepsilon<2^{-(n+2)} C_{\mathbb{B}}^{-1}$ ), there exists $p(\varepsilon)>1$ such that for every $1 \leq p<p(\varepsilon)$,

$$
\begin{equation*}
\left(f_{Q}\left|B_{Q} w(x)\right|^{p} d x\right)^{1 / p} \leq C \varepsilon f_{Q}\left|A_{Q} w(x)\right| d x \tag{4.13}
\end{equation*}
$$

for every $Q \in \mathcal{D}\left(Q_{0}\right)$. Moreover, $p(\varepsilon) \rightarrow \infty$ as $\varepsilon \rightarrow 0^{+}$. Therefore $w \in R H_{p}^{\text {dyadic }}\left(Q_{0}\right)$ for every $1 \leq p<p(\varepsilon)$, that is,

$$
\begin{equation*}
\left(f_{Q} w(x)^{p} d x\right)^{1 / p} \lesssim f_{Q} w(x) d x \tag{4.14}
\end{equation*}
$$

for every $Q \in \mathcal{D}\left(Q_{0}\right)$.

Proof. We first observe that (4.13), the triangle inequality and Definition 4.1 imply (4.14):

$$
\begin{aligned}
\left(f_{Q} w(x)^{p} d x\right)^{1 / p} & \leq\left(f_{Q}\left|B_{Q} w(x)\right|^{p} d x\right)^{1 / p}+\left(f_{Q}\left|A_{Q} w(x)\right|^{p} d x\right)^{1 / p} \\
& \leq(1+C \varepsilon)\left(f_{Q}\left|A_{Q} w(x)\right|^{p} d x\right)^{1 / p} \leq(1+C \varepsilon) C_{\mathbb{B}} f_{Q} w(x) d x
\end{aligned}
$$

To obtain (4.13) we note that we can just prove it for $Q_{0}$ (for an arbitrary $Q \in \mathcal{D}\left(Q_{0}\right)$ we simply repeat the argument with $Q$ in place of $Q_{0}$ ). We shall apply Theorem 2.1.

By assumption $F(x):=\left|B_{Q_{0}} w(x)\right| \in L^{1}\left(Q_{0}\right)$. Let $Q \in \mathcal{D}\left(Q_{0}\right) \backslash\left\{Q_{0}\right\}$ and, for every $x \in Q$, we write

$$
F(x)=\left|w(x)-A_{Q_{0}} w(x)\right| \leq\left|B_{Q} w(x)\right|+\left|A_{Q} w(x)-A_{Q_{0}} w(x)\right|=: G^{Q}(x)+H^{Q}(x)
$$

Note that by Definition 4.1 we have

$$
\begin{aligned}
&\left\|H_{Q}\right\|_{L^{\infty}(Q)}=\left\|A_{Q} w-A_{Q_{0}} w\right\|_{L^{\infty}(Q)}=\left\|A_{Q} w-A_{Q} A_{Q_{0}} w\right\|_{L^{\infty}(Q)} \\
&=\left\|A_{Q} B_{Q_{0}} w\right\|_{L^{\infty}(Q)} \leq C_{\mathbb{B}} f_{Q}\left|B_{Q_{0}} w(x)\right| d x \leq 2^{n} C_{\mathbb{B}} f_{\widehat{Q}} F(x) d x
\end{aligned}
$$

which is (ii) in Theorem 2.1 with $\Theta=2^{n} C_{\mathbb{B}}$. By (4.11) and Definition 4.1 we obtain

$$
\begin{aligned}
f_{Q} G^{Q}(x) d x & =f_{Q}\left|B_{Q} w(x)\right| d x \leq \varepsilon f_{Q}\left|A_{Q} f(x)\right| d x \leq \varepsilon C_{\mathbb{B}} f_{Q}|f(x)| d x \\
& \leq \varepsilon C_{\mathbb{B}} f_{Q}\left|B_{Q_{0}} f(x)\right| d x+\varepsilon C_{\mathbb{B}} f_{Q}\left|A_{Q_{0}} f(x)\right| d x \\
& \leq 2^{n} \varepsilon C_{\mathbb{B}} f_{\widehat{Q}} F(x) d x+\varepsilon C_{\mathbb{B}}^{2} f_{Q_{0}}|f(x)| d x \\
& \leq 2^{n} \varepsilon C_{\mathbb{B}} f_{\widehat{Q}} F(x) d x+\varepsilon C_{\mathbb{B}}^{2} f_{Q_{0}}\left|B_{Q_{0}} f(x)\right| d x+\varepsilon C_{\mathbb{B}}^{2} f_{Q_{0}}\left|A_{Q_{0}} f(x)\right| d x \\
& \leq 2^{n} \varepsilon C_{\mathbb{B}} f_{\widehat{Q}} F(x) d x+\varepsilon(1+\varepsilon) C_{\mathbb{B}}^{2} f_{Q_{0}}\left|A_{Q_{0}} f(x)\right| d x,
\end{aligned}
$$

which is (iii) in Theorem 2.1 with $\delta=2^{n} \varepsilon C_{\mathbb{B}}$ and

$$
g^{Q}=\varepsilon(1+\varepsilon) C_{\mathbb{B}}^{2} f_{Q_{0}}\left|A_{Q_{0}} f(x)\right| d x
$$

We have

$$
G_{Q_{0}}^{*} \equiv \varepsilon(1+\varepsilon) C_{\mathbb{B}}^{2} f_{Q_{0}}\left|A_{Q_{0}} f(x)\right| d x
$$

Assuming that $0<\varepsilon<\left(2^{n+1} C_{\mathbb{B}}\right)^{-1}$ (that is, $0<\delta<2^{-1}$ ), set

$$
p(\varepsilon)=1+\frac{\log (1 /(2 \delta))}{\log (2 \Theta)}=\frac{\log \left(\varepsilon^{-1}\right)}{\log \left(2^{n+1} C_{\mathbb{B}}\right)}>1,
$$

and observe that $p(\varepsilon) \rightarrow \infty$ as $\varepsilon \rightarrow 0^{+}$. If we now take $1 \leq p<p(\varepsilon)$, (2.4) gives

$$
\begin{aligned}
& \left\|B_{Q_{0}} w\right\|_{L^{p}, Q_{0}}=\|F\|_{L^{p}, Q_{0}} \lesssim\left\|G_{Q_{0}}^{*}\right\|_{L^{p}, Q_{0}}+F_{Q_{0}} \\
& \quad=\varepsilon(1+\varepsilon) C_{\mathbb{B}}^{2} f_{Q_{0}}\left|A_{Q_{0}} f(x)\right| d x+f_{Q_{0}}\left|B_{Q_{0}} w(x)\right| d x \lesssim \varepsilon f_{Q_{0}}\left|A_{Q_{0}} f(x)\right| d x .
\end{aligned}
$$

This shows (4.13) with $Q_{0}$ in place of $Q$ and the proof is complete.

## 5. Proof of Theorem 2.1

For each $\lambda>0$ we set $\Omega_{\lambda}=\left\{x \in Q_{0}: \mathcal{M}_{Q_{0}} F(x)>\lambda\right\}$. Fixed $\lambda \geq F_{Q_{0}}$, we subdivide $Q_{0}$ dyadically and stop whenever $F_{Q}>\lambda$. This defines the family of Calderón-Zygmund cubes $\left\{Q_{i}\right\}_{i} \subset \mathcal{D}\left(Q_{0}\right)$ which are maximal, and therefore pairwise
disjoint, with respect to the property $F_{Q}>\lambda$. By our choice of $\lambda$ we have that $\left\{Q_{i}\right\}_{i} \subset \mathcal{D}\left(Q_{0}\right) \backslash\left\{Q_{0}\right\}$. Notice that $\Omega_{\lambda}=\cup_{i} Q_{i}$. Let $K>\Theta \geq 1,0<\gamma<1$ and set

$$
E_{\lambda}=\left\{x \in Q_{0}: \mathcal{M}_{Q_{0}} F(x)>K \lambda, G_{Q_{0}}^{*}(x) \leq \lambda \gamma\right\}
$$

Note that $E_{\lambda} \subset \Omega_{\lambda}$ and thus

$$
\left|E_{\lambda}\right|=\left|E_{\lambda} \cap \Omega_{\lambda}\right|=\sum_{i}\left|E_{\lambda} \cap Q_{i}\right|
$$

We analyze each term individually. We may assume that $E_{\lambda} \cap Q_{i} \neq \emptyset$ (otherwise there is nothing to prove). Thus there is $\bar{x}_{i} \in E_{\lambda} \cap Q_{i}$. Note that for every $x \in Q_{i}$ we have that $\mathcal{M}_{Q_{0}} F(x)=\mathcal{M}_{Q_{i}} F(x)$ since $\mathcal{M}_{Q_{0}} F(x)>\lambda$ and, by the maximality of the Calderón-Zygmund cubes, $F_{Q} \leq \lambda$ for any cube $Q \in \mathcal{D}\left(Q_{0}\right)$ with $Q_{i} \subsetneq Q$. Then, for every $x \in E_{\lambda} \cap Q_{i}$, we can use (i), (ii) and the maximality of the Calderón-Zygmund cubes to obtain

$$
\begin{aligned}
K \lambda<\mathcal{M}_{Q_{0}} F(x)=\mathcal{M}_{Q_{i}} F(x) \leq & \mathcal{M}_{Q_{i}} G^{Q_{i}}(x)+\mathcal{M}_{Q_{i}} H^{Q_{i}}(x) \\
& \leq \mathcal{M}_{Q_{i}} G^{Q_{i}}(x)+\Theta f_{\widehat{Q}_{i}} F d x \leq \mathcal{M}_{Q_{i}} G^{Q_{i}}(x)+\Theta \lambda
\end{aligned}
$$

The weak-type $(1,1)$ estimate for $\mathcal{M}_{Q_{i}}$, (iii) and the fact that $\bar{x}_{i} \in E_{\lambda} \cap Q_{i}$ imply

$$
\begin{aligned}
\left|E_{\lambda} \cap Q_{i}\right| & \leq\left|\left\{x \in Q_{i}: \mathcal{M}_{Q_{i}} G^{Q_{i}}>(K-\Theta) \lambda\right\}\right| \leq \frac{1}{(K-\Theta) \lambda} \int_{Q_{i}} G^{Q_{i}}(x) d x \\
& \leq \frac{\left|Q_{i}\right|}{(K-\Theta) \lambda}\left(\delta f_{\widehat{Q}_{i}} F(x) d x+g^{Q_{i}}\right) \\
& \leq \frac{\left|Q_{i}\right|}{(K-\Theta) \lambda}\left(\delta \lambda+G_{Q_{0}}^{*}\left(\bar{x}_{i}\right)\right) \leq \frac{\delta+\gamma}{K-\Theta}\left|Q_{i}\right| .
\end{aligned}
$$

Summing on $i$ we readily obtain (2.2).
We next show (2.3). Note first that by (2.2) we have
$\left|\Omega_{K \lambda}\right| \leq\left|E_{\lambda}\right|+\left|\left\{x \in Q_{0}: G_{Q_{0}}^{*}(x)>\gamma \lambda\right\}\right| \leq \frac{\delta+\gamma}{K-\Theta}\left|\Omega_{\lambda}\right|+\left|\left\{x \in Q_{0}: G_{Q_{0}}^{*}(x)>\gamma \lambda\right\}\right|$
for every $\lambda \geq F_{Q_{0}}$. Thus, for every $0<\lambda<\infty$,

$$
\begin{equation*}
\left|\Omega_{K \lambda}\right| \leq \frac{\delta+\gamma}{K-\Theta}\left|\Omega_{\lambda}\right|+\left|\left\{x \in Q_{0}: G_{Q_{0}}^{*}(x)>\gamma \lambda\right\}\right|+\left|Q_{0}\right| \chi_{\left\{0<\lambda<F_{Q_{0}}\right\}}(\lambda) \tag{5.1}
\end{equation*}
$$

For every $N$, and $1<p<1+\frac{\log (1 /(2 \delta))}{\log (2 \Theta)}$ the previous estimate leads to

$$
\begin{aligned}
& I_{N}:=\sup _{0<\lambda<N} \lambda^{p} \frac{\left|\Omega_{\lambda}\right|}{\left|Q_{0}\right|}=K^{p} \sup _{0<\lambda<N / K} \lambda^{p} \frac{\left|\Omega_{K \lambda}\right|}{\left|Q_{0}\right|} \\
& \leq(2 \Theta)^{p} \frac{\delta+\gamma}{\Theta} I_{N}+\frac{(2 \Theta)^{p}}{\gamma^{p}}\left\|G_{Q_{0}}^{*}\right\|_{L^{p, \infty}, Q_{0}}^{p}+(2 \Theta)^{p}\left(F_{Q_{0}}\right)^{p}
\end{aligned}
$$

where we have chosen $K=2 \Theta$. Let us observe that our choice of $p$ guarantees that $(2 \Theta)^{p} \delta / \Theta<1$ and hence we can take $\gamma$ small enough so that $(2 \Theta)^{p}(\delta+\gamma) / \Theta<1$. This and the fact that $I_{N} \leq N^{p}<\infty$ allow us to absorb the first term in the last estimate to obtain

$$
I_{N} \leq C_{\Theta, \delta, p}\left(\left\|G_{Q_{0}}^{*}\right\|_{L^{p, \infty}, Q_{0}}^{p}+\left(F_{Q_{0}}\right)^{p}\right)
$$

Finally we let $N \rightarrow \infty$ and use the Lebesgue differentiation theorem to obtain (2.3).
To obtain the strong type estimates we proceed analogously. We use (5.1) to show that

$$
\begin{aligned}
I_{N}:=\int_{0}^{N} p \lambda^{p} \frac{\left|\Omega_{\lambda}\right|}{\left|Q_{0}\right|} \frac{d \lambda}{\lambda}=K^{p} & \int_{0}^{N / K} p \lambda^{p} \frac{\left|\Omega_{K \lambda}\right|}{\left|Q_{0}\right|} \frac{d \lambda}{\lambda} \\
& \leq(2 \Theta)^{p} \frac{\delta+\gamma}{\Theta} I_{N}+\frac{(2 \Theta)^{p}}{\gamma^{p}}\left\|G_{Q_{0}}^{*}\right\|_{L^{p}, Q_{0}}^{p}+(2 \Theta)^{p}\left(F_{Q_{0}}\right)^{p}
\end{aligned}
$$

where again $K=2 \Theta$. From here (2.4) follows as before.

## Part 2. Spaces of homogeneous type

## 6. The good $\lambda$-INEQUALITY

In the sequel $X=(X, d, \mu)$ is a metric space endowed with a metric $d$ and a Borel regular doubling measure $\mu$ with $0<\mu(B)<\infty$ for all balls $B$. Actually, all of our results hold true in spaces of homogeneous type equipped with a quasimetric (see [ 8,24$]$ ), but for simplicity of presentation we concentrate on metric spaces. A ball means an open ball which comes with a center and a positive finite radius, that is,

$$
B=B\left(x_{B}, r_{B}\right)=\left\{y \in X: d\left(y, x_{B}\right)<r_{B}\right\}
$$

The $\lambda$-dilate of $B$ is defined by $\lambda B:=B\left(x_{B}, \lambda r_{B}\right)$ and the doubling condition means that $\mu(2 B) \leq c \mu(B)$ for all balls $B$ in $X$. This implies that there exists $D>0$ such that

$$
\begin{equation*}
\frac{\mu\left(B^{\prime}\right)}{\mu(B)} \leq c_{\mu}\left(\frac{r_{B^{\prime}}}{r_{B}}\right)^{D} \tag{6.1}
\end{equation*}
$$

for every $B \subset B^{\prime}$ with $r_{B} \leq r_{B^{\prime}}$.
Given a ball $B$ and a fixed (small) $\eta>0$, we write $\widehat{B}:=(1+\eta) B$. Fix a ball $B_{0}=B\left(x_{B_{0}}, r_{B_{0}}\right)$ and consider the following family of balls

$$
\begin{equation*}
\mathcal{B}:=\mathcal{B}_{B_{0}}:=\left\{B=B\left(x_{B}, r_{B}\right): x_{B} \in B_{0} \text { with } r_{B} \leq \eta r_{B_{0}}\right\} . \tag{6.2}
\end{equation*}
$$

It should be observed that

$$
\begin{equation*}
B \in \mathcal{B} \quad \text { and } \quad \tau \geq 1 \quad \text { imply } \quad B \subset \widehat{B}_{0} \quad \text { and } \quad \tau B \subset \tau \widehat{B}_{0} . \tag{6.3}
\end{equation*}
$$

In the following we consider the Hardy-Littlewood maximal operator $M_{\mathcal{B}}$ with respect to the basis $\mathcal{B}$, that is,

$$
M_{\mathcal{B}} f(x):=M_{\mathcal{B}_{B_{0}}} f(x):=\sup _{x \in B \in \mathcal{B}} f_{B}|f| d \mu,
$$

with the convention that $M_{\mathcal{B}} f(x)=0$ if there is no ball in $\mathcal{B}$ containing the point $x$. In particular, $M_{\mathcal{B}} f$ vanishes outside of $\widehat{B}_{0}$. By the Lebesgue differentiation theorem we have $|f| \leq M_{\mathcal{B}} f \mu$-a.e. in $B_{0}$.

Theorem 6.4. Fix a ball $B_{0} \subset X$ and consider the family $\mathcal{B}=\mathcal{B}_{B_{0}}$ as before. Let $0 \leq F \in L^{1}\left(\widehat{B}_{0}\right)$ and assume that there are constants $\Theta \geq 1,0 \leq \delta<2^{-1}$ and $\tau \geq 1$ such that for every $B \in \mathcal{B}$ there exist non-negative functions $H^{B}, G^{B}$ and a constant $g^{B} \geq 0$ satisfying
(i) $F(x) \leq G^{B}(x)+H^{B}(x)$ for $\mu$-a.e. $x \in B$,
(ii) $\left\|H^{B}\right\|_{L^{\infty}(B)} \leq \Theta f_{\tau B} F(x) d \mu(x)$,
(iii) $f_{B} G^{B}(x) d \mu(x) \leq \delta f_{\tau B} F(x) d \mu(x)+g^{B}$.

Define

$$
G_{\mathcal{B}}^{*}(x):=\sup _{x \in B \in \mathcal{B}} g^{B}
$$

with the convention that $G_{\mathcal{B}}^{*}(x)=0$ if there is no ball in $\mathcal{B}$ containing the point $x$.
There is $\lambda_{0}=\lambda_{0}(\tau, \eta, \mu)$ such that if $\lambda \geq \lambda_{0} f_{\widehat{B}_{0}} F d \mu, K>\max \left\{\Theta, c_{\mu} 3^{D}\right\}$ and $0<\gamma<1$, then

$$
\begin{equation*}
\mu\left(\left\{x \in \widehat{B}_{0}: M_{\mathcal{B}} F(x)>K \lambda, G_{\mathcal{B}}^{*}(x) \leq \gamma \lambda\right\}\right) \leq C_{\mu} \frac{\delta+\gamma}{K-\Theta} \mu\left(\left\{x \in \widehat{B}_{0}: M_{\mathcal{B}} F(x)>\lambda\right\}\right) \tag{6.5}
\end{equation*}
$$

where $C_{\mu} \geq 1$ depends only on $\mu$.
If $0 \leq \delta<\frac{1}{2 C_{\mu}} \min \left\{1, \frac{\Theta}{c_{\mu} 3^{D}}\right\}$ and $1<p<\frac{\log \left(1 /\left(C_{\mu} \delta \Theta^{-1}\right)\right)}{\log \left(2 \max \left\{\Theta, c_{\mu} 3^{D}\right\}\right)}$ (notice that if $\delta=0$ we can take any $p>1$ ), then

$$
\begin{equation*}
\|F\|_{L^{p, \infty}, B_{0}} \lesssim\left\|M_{\mathcal{B}} F\right\|_{L^{p, \infty}, \widehat{B}_{0}} \lesssim\left\|G_{\mathcal{B}}^{*}\right\|_{L^{p, \infty}, \widehat{B}_{0}}+F_{\widehat{B}_{0}} \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\|F\|_{L^{p}, B_{0}} \leq\left\|M_{\mathcal{B}} F\right\|_{L^{p}, \widehat{B}_{0}} \lesssim\left\|G_{\mathcal{B}}^{*}\right\|_{L^{p}, \widehat{B}_{0}}+F_{\widehat{B}_{0}} \tag{6.7}
\end{equation*}
$$

The proof of this result is postponed until Section 8. In the following section we will present some applications in the context of the John-Nirenberg, Franchi-PérezWheeden and Gurov-Reshetnyak conditions. These are not mere translations of the ones considered in Section 3 to the setting of spaces of homogeneous type as we consider oscillations in $L^{\rho}$ with $\rho \leq 1$ in the first two applications and we allow some dilation on the right hand sides of the Gurov-Reshetnyak conditions.

## 7. Applications

7.1. John-Nirenberg spaces. The Euclidean definition of the John-Nirenberg spaces can be generalized in a straightforward way by replacing cubes by balls. In [2] a further generalization was considered by allowing the family of balls to have bounded overlap and the authors established the corresponding embedding into the weak- $L^{p}$ space.

For our purposes we shall further generalize those definitions as follows. Given a ball $B, 0<\rho \leq 1, \tau \geq 1$ and $p>1$, for each $f \in L^{\rho}(B)$ we write

$$
\begin{equation*}
\|f\|_{J N_{p, \tau}^{\rho}, B}:=\sup \left(\frac{1}{\mu(B)} \sum_{i}\left(\inf _{c \in \mathbb{R}} f_{B_{i}}|f-c|^{\rho} d \mu\right)^{p / \rho} \mu\left(\tau B_{i}\right)\right)^{1 / p} \tag{7.1}
\end{equation*}
$$

where the supremum runs over all pairwise disjoint families $\left\{\tau B_{i}\right\}_{i}$ with $\tau B_{i} \subset B$ for every $i$. We say that $f \in J N_{p, \tau}^{\rho}\left(B_{0}\right)$ provided $f \in L^{\rho}\left(B_{0}\right)$ and

$$
\|f\|_{J N_{p, \tau}^{\rho}\left(B_{0}\right)}:=\sup _{B \subset B_{0}}\|f\|_{J N_{p, \tau}^{p}, B}<\infty .
$$

Observe that for $\tau=\rho=1$, the space coincides with the corresponding metric version of the John-Nirenberg space considered in Section 3.

We obtain the embedding of the John-Nirenberg spaces as just defined into the corresponding weak- $L^{p}$ spaces.

Corollary 7.2. Given $1<p<\infty, 0<\rho \leq 1$ and $\tau \geq 1$, there exists a constant $C$, depending only on $p, \tau, \eta, \rho$ and $\mu$, such that for every ball $B \subset X$ and $f \in L^{\rho}(\tau \widehat{B})$, we have

$$
\begin{equation*}
\left\|f-f_{B}\right\|_{L^{p, \infty}, B} \leq C\|f\|_{J N_{p, \tau}^{p}, \tau \widehat{B}} . \tag{7.3}
\end{equation*}
$$

Proof. Fix a ball $B_{0}$ and assume that $\|f\|_{J N_{p, \tau}^{\rho}, \tau \widehat{B}_{0}}<\infty$ with $f \in L^{\rho}\left(\tau \widehat{B}_{0}\right)$. For every $B \subset \tau \widehat{B}_{0}$, let $c_{B}$ be the real number for which

$$
\inf _{c \in \mathbb{R}} f_{B}|f-c|^{\rho} d \mu=f_{B}\left|f-c_{B}\right|^{\rho} d \mu .
$$

That $c_{B}$ exists (i.e, that the infimum is attained) follows from the fact that any sequence approximating the infimum (which is finite since $f \in L^{\rho}(B)$ ) is bounded. Then one can extract a convergent subsequence for which dominated convergence theorem can be applied. Further details are left to the interested reader.

We shall apply Theorem 6.4 with $F=\left|f-c_{\widehat{B}_{0}}\right|^{\rho} \in L^{1}\left(\widehat{B}_{0}\right)$. First, we notice that for every $B \in \mathcal{B}$

$$
F(x) \leq\left|f(x)-c_{B}\right|^{\rho}+\left|c_{B}-c_{\widehat{B}_{0}}\right|^{\rho}=: G^{B}(x)+H^{B}(x) .
$$

By the minimizing property of the constants $c_{B}$, we have

$$
\begin{aligned}
H^{B}(x) \equiv f_{B}\left|c_{B}-c_{\widehat{B}_{0}}\right|^{\rho} d \mu & \leq f_{B}\left|f-c_{B}\right|^{\rho} d \mu+f_{B}\left|f-c_{\widehat{B}_{0}}\right|^{\rho} d \mu \\
& \leq 2 f_{B}\left|f-c_{\widehat{B}_{0}}\right|^{\rho} d \mu=2 f_{B} F d \mu \leq 2 c_{\mu} \tau^{D} f_{B} F d \mu .
\end{aligned}
$$

This is assumption (ii) in Theorem 6.4 with $\Theta=2 c_{\mu} \tau^{D}$. Besides,

$$
f_{B} G^{B} d \mu=f_{B}\left|f-c_{B}\right|^{\rho} d \mu=: g^{B}
$$

which is assumption (iii) with $\delta=0$. Note that $G_{\mathcal{B}}^{*}$ is the sharp type maximal function with respect to the basis $\mathcal{B}$ defined by

$$
G_{\mathcal{B}}^{*}(x)=\sup _{x \in B \in \mathcal{B}} g^{B}=\sup _{x \in B \in \mathcal{B}} f_{B}\left|f-c_{B}\right|^{\rho} d \mu=\sup _{x \in B \in \mathcal{B}} \inf _{\mathcal{R}} f_{B}|f-c|^{\rho} d \mu .
$$

An application of (6.6) with the exponent $p / \rho$ (notice that $\delta=0$ and $p / \rho \geq p>1$ ) gives

$$
\begin{aligned}
\left\|f-f_{B_{0}}\right\|_{L^{p, \infty}, B_{0}}^{\rho} & \leq 2^{\rho}\left\|f-c_{\widehat{B}_{0}}\right\|_{L^{p, \infty}, B_{0}}^{\rho}=2^{\rho}\|F\|_{L^{p / \rho, \infty}, B_{0}} \\
& \lesssim\left\|G_{\mathcal{B}}^{*}\right\|_{L^{p / \rho, \infty}, \widehat{B}_{0}}+f_{\widehat{B}_{0}}\left|f-c_{\widehat{B}_{0}}\right|{ }^{\rho} d \mu \\
& =\left\|\left(G_{\mathcal{B}}^{*}\right)^{1 / \rho}\right\|_{L^{p, \infty}\left(\widehat{B}_{0}\right)}^{\rho}+\inf _{c \in \mathbb{R}} f_{\widehat{B}_{0}}|f-c|^{\rho} d \mu \\
& \leq\left\|\left(G_{\mathcal{B}}^{*}\right)^{1 / \rho}\right\|_{L^{p, \infty}\left(\widehat{B}_{0}\right)}^{\rho}+\|f\|_{J N_{p, \tau}^{\rho}, \tau \widehat{B}_{0}}^{\rho} .
\end{aligned}
$$

To estimate $\left\|\left(G_{\mathcal{B}}^{*}\right)^{1 / \rho}\right\|_{L^{p, \infty}\left(\widehat{B}_{0}\right)}$, take any $x \in \widehat{B}_{0}$ with $G_{\mathcal{B}}^{*}(x)^{1 / \rho}>\lambda$. Then there is a ball $B_{x} \in \mathcal{B}, B_{x} \ni x$ with

$$
\left(f_{B_{x}}\left|f-c_{B_{x}}\right|^{\rho} d \mu\right)^{1 / \rho}>\lambda
$$

Now apply Vitali's covering theorem to the balls $\left\{\tau B_{x}\right\}_{x}$ to obtain a countable family of pairwise disjoint balls $\tau B_{i}$ with

$$
\left\{x \in \widehat{B}_{0}: G_{\mathcal{B}}^{*}(x)^{1 / \rho}>\lambda\right\} \subset \bigcup_{i} 5 \tau B_{i}
$$

Observe that since $B_{i} \in \mathcal{B}$, we have $\tau B_{i} \subset \tau \widehat{B}_{0}$ (see (6.3)). Therefore,

$$
\begin{aligned}
\mu\left\{x \in \widehat{B}_{0}:\right. & \left.G_{\mathcal{B}}^{*}(x)^{1 / \rho}>\lambda\right\} \leq c_{\mu} 5^{D} \sum_{i} \mu\left(\tau B_{i}\right) \\
& \leq \frac{c_{\mu} 5^{D}}{\lambda^{p}} \sum_{i} \mu\left(\tau B_{i}\right)\left(f_{B_{i}}\left|f-c_{B_{i}}\right|^{\rho} d \mu\right)^{p / \rho} \leq \frac{c_{\mu} 5^{D}}{\lambda^{p}}\|f\|_{J N_{p, \tau}^{\rho}, \tau \widehat{B}_{0}}^{p} \mu\left(\tau \widehat{B}_{0}\right) .
\end{aligned}
$$

Consequently,

$$
\left\|\left(G_{\mathcal{B}}^{*}\right)^{1 / \rho}\right\|_{L^{p, \infty}, \widehat{B}_{0}} \lesssim\|f\|_{J N_{p, \tau}^{p}, \tau \widehat{B}_{0}},
$$

and the desired estimate (7.3) follows.
7.2. Franchi-Pérez-Wheeden self-improvement. Fix a ball $B_{0}$ and a functional $a:\left\{B: B \subset \tau \widehat{B}_{0}\right\} \longrightarrow[0, \infty)$. Given $1<p<\infty$ and $B \subset \tau \widehat{B}_{0}$ we set

$$
\|a\|_{D_{p}, B}=\frac{1}{a(B)} \sup \left(\frac{1}{\mu(B)} \sum_{i} a\left(B_{i}\right)^{p} \mu\left(B_{i}\right)\right)^{1 / p}
$$

where the supremum runs over all pairwise disjoint families $\left\{B_{i}\right\}_{i}$ with $B_{i} \subset B$. We say that $a \in D_{p}\left(\tau \widehat{B}_{0}\right)$ provided

$$
\|a\|_{D_{p}\left(\tau \widehat{B}_{0}\right)}:=\sup _{B \subset \tau \widehat{B}_{0}}\|a\|_{D_{p}, B}<\infty .
$$

Our goal is to prove the following result which, in particular, includes the main result of MacManus and Pérez [21, Theorem 1.2].
Corollary 7.4. Given $0<\rho \leq 1$ and $\tau \geq 1$, assume that for every $B \subset \tau \widehat{B}_{0}$

$$
\begin{equation*}
\left(\inf _{c \in \mathbb{R}} f_{B}|f-c|^{\rho} d \mu\right)^{1 / \rho} \leq a(\tau B) \tag{7.5}
\end{equation*}
$$

If $a \in D_{p}\left(\tau \widehat{B}_{0}\right), 1<p<\infty$, then

$$
\begin{equation*}
\left\|f-f_{B}\right\|_{L^{p, \infty}(B)} \lesssim\|a\|_{D_{p}\left(\tau \widehat{B}_{0}\right)} a(\tau \widehat{B}) \tag{7.6}
\end{equation*}
$$

whenever $\tau \widehat{B} \subset \tau \widehat{B}_{0}$.
Proof. Fix $\tau \widehat{B} \subset \tau \widehat{B}_{0}$ and note that by Corollary 7.2

$$
\left\|f-f_{B}\right\|_{L^{p, \infty}, B} \lesssim\|f\|_{J N_{p, \tau}^{\rho}, \tau \widehat{B}}
$$

To compute the right hand term let $\left\{\tau B_{i}\right\}$ be a pairwise disjoint family so that $\tau B_{i} \subset \tau \widehat{B}$. Then, by (7.5), we clearly have

$$
\begin{aligned}
& \frac{1}{\mu(\tau \widehat{B})} \sum_{i}\left(\inf _{c \in \mathbb{R}} f_{B_{i}}|f-c|^{\rho} d \mu\right)^{p / \rho} \mu\left(\tau B_{i}\right) \leq \frac{1}{\mu(\tau \widehat{B})} \sum_{i} a\left(\tau B_{i}\right)^{p} \mu\left(\tau B_{i}\right) \\
& \leq\|a\|_{D_{p}, \tau \widehat{B}}^{p} a(\tau \widehat{B})^{p} \leq\|a\|_{D_{p}\left(\tau \widehat{B}_{0}\right)}^{p} a(\tau \widehat{B})^{p}
\end{aligned}
$$

Taking the supremum over all such families we easily obtain the desired estimate.
Remark 7.7. Let us notice that the proof of the previous is an easy consequence of the embedding of the John-Nirenberg spaces into the corresponding weak space along with the definition of the $D_{p}$ condition. Indeed the same argument yields the following: given a ball $B_{0}$ and $f \in L^{\rho}\left(B_{0}\right)$ if (7.5) holds for every ball $B$ such that $\tau B \subset B_{0}$ then $\|a\|_{D_{p}, B_{0}}<\infty$ implies that $f \in J N_{p, \tau}^{\rho}\left(B_{0}\right)$ and moreover

$$
\|f\|_{J N_{p, \tau}^{\rho}, B_{0}} \leq\|a\|_{D_{p}, B_{0}} a\left(B_{0}\right) .
$$

We can "optimize" the previous estimate by "optimizing" (7.5).
Corollary 7.8. Fix a ball $B_{0} \subset X$ and $f \in L^{\rho}\left(B_{0}\right)$. For every $B \subset B_{0}$ set

$$
a_{0}(B):=\left(\inf _{c \in \mathbb{R}} f_{\tau^{-1} B}|f-c|^{\rho} d \mu\right)^{1 / \rho}
$$

Then, $\|f\|_{J N_{p, \tau}^{\rho}, B_{0}}<\infty$ if and only if $\left\|a_{0}\right\|_{D_{p}, B_{0}}<\infty$ and in such a case

$$
\|f\|_{J N_{p, \tau}^{\rho}, B_{0}}=\left\|a_{0}\right\|_{D_{p}, B_{0}} a_{0}\left(B_{0}\right)
$$

Proof. Suppose first that $\|f\|_{J N_{p_{p}^{\rho}, B_{0}}}<\infty$. Let $\left\{B_{i}\right\}_{i}$ be a pairwise disjoint family with $B_{i} \subset B_{0}$. Then if we write $\widetilde{B}_{i}=\tau^{-1} B_{i}$ we have that $\left\{\tau \widetilde{B}_{i}\right\}_{i}$ is a pairwise disjoint family with $\tau \widetilde{B}_{i} \subset B_{0}$. Hence,

$$
\sum_{i} a_{0}\left(B_{i}\right)^{p} \mu\left(B_{i}\right)=\sum_{i}\left(\inf _{c \in \mathbb{R}} f_{\widetilde{B}_{i}}|f-c|^{\rho} d \mu\right)^{p / \rho} \mu\left(\tau \widetilde{B}_{i}\right) \leq\|f\|_{J N_{p, \tau}^{\rho}, B_{0}}^{p} \mu\left(B_{0}\right)
$$

and this readily implies that $\left\|a_{0}\right\|_{D_{p}, B_{0}} a_{0}\left(B_{0}\right) \leq\|f\|_{J N_{p, \tau}^{\rho}, B_{0}}$.
Let us now consider the converse. Assume that $\|a\|_{D_{p}, B_{0}}<\infty$. To show that $\|f\|_{J N_{p, \tau}^{\rho}, B_{0}}<\infty$ we take $\left\{\tau B_{i}\right\}_{i}$ pairwise disjoint family with $\tau B_{i} \subset B_{0}$. Then,
$\sum_{i}\left(\inf _{c \in \mathbb{R}} f_{B_{i}}|f-c|^{\rho} d \mu\right)^{p / \rho} \mu\left(\tau B_{i}\right)=\sum_{i} a_{0}\left(\tau B_{i}\right)^{p} \mu\left(\tau B_{i}\right) \leq\left\|a_{0}\right\|_{D_{p}, B_{0}}^{p} a_{0}\left(B_{0}\right)^{p} \mu\left(B_{0}\right)$.
Taking the supremum over all the possible families we conclude that $\|f\|_{J N_{p, r}^{\rho}, B_{0}} \leq$ $\left\|a_{0}\right\|_{D_{p}, B_{0}} a_{0}\left(B_{0}\right)$.
7.3. Weak Gurov-Reshetnyak condition. The Gurov-Reshetnyak class $G R_{\varepsilon}(\mu)$, $0<\varepsilon<2$, is defined as the collection of weights $w \in L_{\text {loc }}^{1}(X)$ satisfying

$$
f_{B}\left|w-w_{B}\right| d \mu \leq \varepsilon w_{B}
$$

for every ball $B \subset X$. It is known that $w \in G R_{\varepsilon}(\mu)$ implies $w \in L_{\text {loc }}^{p}$ for $1 \leq p<p(\varepsilon)$ with $p(\varepsilon) \rightarrow+\infty$ as $\varepsilon \rightarrow 0^{+}$[1, Theorem 3.1]. Our approach applies to $G R_{\varepsilon}(\mu)$, and more generally, its weak variant

$$
\begin{equation*}
f_{B}\left|w-w_{B}\right| d \mu \leq \varepsilon w_{\tau B} \tag{7.9}
\end{equation*}
$$

where $\tau \geq 1$ is a fixed parameter.
As a new result in this metric setting we obtain the $L^{p}$ self-improvement of (7.9) for small $\varepsilon$, that is, we show that a weak Gurov-Reshetnyak condition implies local higher integrability. This, which follows from Theorem 6.4, extends the results in [1] as well as those of T. Iwaniecz [18], who studied weak Gurov-Reshetnyak conditions in the Euclidean setting which arise in the study of PDEs.

Theorem 7.10. Fix a ball $B_{0}$ and let $\tau \geq 1$. Assume that $0 \leq w \in L^{1}\left(\tau \widehat{B}_{0}\right)$ satisfies the local weak Gurov-Reshetnyak condition

$$
\begin{equation*}
f_{B}\left|w-w_{B}\right| d \mu \leq \varepsilon w_{\tau B} \tag{7.11}
\end{equation*}
$$

for every $B$ with $\tau B \subset \tau \widehat{B}_{0}$. If $\varepsilon>0$ is a small enough depending on $\mu$ and $\tau$ then there exists $p(\varepsilon)>1$ (see (7.14) below) such that whenever $1 \leq p<p(\varepsilon)$, we have

$$
\begin{equation*}
\left(f_{B}\left|w-w_{B}\right|^{p} d \mu\right)^{1 / p} \lesssim \varepsilon w_{\tau \widehat{B}} \tag{7.12}
\end{equation*}
$$

for every $B$ with $\tau B \subset \tau \widehat{B}_{0}$, and hence $w$ satisfies the following weak reverse Hölder inequality

$$
\begin{equation*}
\left(f_{B} w^{p} d \mu\right)^{1 / p} \lesssim f_{\tau \widehat{B}} w d \mu \tag{7.13}
\end{equation*}
$$

for every $B$ with $\tau B \subset \tau \widehat{B}_{0}$. Moreover, $p(\varepsilon) \rightarrow+\infty$, as $\varepsilon \rightarrow 0^{+}$.

Proof. Fix a ball $B_{0}^{\prime}$ satisfying $\tau \widehat{B}_{0}^{\prime} \subset \tau \widehat{B}_{0}$. We wish to apply Theorem 6.4 on $B_{0}^{\prime}$ to the function $F:=\left|w-w_{B_{0}^{\prime}}\right| \in L^{1}\left(\widehat{B}_{0}^{\prime}\right)$. Let $B \in \mathcal{B}^{\prime}=\mathcal{B}_{B_{0}^{\prime}}$ and note that

$$
F \leq\left|w-w_{B}\right|+\left|w_{B}-w_{B_{0}^{\prime}}\right|=: G^{B}+H^{B} .
$$

Condition (ii) on Theorem 6.4 clearly holds with $\Theta=c_{\mu} \tau^{D}$. For (iii) we first observe that $B \in \mathcal{B}^{\prime}$ implies that $\tau B \subset \tau \widehat{B}_{0}^{\prime} \subset \tau \widehat{B}_{0}$ (see (6.3)). Hence we can use (7.11) and obtain

$$
f_{B} G^{B} d \mu=f_{B}\left|w-w_{B}\right| d \mu \leq \varepsilon w_{\tau B} \leq \varepsilon f_{\tau B} F d \mu+\varepsilon w_{B_{0}^{\prime}}
$$

Thus, (iii) of Theorem 6.4 holds with $\delta=\varepsilon$ and $g^{B}=\varepsilon w_{B_{0}^{\prime}}$. In this case the maximal function $G_{\mathcal{B}^{\prime}}^{*}(x) \equiv \varepsilon w_{B_{0}^{\prime}}$ if $x \in \cup_{\mathcal{B}^{\prime}} B$ and $G_{\mathcal{B}^{\prime}}^{*}(x)=0$ otherwise. Therefore, we can invoke Theorem 6.4 and in particular (6.7) leads to the desired estimate (7.12):

$$
\left\|w-w_{B_{0}^{\prime}}\right\|_{L^{p}, B_{0}^{\prime}}=\|F\|_{L^{p}, B_{0}^{\prime}} \lesssim\left\|G_{\mathcal{B}^{\prime}}^{*}\right\|_{L^{p}, \widehat{B}_{0}^{\prime}}+F_{\widehat{B}_{0}^{\prime}} \lesssim \varepsilon w_{B_{0}^{\prime}}+\int_{\widehat{B}_{0}^{\prime}}\left|w-w_{\widehat{B}_{0}^{\prime}}\right| d \mu \lesssim \varepsilon w_{\tau \widehat{B_{0}^{\prime}}}
$$

where in the last estimate we have used (7.11) with $\widehat{B}_{0}^{\prime}$ in place of $B$ (note that by assumption $\tau \widehat{B}_{0}^{\prime} \subset \tau \widehat{B}_{0}$ ). The previous estimate holds if $1<p<p(\varepsilon)$ where

$$
\begin{equation*}
p(\varepsilon)=\frac{\log \left(C_{\mu}^{-1} c_{\mu} \tau^{D} \varepsilon^{-1}\right)}{\log \left(2 c_{\mu} \max \{\tau, 3\}^{D}\right)} \quad \text { and } \quad 0<\varepsilon<\frac{1}{2 C_{\mu}} \min \left\{1, \frac{\tau}{3}\right\}^{D} \tag{7.14}
\end{equation*}
$$

Note that $p(\varepsilon) \rightarrow+\infty$ as $\varepsilon \rightarrow 0^{+}$.

## 8. Proof of Theorem 6.4

The proof of Theorem 6.4 combines ideas from the proof of Theorem 2.1 with a Calderón-Zygmund type covering in [21, Lemma 4.4]. We start with two lemmas. In what follows we will use $F_{B}$ to denote the $\mu$-average of $F$ on $B$.
Lemma 8.1. Given $\tau \geq 1$ we set

$$
\begin{equation*}
\lambda_{0}:=(15 \tau)^{D} c_{\mu}\left(1+\frac{1}{\eta}\right)^{D} \tag{8.2}
\end{equation*}
$$

Let $0 \leq F \in L^{1}\left(\widehat{B}_{0}\right)$. If $B=B\left(x_{B}, r_{B}\right) \in \mathcal{B}\left(c f\right.$. (6.2)) is such that $F_{B} \geq \lambda_{0} F_{\widehat{B}_{0}}$, then $r_{B} \leq \frac{\eta}{15 \tau} r_{B_{0}}$ and, consequently, $15 \tau B \in \mathcal{B}$.

Proof. Note that

$$
\lambda_{0} \leq \frac{F_{B}}{F_{\widehat{B}_{0}}} \leq \frac{\mu\left(\widehat{B}_{0}\right)}{\mu(B)} \leq c_{\mu}\left(\frac{r_{\widehat{B}_{0}}}{r_{B}}\right)^{D}=c_{\mu}(1+\eta)^{D}\left(\frac{r_{B_{0}}}{r_{B}}\right)^{D} .
$$

This and the definition of $\lambda_{0}$ gives as desired $r_{B} \leq \frac{\eta}{15 \tau} r_{B_{0}}$ which implies $15 \tau B \in \mathcal{B}$ by the definition of the family $\mathcal{B}$.
Lemma 8.3. Let $0 \leq F \in L^{1}\left(\widehat{B}_{0}\right)$ and assume that

$$
\Omega_{\lambda}:=\left\{x \in \widehat{B}_{0}: M_{\mathcal{B}} F(x)>\lambda\right\} \neq \emptyset .
$$

If $\lambda \geq \lambda_{0} F_{\widehat{B}_{0}}$, where $\lambda_{0}$ is given in (8.2), there exists a countable family of pairwise disjoint balls $\left\{B_{i}\right\}_{i}$ such that
(a) $\bigcup_{i} B_{i} \subset \Omega_{\lambda} \subset \bigcup_{i} 5 B_{i}$,
(b) $15 \tau B_{i} \in \mathcal{B}$,
(c) $F_{B_{i}}>\lambda$ and
(d) $F_{\sigma B_{i}} \leq \lambda$ whenever $\sigma \geq 2$ and $\sigma B_{i} \in \mathcal{B}$.

Proof. For every $x \in \Omega_{\lambda}$, we set

$$
r_{x}:=\sup \left\{r_{B}: \exists B=B\left(x_{B}, r_{B}\right) \in \mathcal{B}, B \ni x \text { and } F_{B}>\lambda\right\} .
$$

By assumption, the set over which the supremum is taken is non-empty. Moreover, by Lemma 8.1, we have $r_{x} \leq \frac{\eta}{15 \tau} r_{B_{0}}$. For each $x \in \Omega_{\lambda}$, we associate a ball $B_{x} \in \mathcal{B}$ with $B_{x} \ni x$ such that $F_{B_{x}}>\lambda$ and $r_{x} / 2<r_{B_{x}} \leq r_{x}$. Applying Vitali's covering theorem, we get a family of balls $\left\{B_{i}\right\}_{i}$ with the desired properties.

Proof of Theorem 6.4. Let $K \geq 1$ be a large constant to be chosen and take $\lambda \geq$ $\lambda_{0} F_{\widehat{B}_{0}}$. If $\Omega_{\lambda} \neq \emptyset$ we can apply the covering lemma to get the family of balls $\left\{B_{i}\right\}_{i}$ satisfying (a)-(d) of Lemma 8.3. We begin by showing that

$$
\begin{equation*}
\left\{x \in 5 B_{i}: M_{\mathcal{B}} F(x)>K \lambda\right\}=\left\{x \in 5 B_{i}: M_{\mathcal{B}}\left(F \chi_{15 B_{i}}\right)(x)>K \lambda\right\} . \tag{8.4}
\end{equation*}
$$

Since the inclusion $\supset$ is clear, we take an arbitrary $x \in 5 B_{i}$ and assume that $M_{\mathcal{B}} F(x)>K \lambda$. Then there is a ball $B \in \mathcal{B}$ with $B \ni x$ such that

$$
\begin{equation*}
f_{B} F d \mu>K \lambda \tag{8.5}
\end{equation*}
$$

We will be done after showing that $B \subset 15 B_{i}$ which in turn follows from the fact that $r_{B} \leq 5 r_{B_{i}}$. In order to obtain the latter suppose otherwise that $r_{B}>5 r_{B_{i}}$. Then $B \subset B\left(x_{B_{i}}, 3 r_{B}\right)=\sigma B_{i}$ where $\sigma=3 r_{B} / r_{B_{i}}>15$. Note that $r_{\sigma B_{i}}=3 r_{B} \leq \eta r_{B_{0}}$ by (8.5), the choice of $\lambda$ and Lemma 8.1. Hence $\sigma B_{i} \in \mathcal{B}$ and we can use Lemma 8.3 and (6.1) to conclude that

$$
f_{B} F d \mu \leq \frac{\mu\left(\sigma B_{i}\right)}{\mu(B)} f_{\sigma B_{i}} F d \mu \leq c_{\mu} 3^{D} \lambda \leq K \lambda,
$$

provided $K \geq c_{\mu} 3^{D}$. This contradicts (8.5) and hence $r_{B} \leq 5 r_{B_{i}}$. This implies in turn that $B \subset 15 B_{i}$ and the proof of (8.4) is complete.

We next consider

$$
E_{\lambda}:=\left\{x \in \widehat{B}_{0}: M_{\mathcal{B}} F(x)>K \lambda, G_{\mathcal{B}}^{*}(x) \leq \gamma \lambda\right\}
$$

where $\gamma \in(0,1)$. Then,

$$
\begin{aligned}
\mu\left(E_{\lambda}\right)=\mu\left(E_{\lambda} \cap \Omega_{\lambda}\right) \leq & \sum_{i} \mu\left(E_{\lambda} \cap 5 B_{i}\right) \\
& =\sum_{i} \mu\left(\left\{x \in 5 B_{i}: M_{\mathcal{B}}\left(F \chi_{15 B_{i}}\right)(x)>K \lambda, G_{\mathcal{B}}^{*}(x) \leq \gamma \lambda\right\}\right)
\end{aligned}
$$

In the previous sum it is understood that we keep only the terms where $E_{\lambda} \cap 5 B_{i} \neq \emptyset$. In such a case, we pick $\bar{x}_{i} \in E_{\lambda} \cap 5 B_{i}$. Recall that by Lemma 8.3 part (b), $15 \tau B_{i} \in \mathcal{B}$
and hence $15 B_{i} \in \mathcal{B}$. Then using our assumptions (i) and (ii), and Lemma 8.3, for every $x \in E_{\lambda} \cap 3 B_{i}$, we have

$$
\begin{aligned}
& K \lambda<M_{\mathcal{B}}\left(F \chi_{15 B_{i}}\right)(x) \leq M_{\mathcal{B}}\left(H^{15 B_{i}} \chi_{15 B_{i}}\right)(x)+M_{\mathcal{B}}\left(G^{15 B_{i}} \chi_{15 B_{i}}\right)(x) \\
& \quad \leq \Theta f_{15 \tau B_{i}} F d \mu+M_{\mathcal{B}}\left(G^{15 B_{i}} \chi_{15 B_{i}}\right)(x) \leq \Theta \lambda+M_{\mathcal{B}}\left(G^{15 B_{i}} \chi_{15 B_{i}}\right)(x) .
\end{aligned}
$$

Taking $K>\Theta$, we use the fact that $M_{\mathcal{B}}$ is of weak type ( 1,1 ), assumption (iii) and Lemma 8.3 to obtain (6.5):

$$
\begin{aligned}
\mu\left(E_{\lambda}\right) & \leq \sum_{i} \mu\left(\left\{x \in 5 B_{i}: M_{\mathcal{B}}\left(G^{15 B_{i}} \chi_{15 B_{i}}\right)(x)>(K-\Theta) \lambda, G_{\mathcal{B}}^{*}(x) \leq \gamma \lambda\right\}\right) \\
& \lesssim \sum_{i} \frac{\mu\left(15 B_{i}\right)}{(K-\Theta) \lambda} f_{15 B_{i}} G^{15 B_{i}} d \mu \\
& \lesssim \sum_{i} \frac{\mu\left(B_{i}\right)}{(K-\Theta) \lambda}\left(\delta f_{15 \tau B_{i}} F d \mu+g^{15 B_{i}}\right) \\
& \leq \sum_{i} \frac{\mu\left(B_{i}\right)}{(K-\Theta) \lambda}\left(\delta \lambda+G_{\mathcal{B}}^{*}\left(\bar{x}_{i}\right)\right) \lesssim \frac{\delta+\gamma}{K-\Theta} \mu\left(\Omega_{\lambda}\right) .
\end{aligned}
$$

We next obtain (6.6) and (6.7). Observe first that (6.5) gives for every $\lambda \geq \lambda_{0} F_{\widehat{B}_{0}}$ :

$$
\begin{aligned}
\mu\left(\Omega_{K \lambda}\right) \leq \mu\left(E_{\lambda}\right)+\mu\left(\left\{x \in \widehat{B}_{0}:\right.\right. & \left.\left.G_{\mathcal{B}}^{*}(x)>\gamma \lambda\right\}\right) \\
& \leq C_{\mu} \frac{\delta+\gamma}{K-\Theta} \mu\left(\Omega_{\lambda}\right)+\mu\left(\left\{x \in \widehat{B}_{0}: G_{\mathcal{B}}^{*}(x)>\gamma \lambda\right\}\right)
\end{aligned}
$$

and hence, for all $\lambda>0$,

$$
\begin{equation*}
\frac{\mu\left(\Omega_{K \lambda}\right)}{\mu\left(\widehat{B}_{0}\right)} \leq C_{\mu} \frac{\delta+\gamma}{K-\Theta} \frac{\mu\left(\Omega_{\lambda}\right)}{\mu\left(\widehat{B}_{0}\right)}+\frac{\mu\left(\left\{x \in \widehat{B}_{0}: G_{\mathcal{B}}^{*}(x)>\gamma \lambda\right\}\right)}{\mu\left(\widehat{B}_{0}\right)}+\chi_{\left\{0<\lambda<\lambda_{0} F_{\widehat{B}_{0}}\right\}}(\lambda) . \tag{8.6}
\end{equation*}
$$

We now proceed as in the dyadic case. Choose $K=2 \max \left\{\Theta, c_{\mu} 3^{D}\right\}$ and assume that $1<p<\frac{\log \left(1 /\left(C_{\mu} \delta \Theta^{-1}\right)\right)}{\log K}$. Using (8.6) it follows that

$$
\begin{aligned}
& I_{N}:=\sup _{0<\lambda \leq N} \lambda^{p} \frac{\mu\left(\Omega_{\lambda}\right)}{\mu\left(\widehat{B}_{0}\right)}=K^{p} \sup _{0<\lambda \leq \frac{N}{K}} \lambda^{p} \frac{\mu\left(\Omega_{K \lambda}\right)}{\mu\left(\widehat{B}_{0}\right)} \\
& \leq K^{p} C_{\mu} \frac{\delta+\gamma}{\Theta} I_{N}+\frac{K^{p}}{\gamma^{p}}\left\|G_{\mathcal{B}}^{*}\right\|_{L^{p, \infty}, \widehat{B}_{0}}^{p}+K^{p}\left(\lambda_{0} F_{\widehat{B}_{0}}\right)^{p} .
\end{aligned}
$$

Let us observe that our choice of $p$ guarantees that $K^{p} C_{\mu} \frac{\delta}{\Theta}<1$ and hence we can take $\gamma$ small enough so that $K^{p} C_{\mu} \frac{\delta+\gamma}{\Theta}<1$. This and the fact that $I_{N} \leq N^{p}<\infty$ allow us to absorb the first term in the last estimate to obtain

$$
I_{N} \leq C_{\Theta, \delta, \tau, \eta, p}\left(\left\|G_{\mathcal{B}}^{*}\right\|_{L^{p, \infty}, \widehat{B}_{0}}^{p}+\left(F_{\widehat{B}_{0}}\right)^{p}\right) .
$$

Finally, (6.6) follows by letting $N \rightarrow \infty$ and using that $F \leq M_{\mathcal{B}} F \mu$-a.e. on $B_{0}$ as observed above.

The proof of (6.7) follows the same ideas already employed in the dyadic case and it is therefore omitted.
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