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Abstract

In this work we consider Pareto optimality for automated design in synthetic biology. We present a generalized framework based on a mixed-integer dynamic optimization formulation that, given design specifications, allows the computation of Pareto optimal sets of designs, i.e., the set of best trade-offs for the metrics of interest.

We show how this framework can be used for (i) forward design, i.e., finding the Pareto optimal set of synthetic designs for implementation, and (ii) reverse design i.e., analyzing and inferring motifs and/or design principles of gene regulatory networks from the Pareto set of optimal circuits.

Finally, we illustrate the capabilities and performance of this framework considering four case studies. In the first problem we consider the forward design of an oscillator. In the remaining problems, we illustrate how to apply the reverse design approach to find motifs for stripe formation, rapid adaption, and fold-change detection, respectively.
Keywords

Pareto optimality, global optimization, multiobjective, mixed-integer, motifs, design principles, regulatory networks

1 Introduction

One challenge of synthetic biology is the design and implementation of transcriptional regulatory circuits that can mimic desirable properties found in naturally occurring systems. This entails handling increasing levels of complexity, both in the number of regulatory regions and in the nature of the tasks that the circuits can accomplish. A number of computer-aided approaches and tools for synthetic biology has been presented during the last decade (1–11). A recent breakthrough in the field is the development of Cello by Nielsen et al. (12), a hardware language for programming living cells applying principles of electronic design automation (EDA) that allowed the authors to design circuits that double the plateau first noted by Purnick and Weiss (13) in the number of regulated promoters.

The high levels of complexity found in natural regulatory networks could be in part explained by the fact that they perform multiple tasks, and they are therefore subject to fundamental trade-offs (14, 15). Mimicking an evolutionary process through a multiobjective optimization procedure will lead to find those features or evolutionary traits that show the best trade-offs between a set of advantageous properties (selected as optimization objectives) in what is called Pareto front of optimal solutions. From the perspective of synthetic circuits, a multiobjective formulation will push the design of synthetic circuits towards more complex functionalities, and in general terms, improved characteristics. For example, multicriteria optimization could be used in combination with recent advances (16) to find designs with good trade-offs between performance and protein burden.

In this work we present a generalized framework for automated design that allows the computation of Pareto optimal sets of designs and can be applied to tackle both forward
and reverse design problems (we focus on the first stages of the so called circuit engineering process (17)). The aim in the forward problem is to find synthetic designs for implementation that comply with \textit{a priori} defined target performance requirements, whereas in reverse design the purpose is finding motifs, or patterns of interconnections/parameters, leading to a particular functionality in gene regulatory networks. We use mixed-integer optimization methods to search simultaneously topology and parameter spaces with high computational efficiency.

The use of optimization-based approaches for automated design in synthetic biology have been proposed, among others, by Francois and Hakim (18), Rodrigo et al. (19), Dasika and Maranas (20), Cao et al. (21) and Huynh et al. (22, 23). These studies considered single-objective optimization formulations. Here we will instead adopt a multiobjective (or multicriteria) perspective. In this framework, the optimal solution is not unique, but a set of optimal trade-offs (usually called the Pareto set).

Multiobjective optimization is widely used in engineering design (24–28), and is being increasingly used to analyze and design complex systems in many areas of science (14, 29–35). It is worth noting that the use of the multiobjective optimization (Pareto optimality) concept in biosystems has a relatively long history. The role of trade-offs and multicriteria optimization in the evolutionary adaptation of biochemical networks was already studied by a number of authors in the 1990s (36), with pioneering works dating back to the 1980s (37, 38). Initial applications of multicriteria optimization in metabolic engineering were presented by Vera et al. (39) using linear programming and by Sendin et al. (40) for the nonlinear case. By the same time, applications in bioprocess engineering were reported (41, 42). Initial multiobjective formulations for flux balance analysis were developed by Vo et al. (43) and Sendin et al. (44), with subsequent studies providing experimental confirmation (45, 46). During the last decade, a number of authors have considered this kind of approach for different biological applications, including molecular biology (47), neuroinformatics (48) conservation biology (49), RNA design (50), bacterial adaptability (51, 52), microbial strain
design (53, 54), metabolic network analysis (44, 55–60), tuning of biological devices (61), synthetic DNA library assembly (62) and forward design of genetic networks (63–65).

Here we have a double objective: (i) to extend and generalize the multiobjective optimization methodology for forward design introduced by Otero-Muras and Banga (64) to the reverse design of gene regulatory networks, and (ii) to illustrate the capabilities of the framework for both reverse and forward problems with four case studies. First, starting from a library of biological parts we design an oscillator with optimal stability and tunability of the period (a good property for entrainment purposes). The second example applies the reverse design approach to find motifs capable of stripe formation in a morphogen gradient. In the third and fourth case studies we search for motifs for rapid adaption fold-change detection, respectively.

2 Results and Discussion

2.1 Forward problem: finding Pareto optimal synthetic circuits

Synthetic biology aims to use a systematic forward-engineering design cycle (66, 67). Here we consider the problem of forward design as finding, among all the possible combinations of devices from a library of standard parts, the circuit (or circuits) capable of achieving an *a priori* defined functionality.

We approach this problem by means of a formulation based on Multiobjective Mixed-Integer Nonlinear Programming Optimization (see section 3). To this aim, it is first necessary to model the circuits’ dynamics in a suitable mixed-integer framework.

In the context of forward design, models need to ensure modularity and easy translation into an implementable circuit, also for an effective transfer from/to experimental data (68, 69). Here we use the formalism of biological components (70) and consider four minimal constitutive parts: promoters, ribosome binding sites (RBS), protein coding regions (containing the sequence information needed to create a functional protein chain) and termi-
nators. We adopt the formalism by Pedersen and Phillips (71) to associate a set of reactions to each constitutive part and obtain the reaction network of a device by combination of the reactions of its constitutive parts (we consider devices constituted by a promoter, a ribosome binding site, a protein coding region and a terminator). In this way, the reaction network of any circuit (or combination of devices (70)) is built automatically starting from the reactions of the constitutive parts. This modeling framework facilitates further connections to the Synthetic Biology Open Language SBOL (72) by means of recently developed annotation methodologies (73). Moreover, the libraries can be extended in an easy manner to incorporate information from improved characterization of parts and devices (74).

Figure 1: Design of an oscillator from a library of standard parts.

Starting from a given library with \( nG \) promoters, \( nR \) ribosome binding sites, \( nP \) protein
coding regions and $nT$ terminator sequences, the number of possible device configurations is $M = nG \times nR \times nP \times nT$. If we label every possible device with an integer index $i = 1, \ldots, M$ and build a vector $y \in \mathbb{Z}^M$ of binary variables such that $y_i$ is one if the device $i$ is part of the circuit and zero otherwise (75), the structure of a gene regulatory circuit is completely defined by the binary vector $y$. Although the parameters (kinetic rate constants associated to each minimal part) are in principle fixed, any parameter(s) can be selected to be tuned as part of a vector $x$ of real decision variables in the optimization problem.

Assuming mass action kinetics for all the reactions and taking into account the dynamics of all the species involved in the network including promoters, mRNA, proteins and intermediate complexes, the dynamics of the a circuit, in terms of $x, y$ (the vectors of real and binary variables previously introduced) reads:

$$
\dot{z}(t) = N(y)v(x, y, k)
$$

(1)

where $N(y)$ is the stoichiometric matrix and $v(x, y, k)$ is the vector of rates of the reaction network (depending nonlinearly on the species in accordance with the mass action law). The vector $k$ contains all the parameters (kinetic rate constants) that remain fixed during the optimization process. Here it is important to remark that, since we assume mass action kinetics, it is possible also to perform stochastic simulations of the dynamics using the SSA algorithm (76).

Once the dynamics is encoded in a mixed-integer framework, the forward design problem is formulated as a multiobjective optimization problem and solved as indicated in detail in the section 3.

**Design of an oscillator with optimal properties.** Next we apply our method to find, starting from a library of standard parts, the best oscillator for implementation according to a priori defined criteria. In order to ensure that the response of the system is a sustained oscillation, we use as a constraint the first peak of the normalized autocorrelation function
(77, 78) (which needs to be above a threshold for an oscillation). Our first design criterion is the tunability (79) of the period, i.e., the capacity of the oscillator to adapt the period according to the cell demands. This property, postulated as an evolutionary aim by Tsai et al. (80), increases the capacity of an oscillator to be successfully entrained by an external oscillatory signal. As a second objective we select the leading Floquet exponent of the monodromy matrix (77) to ensure that the stability of the limit cycle is not compromised.

We start from a database of biological parts adapted from Pedersen and Phillips (71) (we have extended the library to incorporate the degradation of bound repressor) containing 4 promoters, 1 ribosome binding site, 1 terminator and 11 protein coding regions for the proteins cIR, tetR, araC, lacI, luxI, luxR, lasR, lasI, ccdB, ccdA, ccdA2 (See Fig. 1 A). This makes a total of 44 possible devices. Labeling each device with a number from 1 to 44, the structure of a circuit is completely defined by a vector $y$ with 44 binary entries.

We solve the multiobjective optimization problem constraining the maximum number of devices allowed in the circuit to 3. The obtained Pareto front, depicted in Fig. 1 C is constituted by three ring oscillators. Circuit P1 shows the highest period tunability, whereas circuit P3 is the one with greater stability of the limit cycle (this property is shown to be correlated to the robustness of an oscillator with respect to molecular intrinsic noise (77)). Following the criterion proposed in section 3, i.e. the shortest distance to the utopia point U, the circuit P2 is the best circuit for implementation, i.e. the one that shows the best compromise between period tunability and stability of the limit cycle. For comparative purposes we depict the Repressilator oscillator (81), corresponding to the NP circuit in Fig. 1 C. As it can be deduced from the figure, the Repressilator oscillator is dominated by circuits P1, P2 and P3, i.e., it is not Pareto optimal with respect to the period tunability and stability of the limit cycle.
2.2 Reverse Design: Inferring design principles of gene regulatory networks

Synthetic biology can help us to infer design principles, increasing our insights and understanding of the organization and function of naturally occurring genetic networks (82–85). In the context of automated design, we define the problem of reverse design as finding, from a weighted N-dimensional hypergraph, those motifs or patterns of interconnections/parameters, leading to a functionality defined a priori.

Here we tackle the reverse design of gene regulatory networks design using the Multi-objective Mixed-Integer Nonlinear Programming Optimization approach included in section 3). To this aim, we first accommodate the dynamics of gene regulatory networks into a mixed-integer nonlinear framework.

Transcriptional networks can be represented by weighted directed graphs in which nodes are genes and connections represent regulation. Within this framework the regulation from gene $G_i$ to gene $G_j$ is characterised by two numbers: an integer $y_{ij} \in \{-1, 0, 1\}$, coding for inhibition ($-1$), no action ($0$), or activation ($1$), and a strictly positive weight $x_{ij} \in \mathbb{R}_{>0}$. A network with $N$ genes is therefore completely characterized by a vector of $N^2$ integer and $N^2$ real variables (see the Supporting Information for details).

Following Munteanu et al. (86) the effective regulating input to a gene $G_i$ is given by:

$$\chi_i = \sum_{j=1}^{n} \omega_{ji}z_j + \alpha_i I$$

where $\omega_{ji} = y_{ji}x_{ji}$, and the term $\alpha_i I$ reflects the effect of external inputs (in case the gene $G_i$ is only affected by internal gene-gene interactions, the coefficient $\alpha_i = 0$). The transcription rate is proportional to the sigmoidal-filtering of the total contribution, such that the balance for the protein $z_i$ encoded by $G_i$ reads:

$$\dot{z}_i = \frac{1}{1 + \exp(a - b(\chi_i))} - \delta z_i$$

(2)
where parameters $a$ and $b$ control the steepness and location of the threshold value of the regulation function, and $\delta$ is the protein degradation rate constant (see the Supporting Information for more details).

For a 3-dimensional network with genes $A$, $B$ and $C$, the ODE system describing the dynamics of the network reads:

\[
\begin{align*}
\dot{A} &= \frac{1}{1 + \exp(a - \omega AA + \omega AB + \omega BC)} - \delta A \\
\dot{B} &= \frac{1}{1 + \exp(a - \omega AB + \omega BB + \omega CB)} - \delta B \\
\dot{C} &= \frac{1}{1 + \exp(a - \omega AC + \omega BC + \omega CC)} - \delta C.
\end{align*}
\]

This model representation has been biologically-verified, extensively employed in the study of developmental gene networks (87), and it is particularly suitable here due to its generality and easy accommodation into the mixed-integer framework. Simplified mechanistic models (88) could be a good alternative in case that we have more detailed information about the kinetics of the systems under study.

Importantly, our framework can easily accommodate a stochastic description of the dynamics. Recently developed methods (89) allow the efficient stochastic simulation of gene regulatory networks with general kinetics under mild assumptions. In order to consider the effect of molecular noise in the design, the incorporation of these methods for efficient stochastic simulation within our framework is subject of ongoing work.

After encoding the dynamics into the mixed-integer framework, the design problem is formulated as a multiobjective optimization problem and solved as indicated in section 3.

**Finding motifs for stripe formation.** Stripe formation is a key spatial feature in the early stages of the embryogenesis (86). Next we apply the reverse design method to find stripe-forming motifs, i.e. patterns conferring to a tissue of $N$ isogenic cells the capability to form a stripe of gene expression in response to a morphogen gradient. Previous studies in tissue development at *Drosophila* embryos (90) revealed that the feedforward motifs
Figure 2: Finding stripe-forming motifs by multiobjective optimization automated based design. A) Search space and decision variables, B) Objective functions, C) Pareto front of optimal trade-offs (blue square dots), red square dots represent dominated solutions.

are capable of this patterning function, and synthetic morphogen sensors have been implemented using feedforward architectures (91). In a computational work, Munteanu et al. (86) explored the capacity of the four types of incoherent feedforward loops for stripe formation. Using exhaustive exploration through the topology and parameter spaces (performing simulations for a large sampling of the parameter space for each possible topology), they
found that both incoherent type 1 (IFF1) and incoherent type 3 (IFF3) feedforward loops are capable to form an easily detectable single-stripe pattern under a morphogen gradient.

Here we search for stripe-forming motifs in 3-dimensional gene networks applying optimization instead of exhaustive exploration. Our search space is the weighted hypergraph in Fig. 2 A, with decision variables $y_{AB}, y_{BB}, y_{CB}, y_{AC}, y_{BC}$ and $y_{CC}$ in $\{−1, 0, 1\}$ and $x_{AB}, x_{BB}, x_{CB}, x_{AC}, x_{BC}$ and $x_{CC}$ in $\mathbb{R}_{>0}$.

As a first objective to optimize we consider the quality of the stripe, using a score to measure the distance to an ideal stripe represented in Fig. 2 B (centered in the origin and optimal in terms of height and width). As a second objective we consider the protein production cost, as defined by Zaslaver et al. (92). Recent works (93) indicate that the economy of protein production is important to cell physiology supporting the selection of protein cost as a meaningful objective.

The morphogen gradient is simulated, following Munteanu et al. (86) by an input into gene $A$, which takes the form $I = Md^c$, with $M$ being the morphogen concentration at the left boundary of the tissue, $d$ is the reduction of morphogen concentration in each subsequent cell of the morphogen gradient and $c$ is the increasing cell index $c = 1, 2, \ldots, N$. In order to obtain the system response to the morphogen gradient, we compute the steady state levels of the proteins in every cell using Eq. 3. The profiles of the proteins $A$, $B$ and $C$ are obtained by plotting the corresponding steady state levels as a function of the cell index $c$.

The complete Pareto front is illustrated in Fig. 2, where the topology and parameters for each circuit $P1, \ldots, P8$ are depicted together with the associated system’s response.

Examination of the set of optimal trade-off solutions leads to the following observations. First, both IFF1 and IFF3 feedforward structures appear among the non-dominated solutions. This result is in agreement with that reported by Munteanu et al. (86), where analytic and computational approaches were employed to establish IFF1 and IFF3 as core topologies for stripe formation (it is important to remark that our optimization method requires orders of magnitude less computational effort). In addition, the Pareto analysis reveals that,
whereas IFF3 provides the best stripe quality at the highest production cost, IFF1 provides good compromises between both objectives. In fact, the topology of the optimal circuits varies following a structured logic as we move along the Pareto front: the IFF3 structure provides high values of protein cost, at intermediate values of protein cost we find IFF1 structures reinforced with negative regulation from B to C, and at low values of protein cost we find IFF1 structures with very low regulation from B to C.

For comparison purposes, we also depict four circuits found by exhaustive exploration (86) corresponding to dominated points NP1, ..., NP4. As expected, circuits found by optimization outperform in terms of the objectives selected (quality of the stripe and protein cost) those found by other methods that do not take optimality into account.

**Finding motifs for rapid adaptation.** Adaptation is the ability of a system to reset after responding to a stimulus, allowing cells to maintain homeostasis in presence of perturbations. In the context of enzyme networks, Ma et al. (94) described formally the adaptive response in terms of its sensitivity (the height of output response relative to the initial steady-state value) and precision (the difference between pre- and post-stimulus steady states). Perfect adaptation is achieved when the system’s response returns exactly to the same level before stimulation. In the same work, they explored the full range of simple architectures (and performing and exhaustive sampling in the parameter space for each architecture) taking into account all the possible directed links among three nodes. Considering Michaelis Menten kinetics, they found two major core topologies that can achieve robust adaptation: a negative feedback loop with a buffering node and an incoherent feedforward loop with a proportioner node.

Here we are interested in finding motifs in gene regulation that can achieve a fast adaptation after sensing a signal, returning rapidly to the prestimulus steady state.

We start from 3 gene networks with an input into gene A. The system’s response (profiles of the proteins A, B and C upon induction) is given by Eq. 3, and the dynamics of the target protein C is evaluated. The search space is in this case the weighted hypergraph in
Figure 3: Finding motifs for rapid adaptation. A) Search space and decision variables. B) Objectives to optimize. C) Pareto front of solutions for a maximum number of two active connections. C) Pareto front of optimal trade-offs for a maximum of three active connections.

Fig. 3 A, with 9 integer decision variables $y_{AA}, y_{BA}, y_{CA}, y_{AB}, y_{BB}, y_{CB}, y_{AC}, y_{BC}$ and $y_{CC}$ in $\{−1, 0, 1\}$ and 9 real decision variables $x_{AA}, x_{BA}, x_{CA}, x_{AB}, x_{BB}, x_{CB}, x_{AC}, x_{BC}$ and $x_{CC}$ in $\mathbb{R}_{>0}$. As objectives to optimize we consider the sensitivity (or amplitude) of the response (see Fig. 3 B) and a measure that indicates the speed of the response, aiming to find circuits that rapidly arrive to their state before perturbation. For this purpose, we find that the area below protein $C$ dynamics provides an effective objective to minimize (note that this area is related to the cost $C$ protein production as defined by (92)).
In order to find minimal network structures leading to adaptation, we first solve the multiobjective optimization problem imposing a maximum number of 2 active connections. Under this constraint, we do not found any structure capable of adaptation (the corresponding Pareto front is depicted in Fig. 3 C). In a second step, we solve the multiobjective optimization problem for a maximum of 3 active connections, obtaining the Pareto front in Fig. 3 D, showing how the two objectives are in this case clearly in a strong trade-off. We have found different structures with only three active connections that achieve perfect adaptation showing optimal trade-offs between sensitivity and velocity. The Pareto front depicted corresponds to the type 1 incoherent feedforward motif (IFF1) (circuits from P1 to P20 are of the IFF1 type and the values of the regulation strengths vary as we move along the Pareto front).

Interestingly, the Pareto front does not improve by increasing the number of maximum number of connections, leading to the conclusion that adding more connections will not have any beneficial effect in the adaptive response.

**Finding motifs for fold-change detection.** Certain cellular sensory systems display what is called fold-change detection (FCD), i.e. they respond to stimuli depending only on fold changes in the input, not on absolute levels \(t_4\). In a recent work, Adler et al. \(95\) performed an exhaustive analytical screen of all three-node circuits, comprising around 500000 topologies, searching for circuits capable of fold-change detection (FCD circuits). They found that two recurrent circuits in biological systems, the incoherent feedforward and the nonlinear integral-feedback loop, are among the very few minimal FCD circuits that trade-off speed and response amplitude. The authors arrive to this conclusion after an exhaustive exploration (no optimization is performed), in which the speed and amplitude values of different circuits are plotted in the objective space, and both IFF1 and NLIF motifs are found to lie in the Pareto boundary. Here, we apply our multiobjective optimization methodology to search for FCD circuits with optimal response in terms of speed and response amplitude.
As Adler and coauthors remark (95), exact (or perfect) adaptation is a pre-requisite for fold-change detection. Here we search for circuits displaying perfect adaptation that trade-off speed and amplitude of the response (as in the previous case study), but in this case imposing FCD condition as a constraint (see Fig. 4 A). We set the maximum number of connections to 4. In a first step, we solve the multiobjective optimization problem with 9 integer decision variables $y_{AA}, y_{BA}, y_{CA}, y_{AB}, y_{BB}, y_{CB}, y_{AC}, y_{BC}$ and $y_{CC}$ in $\mathbb{E} \{ -1, 0, 1 \}$ and 9 real decision variables $x_{AA}, x_{BA}, x_{CA}, x_{AB}, x_{BB}, x_{CB}, x_{AC}, x_{BC}$ and $x_{CC}$ in $\mathbb{R}_{>0}$ (see Fig. 3 A). As in (95), both IFF1 and NLIF circuits (see Fig. 4 B) are found to display fold-change detection with optimal speed and amplitude values. In comparison with exhaustive exploration, the number of function evaluations required by our approach is orders of magnitude lower (this translates into drastically lower computation times). In a second step, we fix the structural variables and solve the multiobjective optimization problem with decision variables $x_{AA}, x_{BA}, x_{CA}, x_{AB}, x_{BB}, x_{CB}, x_{AC}, x_{BC}$ and $x_{CC}$ for both structures IFF1 and NLIF. In both cases we obtain the Pareto front depicted in Fig. 4 C (the values of the regulation strengths vary as we move along the Pareto front from P1 to P20).

Figure 4: Motifs for Fold-Change Detection. A) Change Fold Detection Property. B) Motifs for Fold-Change Detection C) Pareto front of solutions for IFF1 and NLIF motifs. The complete Pareto front has been obtained in less than 20 min CPU time using an Intel 2.8 GHz Xeon.
3 Methods

3.1 Multiobjective mixed-integer nonlinear programming formulation of the automated design problem

Optimization-based automated design of transcriptional regulatory networks aims to find the circuit (or circuits) with the best overall performance among the set of all possible designs (search space). Since we are interested in searching simultaneously topology and parameter spaces, we employ a mixed-integer description of the gene regulatory network dynamics such that a circuit in the search space is completely characterized by a vector of integer (and/or binary) variables (characterizing the topology or structural configuration) and a vector of real variables (the tunable parameters). Within the mixed-integer modeling framework, the dynamics of gene regulatory networks is encoded in a system of Ordinary Differential Equations (ODEs) of the form:

\[ \dot{z}(t) = f(z,y,x,k), \quad z(0) = z_0 \]  

(4)

where \( z \in \mathbb{R}^N \) is the vector of dynamic state variables containing the levels of the species involved; \( x \in \mathbb{R}^R \) is the vector of continuous decision variables containing the tunable parameters; \( y \in \mathbb{Z}^M \) is the vector of integer (or binary) decision variables encoding the circuit model structure; \( k \in \mathbb{R}^K \) is a vector of fixed parameters. Note that this representation is generic (neither constrained to specific kinetics, nor to a particular granularity), and can be easily accommodated to upcoming advances in the modeling of synthetic circuits to incorporate, for example, complex aspects of mammalian regulation.

Design targets can be encoded in objective functions of the form \( J(\dot{z}, z, x, y, k) \) such that the predefined behavior is achieved when \( J \) reaches its minimum. We can define multiple design criteria by a vector of objective functions of the form \( J = (J_1, J_2, \ldots, J_S) \).

The automated design of a gene regulatory network is formulated as finding a vector
x \in \mathbb{R}^R \text{ of continuous variables and a vector } y \in \mathbb{Z}^M \text{ of integer variables that minimize the vector } J = (J_1, J_2, \ldots, J_S) \text{ of objective functions:}

\[
\min_{x,y} J_1(\dot{z}, z, x, y, k), J_2(\dot{z}, z, x, y, k), \ldots, J_S(\dot{z}, z, x, y, k) \tag{5a}
\]

subject to the circuit dynamics in the form of ODEs or Differential Algebraic Equations (DAEs) with the state variables z and additional parameters k:

\[
\xi(\dot{z}, z, x, y, k) = 0, \quad z(t_0) = z_0, \tag{5b}
\]

to additional requirements in the form of equality and inequality constraints:

\[
h(z, x, y, k) = 0, \tag{5c}
\]

\[
g(z, x, y, k) \leq 0, \tag{5d}
\]

and to upper and lower bounds for the real and integer decision variables:

\[
x_L \leq x \leq x_U, \tag{5e}
\]

\[
y_L \leq y \leq y_U. \tag{5f}
\]

The solution of the multiobjective optimization mixed-integer nonlinear programming (MO-MINLP) problem is a set of Pareto optimal points (the Pareto front) (96). The Pareto front represents the optimal trade-offs among the design criteria (97). A feasible circuit defined by \((x^*, y^*)\) is a Pareto optimal solution of the multiobjective optimization problem if it is not dominated by other feasible circuits (we say that \(J(x^*, y^*)\) dominates \(J(x^{**}, y^{**})\) if \(J(x^*, y^*) \leq J(x^{**}, y^{**})\) for all \(J_i \ (i = 1, \ldots, S)\) with at least one strict inequality).
3.2 Computing the Pareto front of optimal trade-offs

The efficiency in solving the optimization MO-MINLP problem is crucial for the ability to handle high levels of complexity. We need to remark that both reverse and forward design problems involve usually large search spaces combining real and integer variables. Due to the high nonlinearity and the presence of integer variables, the expected Pareto front might be discrete and/or non-convex. Global optimization of single-objective MINLPs is a very active research area (98).

We use the ε-constraint strategy because, on the one hand, it allows to compute non-convex regions in Pareto front (unlike for example the weighted-sum method (96)), and on the other hand it allows to compute discrete Pareto fronts (other methods like Normal Boundary Intersection will fail in this case (96)). By means of the ε-constraint strategy we transform the multiobjective MINLP into a set of single objective MINLPs.

The proposed optimization process is composed of the following steps, considering two objective functions $J_1$ and $J_2$:

1. Search for the optima of each of the individual objectives:

   $$(x_1^*, y_1^*), \quad (x_2^*, y_2^*)$$

2. Compute the individual objective bounds as:

   $$J_1 = J_1(x_1^*, y_1^*), \quad \overline{J_1} = J_1(x_2^*, y_2^*),$$

   $$J_2 = J_2(x_2^*, y_2^*), \quad \overline{J_2} = J_2(x_1^*, y_1^*).$$

At this step we can already check whether the objectives are actually competing. Note that, if the objectives are competing, $[J_1 \overline{J_2}]$ and $[\overline{J_1} J_2]$ are the extremes of the Pareto front (see the Supporting Information for details).
3. Select the objective function to be minimized, denoted in what follows as the primary objective (without loss of generality let us take $J_1$ as the primary objective).

4. Define $m$ discretisation intervals on the axis corresponding to the secondary objective $J_2$. To this purpose, for the non-minimized objective $J_2$, generate a vector

$$
\varepsilon = [\varepsilon_1, \ldots, \varepsilon_i, \ldots, \varepsilon_{m+1}]
$$

such that $\varepsilon_1 \leq J_2, \varepsilon_{m+1} \geq J_2$ and $\varepsilon_1 < \varepsilon_2 < \ldots < \varepsilon_{m+1}$.

5. Solve the MINLP:

$$
\min_{w,y} J_1(\dot{z}, z, x, y, k)
$$

subject to:

$$
\varepsilon_k \leq J_2(\dot{z}, z, x, y, k) < \varepsilon_{k+1}
$$

for $k = 1, \ldots, m$ by means of a MINLP solver. In this way, we solve a MINLP for each of the $m$ intervals (see Fig. 5 A). In order to practically implement the strict inequality $J_2(\dot{z}, z, x, y, k) < \varepsilon_{k+1}$ we can perturb it slightly to transform it into a non strict inequality (i.e. $J_2(\dot{z}, z, x, y, k) \leq \varepsilon_{k+1} - \epsilon$) where $\epsilon > 0$ is small enough.

6. Evaluate the solutions obtained (classifying them into dominated and non-dominated) and construct the Pareto front with the non-dominated ones (see Fig. 5 B-C).

Note that only one solution can be found in each interval. With an adequate discretisation, this technique ensures a good distribution of the Pareto optimal points.

Each of the MINPLs to be solved can be regarded as an outer mixed-integer nonlinear problem subject to an inner initial value problem (that is, the dynamics of the encoded
system). This class of problems is in fact a particular case of Mixed-Integer Dynamic Optimization (MIDO). In general terms, MIDO problems can be solved using either deterministic or stochastic global optimization approaches. The advantage of deterministic methods for MIDO (e.g. (99–101)) is that in principle they can guarantee global optimality of the solutions. However, in practice, the current state of the art is that they do not scale up well with problem size, so the computation times associated usually explode as the size of the problem increases.

Figure 5: Multiobjective Mixed Integer Nonlinear Optimization framework for automated design of gene circuits. A) Using the $\varepsilon$-constraint strategy we transform the multiobjective MINLP into a set of single objective MINLPs that we solve with efficient hybrid methods to compute the Pareto front of optimal trade-off solutions. B) Possible scenario for a discontinuous Pareto using $\varepsilon$-constraint strategy (some intervals might contain dominated solutions or not contain any feasible solutions). C) Typical scenario for a continuous Pareto using $\varepsilon$-constraint strategy (higher resolution will be obtained by decreasing the size of the discretization intervals). D) As an additional criterion for forward design, we select among the Pareto optimal solutions the one showing the minimum distance to the utopia point, denoted as knee point. E) To evaluate how the topology evolves along the Pareto front, we can cluster the solutions in the objective space by standard techniques (see section 3.3).

Therefore, currently the pragmatic alternative is to use stochastic global optimization
methods, which typically can produce solutions in the vicinity of the global one in rather reasonable computation times. The price to pay is that we loose guarantees of global optimality. In this context, purely stochastic methods (such as simulated annealing, genetic algorithms, etc.) are very costly since they require a very large number of evaluations of the cost function, and we need to solve an initial value problem for each evaluation of the cost function. Fortunately, a number of hybrid metaheuristic methods (102–106) have been recently developed combining global stochastic methods with efficient (local) deterministic optimization methods.

For our particular problem instances, we have extensively compared the efficiency of several hybrid MINLP solvers, combining three different types of stochastic global search with an efficient local mixed-integer solver, (MISQP) by Exler and Schittkowski(107): (i) the enhanced scatter search algorithm (eSS) by Egea et al. (108), the mixed-integer tabu search algorithm (MTS) by Exler et al. (104) and the mixed-integer ant colony optimization (ACOmi) by Schlueter et al. (105). As an alternative to MISQP, we also considered another competitive local MINLP solver, NOMAD (109). From these comparisons we have concluded that the enhanced scatter search algorithm (eSS) by Egea et al. (108), combined with MISQP, systematically results in the most robust and efficient approach. Therefore, all the results presented here have been obtained with eSS-MISQP. A more detailed discussion on the computational efficiency and scalability of the method can be found in section 3.4.

3.3 Knowledge discovery from the Pareto front

3.3.1 Selection of best circuit(s) for implementation in forward design.

In the forward design problem, we have to select the best circuit(s) for implementation. In absence of prior preferences and/or additional information, all the solutions in the Pareto front are equally good (110). Therefore, the decision maker (designer) must introduce some preference information, and evaluate these additional criteria along the Pareto front, in order to select the best solution to be implemented (111). In a multiobjective optimization
problem, the utopia point is the point that optimizes all objective functions simultaneously as if they were considered in isolation (here we use the notation by Kim and de Weck (112), see the Supporting Information for more detail). In absence of prior or posterior preferences, a compromise solution is to select the solution closest to the utopia point. This solution is usually called the knee point (see Fig. 5 D). The knee point is furthest from the extreme points of the Pareto front, and represents a good compromise among the various objectives (97).

3.3.2 Inferring design principles in forward and reverse design.

The main aim of the reverse problem is to infer motifs of interconnections leading to particular functionalities so as to extract design principles of gene regulatory networks. Extracting information from solutions generated during the multiobjective optimization problem might also be of great help in the forward design problem, e.g. as a way to provide a deeper insight about the problem to the designer or decision maker (113). In some cases (low dimensional solution data-sets, few design objectives) it is easy to directly extract knowledge from the the solutions generated during the optimization without the need of automated techniques. However, problems involving large solution data-sets would require of data mining methods, in the same vein of automated innovation approaches recently used in engineering design (114). Here we introduce a number of techniques adequate to the nature of the (forward and reverse) design problems in synthetic biology. For a general review on data mining methods in multiobjective optimization, we recommend the recent papers by Bandaru et al. (113, 115).

Clustering of solutions in the decision space. In a multiobjective optimization problem, the $R + M$ dimensional space formed by the variables (note that $R$ and $M$ are the number of real and integer or binary variables, respectively) is called decision space, while the $S$ dimensional space formed by the objectives is called objective space (an illustrative scheme is depicted in Fig. 6).
Figure 6: Decision and objective spaces: mapping of solutions from a two-dimensional integer decision space to a two-dimensional objective space, adapted from (113).

In order to extract patterns of interconnections/parameters leading to optimal trade-offs among the design objectives, we suggest to cluster the non-dominated solutions in the decision space using standard techniques. Then, we can visualize these clusters in the objective space to reveal how the patterns evolve through the Pareto front (see Fig. 5 E). To illustrate the approach, let us get back to the Pareto front obtained in the example of stripe-forming motifs in Fig 2. There are 8 Pareto optimal points corresponding to the circuits P1 to P8 in the figure. Each circuit is characterized by a 6-dimensional real vector $y_x = (y_{AB}x_{AB}, y_{BB}x_{BB}, y_{CB}x_{CB}, y_{AC}x_{AC}, y_{BC}x_{BC}, y_{CC}x_{CC})$. We use the k-means algorithm (116) to partition the vectors in $k$ clusters. In this case we find 2 clusters corresponding to two different motifs: IFF3 (P1) and IFF1 (P2 to P8), revealing how the motif structure varies as we move along the Pareto front (from high cost-good performance to low cost-poor performance). For integer variables we can define the distance between two circuits as the Hamming distance between their vectors (116), (i.e. the number of regulations that differ in the two networks), and use the distance matrix for clustering, as it is done for example in (94). More sophisticated techniques can be used to overcome some of the drawbacks of standard clustering algorithms (117).

Multiobjective optimization problems involving discrete variables tend to have feasible
solutions in disjoint regions of the decision space, and this is often translated into disjoint (and arbitrarily shaped) regions in the objective space (115). While most distance-based clustering algorithms can only find spheroidal clusters, density-based clustering algorithms use a more complex measure and do not have this restriction. The clustering algorithm DBSCAN has been developed by Ester et al. (118) to detect arbitrarily shaped regions in the objective space (see the Supporting Information for an illustrative example).

**Heat maps and cp lines.** Chichakly and Epstein (119) showed for the first time how feasible dominated solutions of a multiobjective optimization problem can be used for knowledge discovery. For problems involving only real variables, they introduce two different techniques: heat maps and *ceteris paribus* (cp) lines. On the one hand, they use heatmaps of dominated solutions to visualize how selected relevant variables vary with respect to the objectives throughout the feasible region. On the other hand, they introduce the so called cp lines to show how the objective values vary when a given design variable is modified with all the remaining variables held constant.

For problems involving integer or binary variables we suggest an analysis parallel to that of cp lines to assess how a given parameter affect the objective values. Starting from a given feasible solution (not necessarily in the Pareto front), we perturb incrementally the (real) parameter of interest (note that in this case is not necessarily a decision variable) while keeping the remaining parameters and decision variables fixed to obtain the corresponding objective values, which we visualize in the objective space. In this way we can show for example how decreasing or increasing a manipulable parameter gives a better or worse design (see the Supporting Information for an illustrative example).

**Flexible pattern mining.** Inspired on the sequential pattern mining used in market basket analysis, Bandaru et al. (115) recently proposed a method to find patterns in the solution data set (including non-dominated solutions) of multiobjective optimization problems. Basically, the method generates rules in the decision space that are translated afterwards into patterns in the objective space (more details can be found in (115)). Next we illustrate
with a simple example the kind of knowledge that can be gained within our design context by means of this and similar approaches.

In Fig. 7 we depict in the objective space the feasible points of an optimization problem in which we search for circuits with switch-like response upon induction with two design objectives (cost of protein production and switch-performance). In this problem, we start from a library containing 8 promoters and 4 transcripts. The number of allowed regulatory regions is 3. The decision vector is constituted by 32 binary variables, and the two design objectives are the switch performance (rated from 0 to 1) and the protein production cost. More details about the problem can be found in the Supplementary Information. In Fig. 7 (where black circles represent the feasible points, and the Pareto optimal ones are highlighted in green), we show two different patterns obtained with flexible pattern mining. The first pattern (points in yellow) shows the feasible circuits that fulfill the following rule: “The device containing $P_{tet} LacI$ is active, and one of the devices $P_{\lambda} LacI$ or $P_{\lambda} araC$ is active” (we remind here that when a device is present or active in the circuit, the corresponding binary decision variable is one, whereas if the device is not present the corresponding binary decision variable is zero). We observe that the circuits fulfilling this rule lie in the upper left quadrant of the objective space, i.e., they show a good performance (with a score higher than 0.8) at a high protein production cost.

The second pattern (points in magenta) shows the feasible circuits that fulfill the following rule: “The device containing $P_{tet} LacI$ is active. The device containing $P_{lac} tetR$ is active, whereas the remaining devices producing tetR are inactive. The devices $P_{\lambda} LacI$ and $P_{\lambda} araC$ are inactive”. We observe that all the circuits fulfilling this rule show a very good performance (with a score higher than 0.9) at medium-low protein production cost. In fact, some of these circuits lie in the Pareto front of solutions.
Figure 7: Feasible points of the multiobjective switch design example. The Pareto optimal solutions are highlighted in green. We show two different patterns generated by flexible pattern mining (together with two representative circuits of each pattern). The points highlighted in yellow and magenta correspond to the first and second patterns described in the text, respectively.

3.4 Computational efficiency and scalability of the method

In the proposed optimization process, we discretise the axis corresponding to one of the design objectives in \( m \) intervals, and solve \( m \) MINLP problems (one per discretisation interval). The overall computational time will be the product of the time spent per MINLP multiplied by the number of intervals. Therefore, the computational efficiency of the MO-MINLP strategy is determined by the computational efficiency of the selected MINLP solver.

Here, we illustrate the computational efficiency, robustness and scalability of cSS-MISQP in comparison with MITS-MISQP and ACO-MISQP using a paradigmatic MINLP design problem, consisting of finding a sustained oscillator from a library of standard parts. To this aim, we maximize the first peak of the normalized autocorrelation function (minimizing the negative of the first peak). Details on the problem can be found in the Supplementary Information.

First, we start from library with 4 promoters and 4 transcripts (denoted as library 1), leading to 16 binary decision variables, and we solve three different problems:
i) Design of an oscillator with 3 active devices (or equivalently, 3 regulatory regions).

ii) Design of an oscillator with 5 active devices (or equivalently, 5 regulatory regions).

iii) Design of an oscillator with 9 active devices (or equivalently, 9 regulatory regions).

Each problem is solved using the three methods: eSS-MISQP, ACO-MISQP and MITS-MISQP (30 runs per instance starting from different random initial guesses). The three methods show a very good performance in this case (finding in all runs a solution in less than 25 seconds). The average CPU times spent by each solver are depicted in Fig 8 A (detailed CPU times for eSS-MISQP are included in the Supporting Information).

Now we repeat the analysis for an extended library with 4 promoters and 11 transcripts (denoted as library 2), leading to 44 binary decision variables. While eSS-MISQP shows again a very good performance (finding in all runs a solution in less than 600 seconds), MITS-MISQP and ACO-MISQP do not find a solution in reasonable time. The average CPU times obtained with eSS-MISQP are 462, 451 and 468 seconds for circuits with 3, 5 and 9 active devices, respectively (detailed CPU times are included in the Supporting Information). All the computations were carried out in Matlab 2015b using an Intel 2.8 GHz Xeon.

With this example we illustrate what we have experienced in an extensive range of problems in terms of computational performance, robustness and scalability of the methods. Our findings can be summarized as follows:

- all the solvers (eSS-MISQP, MITS-MISQP, ACO-MISQP) are rather efficient for problems with low-medium number of decision variables, but ACO-MISQP requires a larger computational effort.

- the performances of MITS-MISQP and ACO-MISQP show higher dependency on the nature of the problem and initial guesses, while that of eSS-MISQP is more robust across problems and initial guesses.
- the performances of the methods do not directly depend on the complexity of the obtained circuits, but on the number of decision variables (and the related encoding strategy). This can be seen in Fig 8, in which the CPU time does not increase significantly with the number of active pairs of the circuits (see 8 A), it increases with the number of decision variables, as we can deduce by comparing average CPU times for N=16 and N=44.

- eSS-MISQP is the only method that scales up well as we increase the problem dimension (i.e. as the number of decision variables increase).

In summary, our results clearly indicate that eSS-MISQP is more robust, outperforming the other metaheuristics for problems of realistic size.

![Graph](image_url)

**Figure 8:** Average CPU time in seconds needed for eSS-MISQP, MITS-MISQP and ACO-MISQP to find an oscillator among all possible combinations of components of Library 1 (16 decision variables), for target circuits with 3, 5 and 9 regulatory regions.
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Topologies that optimally *trade-off* objectives 1 and 2:

- **Pareto Optimal Solutions**
- **Objective 1**
- **Objective 2**

Global Multiobjective Mixed Integer Optimization

(optimize topology and parameters simultaneously)

FORWARD DESIGN

- **Library of Parts**
- **Best circuit for implementation**

Example: Synthetic oscillator with optimal stability and tunability of the period.

REVERSE DESIGN

- **All possible N-gene networks**
- **Patterns/motifs with given function**

Example: Fold-Change detection architectures with optimal speed and amplitude