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Abstract

The TiZrNbTaMo multi-principal element alloy has been postulated as a new potential material for biomedical applications, such as orthopedic implants. Besides the good biocompatibility of the constituent atoms, the TiZrNbTaMo alloy also exhibits excellent corrosion resistance and mechanical properties, according to recent experimental studies. Motivated by these experiments, here we investigate with density functional theory (DFT) the structure, as well as the elastic and electronic properties, of the equiatomic and nearly-equiatomic TiZrNbTaMo alloys. By combining evolutionary algorithms with DFT calculations of the energy, we can correctly predict the crystal structures of the two phases that are identified in experiments. The corresponding elastic properties, which are also calculated with DFT, are in good qualitative agreement with the experimental observations. The analysis of the electronic properties allows us to explain the differences in the elastic moduli between the two phases in terms of the differences in both the electron density distribution and the bonding-states occupation.
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1. Introduction

Multi-component alloys, also known as multi-principal element alloys (MPEAs) [1], or complex concentrated alloys (CCAs) [2], have received growing attention in the last decade due to the recently emerged concept of the so-called high-entropy alloys (HEAs) [3]. By definition HEAs are composed of at least five metallic elements in equiatomic or nearly equiatomic proportions. The name “high-entropy alloy” comes from the fact that random solid solutions of these alloys have considerably higher mixing entropy than the conventional alloys [4]. The senary and quinary equiatomic CuCoNiCrAlFe [4] and CoCrFeMnNi [5] alloys were the first single-phase HEAs reported in the literature. The mere existence of a single-phase multi-component alloy that, in addition, exhibited superior mechanical properties clearly clashed with the prevailing models describing the formation of conventional alloys. Specifically, the existing binary and ternary phase diagrams predicted that multi-component alloys may form many different kinds of phases and intermetallic compounds, resulting in complicated and brittle microstructures without any practical relevance [6]. However, in spite of these expectations, the extensive experimental work performed along the last decade has demonstrated the existence of many other HEAs characterized by a single-phase solid solution and promising engineering properties [2, 3, 7, 8, 9].

All these findings suggested that the high configurational entropy, achieved by adding more alloying elements, plays an important role in the stabilization of single-phase solid solutions with simple crystal structures, being mostly body-centered cubic (bcc) and face-centered cubic (fcc), and less often hexagonal closed-packed (hcp) [2]. More recent studies, however, show that the high configurational entropy is neither a sufficient nor a necessary condition to form single-phase solid solution [10, 11]. Many MPEAs consisting of five or more elements are multi-phase, i.e., do not form a single-phase solid solution structure,
while still have good mechanical properties. In the light of these new observations, the authors suggest to distinguish between the high-entropy alloys, which exhibit single-phase solid solution microstructures, and the multi-component alloys, which form multi-phase structures [11]. The identification of the single-phase or multi-phase character is done experimentally, but recent theoretical advances in the search for simple and reliable criteria that can predict the HEA or MPEA formation are quite promising [12].

The interest in studying refractory MPEAs is growing due to their promising mechanical properties, such as high strength and ductility [13, 14, 15, 16, 17, 18], as well as their good biocompatibility allowing to use these alloys for biomedical applications [19, 20, 21, 22, 23, 24, 25, 26]. In particular, the TiZrNbTaMo alloy has been experimentally investigated for its possible application as a metallic biomaterial in Refs. [27, 28]. In both cases, the as-cast TiZrNbTaMo alloy is observed to form a dendritic two-phase structure, in which dendritic arms and interdendritic regions are two different bcc phases with nearly equiatomic composition [27, 28] and, therefore, we will refer to it as a MPEA in the following. Important to us, the authors find that this alloy exhibits much higher corrosion resistance than the conventional CoCrMo and 316LSS alloys used for bone implants, as well as high yield strength, with a Vickers microhardness of 4.9 GPa and Young’s modulus of 153 GPa. This value of Young’s modulus is lower than the values for CoCrMo (240 GPa) and 316LSS (193 GPa) alloys and thus is closer to that of bones [29].

Motivated by these findings, we study and characterize from first principles the structure, elastic properties, and electronic properties of the equiatomic and nearly-equiautomatic TiZrNbTaMo MPEAs. In this respect, our final objective is to correlate the mechanical properties specific to each phase with their corresponding electronic structure. However, we should first be able to determine theoretically the structure of the TiZrNbTaMo MPEAs that are reported experimentally.

Currently, most of the theoretical studies on HEAs and MPEAs are using two methodologies to describe the structure of disordered alloys, namely, the
coherent potential approximation (CPA) [30, 31, 32, 33] and the special quasirandom structures (SQS) approximation [34, 35, 36, 37]. Both methods have been undoubtedly useful in describing the structure of MPEAs in which the atoms are randomly distributed, but the two of them require the knowledge of the crystal structure. In order to overcome this limitation, which restricts the predictability of these approaches, another objective of our present work is to explore a different approach for predicting the structures of alloys that do not require the knowledge of any experimental parameters, such as crystal symmetry and lattice constant. The method we use is based on density functional theory (DFT) calculations of the energy and the concept of the Darwinian evolution to select the best structures. Thus, the alloy structure is fully obtained from first principles. This methodology is implemented in the Universal Structure Predictor: Evolutionary Xtallography (USPEX) code [38, 39, 40] and it has been successfully applied to predict the structure of nanoparticles, polymers, 2D-crystals, surfaces, and interfaces at different temperature and pressure conditions [41]. In the present work, we show that this methodology is also able to predict the bcc structure of the TiZrNbTaMo MPEA.

The paper is organized as follows: in Sec. 2 we briefly describe the USPEX method, as well as the details of the DFT calculations of the elastic properties. The results are discussed in Sec. 3. We start the section by comparing the TiZrNbTa and TiZrNbTaMo alloys in an attempt to identify the role of Mo in improving the elastic properties. Next, we present the predicted structures for the different alloys and the corresponding calculations of their elastic moduli, while comparing them to the experimental data. We end Sec. 3 by analyzing the effect of the electronic structure on the elastic properties. Finally, the conclusions are summarized in Sec. 4.
2. Computational methods

2.1. Evolutionary algorithm for crystal structure prediction

Finding the stable structure of a compound knowing only its chemical composition is a long-standing problem in theoretical condensed matter physics and chemistry. Recent advances in evolutionary algorithms help to advance in the solution of this problem. Here we use the crystal structure prediction code known as USPEX [38, 39, 40]. This package, which allows combining DFT calculations of the system properties with the concept of an evolutionary selection among all possible structures, does not require any system-specific knowledge except for the chemical composition. In this respect, the system structure is fully derived from first principles. Briefly, the structure search procedure is as follows. The algorithm starts creating crystal structures in the first generation by a random-number generator. These structures have to satisfy a number of “hard constraints”, such as the minimum acceptable interatomic distance, the minimum value of a lattice parameter, and the minimum and maximum cell angles (from 60° to 120°) [38]. For each structure, the energy is calculated using an external solver. In this work, all the calculations of the energies are carried out using the Vienna ab initio simulation package (VASP) [42, 43], a DFT-based code with plane-wave basis sets. A set of structures with the lowest ground state energies in each generation is used to produce new structures in the next generation by means of the evolutionary techniques, such as heredity (from two “parent” structures), permutation between atoms of a different type, lattice mutation, and rotation. In our calculations, we mostly used the permutation technique, with a small percentage of heredity and atomic mutations, since our aim is to obtain the most disordered structure. The process is repeated until the global minimum is reached, i.e., when the structure with minimum energy is repeatedly found in a finite number of generations that is defined as an input parameter.

As described in sec 3.1, we additionally use the so-called quasi-random structure (QRS) technique implemented in the USPEX code for some of the studied
alloys. This technique is similar to the SQS method and is based on the search of the most structurally disordered state for a given initial structure. The algorithm minimizes the structural order in the system \[44\], which is a parameter related to the pair correlation function, by permutation of atoms in the cell. Thus, only the pair correlation function is used to describe the random disorder in the QRS structural model.

For the sake of completeness, the results predicted by the evolutionary algorithm will be contrasted to the valence electron concentration (VEC) predictions. The latter is a simple empirical criterion that is commonly used to predict the stability of fcc and bcc solid solutions with quite remarkable success \[45\]. The average VEC of the alloy is calculated from the VECs of all constituent elements as \( \text{VEC} = \sum_i c_i (\text{VEC})_i \), where \( c_i \) is the atomic percentage of the \( i \)-th element and \( (\text{VEC})_i \) is the number of valence electrons of the \( i \)-th element (including outer \( d \)-electrons). The fcc phase—or a combination of fcc phases \[3\]—is found to be stable for alloys with \( \text{VEC} \geq 8 \), while the bcc phase—or a combination of bcc phases \[3\]—is stable at low \( \text{VEC} < 6.87 \). The combination of bcc and fcc phases is usually observed in the case of intermediate VEC values.

Once the structures of the desired alloys are found by uspex, we calculate with DFT their elastic properties, as well as their electronic properties. The next section summarizes how to calculate the different elastic moduli from the single-crystal elastic constants.

2.2. Calculation of the elastic properties

The elastic properties of the alloys are studied within DFT by the stress-strain approach of Le Page and Saxe \[46\], which is implemented in vasp. This approach is based on the Hooke’s law for elastic solids, which describes the linear dependence between the applied external stress components \( \sigma_i \) (\( i = 1, 6 \)) and the small strain \( \epsilon_j \) (\( j = 1, 6 \)) caused in the relaxed crystal as, \[47\] \[48\]

\[
\sigma_i = \sum_{j=1,6} c_{ij} \epsilon_j. \tag{1}
\]
Here $c_{ij}$ are the single-crystal elastic (stiffness) constants of the material, which are represented by a $6 \times 6$ tensor. Following Ref. [46], the total elastic tensor is obtained by performing six finite distortions of the equilibrium lattice configuration.

In a system with cubic symmetry, there are only three independent elastic constants, namely, $c_{11}$, $c_{12}$, and $c_{44}$ [47, 48, 49]. In our case, however, the structures of the alloys under consideration are slightly distorted because of the sizable differences that exist among the bond lengths of the constituent elements. As a result, there are nine non-identical elastic constants: $c_{11}$, $c_{12}$, $c_{13}$, $c_{23}$, $c_{22}$, $c_{33}$, $c_{44}$, $c_{55}$, and $c_{66}$. Thus, in order to obtain the cubic elastic constants of our distorted bcc structures, we follow the averaging scheme [50, 51] and redefine the three independent elastic constants as,

\[
C_{11} = \left( \frac{c_{11} + c_{22} + c_{33}}{3} \right), \\
C_{12} = \left( \frac{c_{12} + c_{13} + c_{23}}{3} \right), \text{ and } C_{14} = \left( \frac{c_{44} + c_{55} + c_{66}}{3} \right).
\]

Once the theoretical elastic constants of the single-crystal structure are known, we adopt the Voight-Reuss-Hill approximation to obtain the elastic properties of a polycrystalline material, such as the bulk modulus $B$, the shear modulus $G$, the Young’s modulus $E$, and the Poisson’s ratio $\nu$, as an average of the single-crystal values over all orientations [52]. In doing this average, the approximation by Voigt [53] assumes that the strain is uniform throughout the material, while the approximation by Reuss [54] assumes a uniform stress. As a result, the obtained elastic moduli may depend on the approximation used. Next, we briefly summarize the expressions and meaning of the elastic moduli calculated in the present work.

The Voigt and Reuss expressions for the bulk modulus, which describes the resistance to volume change under external pressure, are the same in both approximations and read [52]:

\[
B = \frac{(C_{11} + 2C_{12})}{3}. \tag{2}
\]

In the case of the shear modulus, which describes the elastic properties of a solid under the application of transverse forces such as shearing or torsion, the
Reuss and Voight expressions are, respectively,
\[ G_R = \frac{5(C_{11} - C_{12})C_{44}}{4C_{44} + 3(C_{11} - C_{12})}; \ G_V = \frac{(C_{11} - C_{12} + 3C_{44})}{5}. \] (3)

Compared to the experimental values, the Reuss \( G_R \) and Voight \( G_V \) shear modulus usually represent the lower and upper limits, respectively. Thus, a common practice is the use of their corresponding mean value as suggested by Hill \[55\],
\[ G = (G_V + G_R)/2. \] (4)

The stiffness of a solid material is characterized by the Young’s or elastic modulus \( E \). Specifically, Young’s modulus measures the resistance of a material to elastic (recoverable) deformation under load. Finally, another property of interest is the Poisson’s ratio \( \nu \), defined as the ratio of the relative contraction strain normal to the applied force to the relative extension strain in the direction of the applied force. Both, \( E \) and \( \nu \) can be obtained from the bulk and the (mean) shear moduli as
\[ E = \frac{9BG}{3B + G} \quad \text{and} \quad \nu = \frac{3B - 2G}{2(3B + G)}. \] (5)

In using Eqs. (3)-(5), it is important to remember that their applicability becomes increasingly invalid in the case of rather anisotropic polycrystalline materials \[52\]. In this respect, there are two variables that serve to characterize the elastic anisotropy of the system. The Zener anisotropy ratio \( A_Z = 2C_{44}/(C_{11} - C_{12}) \) \[56\] should take values close to unity for an elastically isotropic material. Another measure of the anisotropy is the ratio \( A_{GV,R} = (G_V - G_R)/(G_V + G_R) \) that for elastically isotropic material should approach zero, meaning that both calculation methods (Voigt and Reuss) give similar results. In all the alloys studied in this work, we also verify the values for these two elastic anisotropy ratios in order to check the reliability of the theoretical elastic moduli.

2.3. Computational settings

All DFT calculations are performed within the generalized gradient approximation of Perdew-Burke-Ernzerhof (PBE) \[57\] to the exchange-correlation func-
tional. The electron-core interaction is treated with the projector augmented-wave (PAW) method [58], using the implementation provided and developed for VASP [59]. In particular, the number of valence electrons for each element is as follows, Ti(12\text{e}^-), Zr(12\text{e}^-), Nb(13\text{e}^-), Ta(11\text{e}^-), and Mo(14\text{e}^-). The accuracy of the calculations regarding the basis set and sampling of the Brillouin zone is adapted to the specificities of the property under consideration. In calculations related with the density of states (DOS), the one-electron wave functions are expanded in a plane-wave basis set with an energy cutoff of 600 eV, while the corresponding fractional occupancies are determined through the tetrahedron method with Blöchl corrections [60]. For the usually sensitive calculations of the elastic tensor, the energy cutoff is increased to 700 eV. In this case, the Methfessel and Paxton broadening scheme of the first order [61] is used for the fractional occupancies. The minimum energy criterion for total energy self-consistency is \(10^{-7}\) eV. In both types of calculations, the Brillouin zone integration is performed with a sufficiently large, Γ-centered, Monkhorst-Pack grid of special \(\textbf{k}\)-points [62]. The total number of \(\textbf{k}\)-points is adapted to the symmetry of the unit cell used in each of the studied alloys and it will be specified in the text.

Prior to starting the systematic search of the most stable crystal structure, we verify the quality of the computational settings in reproducing the lattice parameter \(a\) (and also \(c\) for the hcp crystals), cohesive energy \(E_{\text{coh}}\), and various elastic properties of the single-metal crystals for each of the elements forming the alloys. The values \(E_{\text{coh}}\) include the correction to the individual atomic energies obtained from a spin-polarized calculation. Our values are in agreement with those calculated by other authors using the PBE exchange-correlation functional [63, 64]. The results are summarized and compared with available experimental data in Table 1. As already obtained by other authors [63, 64], the systematic PBE error in \(E_{\text{coh}}\) is about 11\% for Ti, 6\% for Nb, and less than 1\% for the rest. However, since the experimental ordering in \(E_{\text{coh}}\) is still correctly reproduced, possible errors in the mixing of the elements within the alloys can be disregarded. The calculated bulk, shear, and Young’s moduli are in a good
Table 1: Equilibrium lattice constants $a$ (Å) and $c$ (Å), cohesive energy $E_{coh}$ (eV/atom), bulk modulus $B$ (GPa), shear modulus $G$ (GPa), Young’s modulus $E$ (GPa), Poisson ratio $\nu$, Zener anisotropy $A_Z$, and Voigt-Reuss elastic anisotropy $A_{GV}R$ for the single-element metals. Experimental values for lattice constants [47], cohesive energies [68], and elastic moduli [65] are given in parentheses.\[ \]

<table>
<thead>
<tr>
<th>Metal</th>
<th>$a, c$</th>
<th>$E_{coh}$</th>
<th>$B$</th>
<th>$G$</th>
<th>$E$</th>
<th>$\nu$</th>
<th>$A_Z$</th>
<th>$A_{GV}R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti (hcp)</td>
<td>2.93, 4.66</td>
<td>-5.4</td>
<td>112.1</td>
<td>46</td>
<td>121.4</td>
<td>0.32</td>
<td>0.87</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>(2.95, 4.69)</td>
<td>(-4.85)</td>
<td>(108.4)</td>
<td>(45.6)</td>
<td>(120.2)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Zr (hcp)</td>
<td>3.24, 5.17</td>
<td>-6.3</td>
<td>93.6</td>
<td>33.7</td>
<td>90.3</td>
<td>0.34</td>
<td>0.72</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>(3.23, 5.15)</td>
<td>(-6.25)</td>
<td>(89.8)</td>
<td>(36.5)</td>
<td>(97.1)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Nb (bcc)</td>
<td>3.31</td>
<td>-7.1</td>
<td>171.3</td>
<td>29.3</td>
<td>83.2</td>
<td>0.42</td>
<td>0.32</td>
<td>0.150</td>
</tr>
<tr>
<td></td>
<td>(3.30)</td>
<td>(-7.57)</td>
<td>(170.3)</td>
<td>(37.5)</td>
<td>(104.9)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Ta (bcc)</td>
<td>3.32</td>
<td>-8.1</td>
<td>196.1</td>
<td>65.7</td>
<td>177.2</td>
<td>0.35</td>
<td>1.44</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>(3.31)</td>
<td>(-8.10)</td>
<td>(196.3)</td>
<td>(69.2)</td>
<td>(185.7)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Mo (bcc)</td>
<td>3.16</td>
<td>-6.6</td>
<td>260</td>
<td>122.3</td>
<td>317.2</td>
<td>0.30</td>
<td>0.67</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>(3.15)</td>
<td>(-6.82)</td>
<td>(261.2)</td>
<td>(125.6)</td>
<td>(324.8)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

agreement with the experimental values [65]. Moreover, the anisotropy ratio $(A_{GV}R)$ is very low for most of the elements, which indicates the validity of the calculated results. The only exception is Nb, for which the theoretical $G$ and $E$ are about 20% smaller than the experimental ones, which is understood given that the anisotropy ratios, $A_{GV}R$ and $A_Z$, are relatively far from the correct limits. As previously noted by other authors [66, 67], this problem appears because present DFT calculations tend to highly underestimate the elastic constant $C_{44}$ as compared to the experimental value for Nb.

We have analyzed five alloys in terms of structure and elastic properties in this study, namely, Ti$_2$Zr$_2$Nb$_2$Ta$_2$, Ti$_n$Zr$_n$Nb$_n$Ta$_n$Mo$_n$ ($n = 2, 4$), Ti$_2$Zr$_1$Nb$_2$Ta$_3$Mo$_2$, and Ti$_3$Zr$_4$Nb$_4$Ta$_4$Mo$_4$. In all these cases, the crystal-structure search procedure has been the following. The evolutionary algorithm produces 20 different structures in each generation (except for the Ti$_4$Zr$_4$Nb$_4$Ta$_4$Mo$_4$, for which this number was 30) that are next relaxed by spin-polarized DFT until the forces
on the ions are less than 0.001 eV/Å³. In order to reduce the computational cost of such calculations, the relaxation for each structure is performed in five steps with increasing accuracy. In the first two steps, the atoms and cell shape are relaxed at constant volume using an energy cutoff in the plane wave basis set of 220 eV and 293 eV, with low and normal precision, respectively. In the next two steps, the volume and shape of the structures from the second step are fully relaxed using cutoff energies of 320 and 400 eV. The final step is an accurate single-point calculation with no change in shape and volume of the cell. The reciprocal-space resolution for k-points generation is set to 0.16, 0.12, 0.10, 0.08, and 0.06 in units of the modulus of the reciprocal lattice vectors in each relaxation step, so that the number of k-points increases at each step. In the present study, the evolutionary algorithm was selected to stop when the best crystal structure (the one with the lowest free energy in the current generation) remains the same during 25 generations.

Figure 1 shows the energy per atom for each of the structures produced in each generation, for four of the studied alloys. This figure serves to illustrate the diversity of the structures generated by the evolutionary algorithm. Note that in each generation the energies of the tested structures are widely spread. The reason is that there is always a small number of structures that are produced randomly in order to include new structural patterns into each generation. However, the lowest energy points in each plot of Fig. 1 converge to lower energies through generations. The mean energy and standard deviation that are also plotted for each generation provide information on the evolution and efficiency of the structure searching. In particular, the evolutionary algorithm stopped after 40 generations for Ti₂Zr₂Nb₂Ta₂, 34 generations for Ti₂Zr₂Nb₂Ta₂Mo₂, and after 50 and 25 generations for the Ti₂Zr₁Nb₂Ta₃Mo₂ and Ti₃Zr₄Nb₁Ta₁Mo₁ alloys, respectively.
3. Results and discussion

3.1. Cell size effects

In searching the crystal structure from first-principles, the use of small unit cells can considerably improve the computational performance, however one should first verify that reducing the unit cell size is not significantly altering the calculated properties. Therefore, as a first step in our study, we use the equiatomic Ti$_n$Zr$_n$Nb$_n$Ta$_n$Mo$_n$ alloy as an example to check if the properties of interest are affected by the change in the number of atoms per species from $n = 2$ to $n = 8$, i.e., when the total number of atoms in the cell varies from 10 to 40. Importantly, it will be shown in Sec. 3.3 below that the experimental elastic properties are well reproduced by our calculations, what further supports the reliability of the predicted crystal structures.
The stable structures predicted by the evolutionary algorithm combined with DFT for Ti$_2$Zr$_2$Nb$_2$Ta$_2$Mo$_2$ and Ti$_4$Zr$_4$Nb$_4$Ta$_4$Mo$_4$ are shown in Fig. 2. Independently of the cell size, the obtained crystal structures are bcc-like for all the Ti$_n$Zr$_n$Nb$_n$Ta$_n$Mo$_n$ alloys, in agreement with the experimental observations. However, the atomic positions are different in cells of different sizes. Therefore, we also calculate the elastic moduli in order to verify how the elastic properties are affected by the different arrangement of the atoms in the lattice. In these calculations the k-points grid is chosen according to the symmetry and size of each unit cell, namely, 12×4×8 for Ti$_2$Zr$_2$Nb$_2$Ta$_2$Mo$_2$, 6×4×8 for Ti$_4$Zr$_4$Nb$_4$Ta$_4$Mo$_4$, and 6×4×4 for Ti$_6$Zr$_6$Nb$_6$Ta$_6$Mo$_6$ and Ti$_8$Zr$_8$Nb$_8$Ta$_8$Mo$_8$. All the alloys satisfy the mechanical stability constraints on the elastic constants, i.e., $C_{11} > C_{12}$, $C_{11} + 2C_{12} > 0$, and $C_{44} > 0$ [49]. As Table 2 shows, the lattice parameter and cohesive energy are very close for all the unit cell sizes. The differences in the bulk modulus $B$ and the Poisson ratio $\nu$ are minor. Slightly larger differences are found in the shear $G$ and Young’s $E$ moduli, but the largest difference in $E$, which is obtained between the cells with 10 and 30 atoms, is not larger than 15%. The deviations from 1 for $A_Z$ and from 0 for $A_{GVR}$ anisotropy ratios are small for all the unit cell sizes and thus all the structures can be considered isotropic.

As an additional test, we also calculate for the Ti$_4$Zr$_4$Nb$_4$Ta$_4$Mo$_4$ alloy the elastic moduli of its corresponding quasi-random structure. The latter is ob-
Table 2: Calculated lattice constant $a$ (Å), cohesive energy $E_{\text{coh}}$ (eV/atom), bulk modulus $B$ (GPa), shear modulus $G$ (GPa), Young’s modulus $E$ (GPa), Poisson ratio $\nu$, Pugh ratio $B/G$, Zener anisotropy $A_Z$, and Voight-Reuss elastic anisotropy $A_{GVR}$ for the Ti$_n$Zr$_n$Nb$_n$Ta$_n$Mo$_n$ ($n = 2$ – 8) alloy structures and the quasi-random structure (QRS) obtained from the Ti$_4$Zr$_4$Nb$_4$Ta$_4$Mo$_4$ alloy. The results for the Ti$_2$Zr$_2$Nb$_2$Ta$_2$ alloy are shown as well.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>$a$</th>
<th>$E_{\text{coh}}$</th>
<th>$B$</th>
<th>$G$</th>
<th>$E$</th>
<th>$\nu$</th>
<th>$B/G$</th>
<th>$A_Z$</th>
<th>$A_{GVR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti$_2$Zr$_2$Nb$_2$Ta$_2$Mo$_2$</td>
<td>3.32±0.19</td>
<td>-6.75</td>
<td>147.7</td>
<td>53.8</td>
<td>144.0</td>
<td>0.34</td>
<td>2.74</td>
<td>0.83</td>
<td>0.0043</td>
</tr>
<tr>
<td>Ti$_4$Zr$_4$Nb$_4$Ta$_4$Mo$_4$</td>
<td>3.30±0.12</td>
<td>-6.73</td>
<td>148.0</td>
<td>52.0</td>
<td>139.7</td>
<td>0.34</td>
<td>2.85</td>
<td>1.04</td>
<td>0.0002</td>
</tr>
<tr>
<td>Ti$_6$Zr$_6$Nb$_6$Ta$_6$Mo$_6$</td>
<td>3.30±0.12</td>
<td>-6.72</td>
<td>148.8</td>
<td>44.9</td>
<td>122.3</td>
<td>0.36</td>
<td>3.32</td>
<td>1.12</td>
<td>0.0010</td>
</tr>
<tr>
<td>Ti$_8$Zr$_8$Nb$_8$Ta$_8$Mo$_8$</td>
<td>3.31±0.12</td>
<td>-6.72</td>
<td>148.0</td>
<td>47.7</td>
<td>129.3</td>
<td>0.35</td>
<td>3.10</td>
<td>1.04</td>
<td>0.0200</td>
</tr>
<tr>
<td>Ti$_4$Zr$_4$Nb$_4$Ta$_4$Mo$_4$ (QRS)</td>
<td>3.30±0.12</td>
<td>-6.72</td>
<td>147.0</td>
<td>50.0</td>
<td>135.5</td>
<td>0.34</td>
<td>2.92</td>
<td>1.04</td>
<td>0.0002</td>
</tr>
<tr>
<td>Ti$_2$Zr$_2$Nb$_2$Ta$_2$</td>
<td>3.50±0.28</td>
<td>-6.70</td>
<td>130.3</td>
<td>39.9</td>
<td>109.0</td>
<td>0.36</td>
<td>3.27</td>
<td>0.93</td>
<td>0.0006</td>
</tr>
</tbody>
</table>

Obtained using the quasi-random structure technique implemented in the USPEX code, as mentioned in Sec. 2.1. Table 2 shows that the elastic moduli of this new structure and of the original structure are very similar. In view of these results and the fact that the differences in the elastic moduli are not significant among four different unit cell sizes, we continue the analysis for the rest of alloys using unit cells of 10 atoms, since this cell-size facilitates the computationally demanding calculations of the elastic tensor. In the following, we will refer to the structure and composition of the Ti$_2$Zr$_2$Nb$_2$Ta$_2$Mo$_2$ alloy as the main phase.

Besides the best structure of Ti$_2$Zr$_2$Nb$_2$Ta$_2$Mo$_2$, we have analyzed as well the list of the obtained 20 best crystal structures from all the generations. Many of them possess bcc lattices with the cohesive energy per atom varying within $[-6.66, -6.70]$ eV. The second best structure has the same configuration as the main phase [see Fig. 2(a)] but the Nb$_1$ and Ta$_2$ atoms are interchanged. The corresponding computed elastic constants and moduli for this structure appear to be almost identical to the ones of the Ti$_2$Zr$_2$Nb$_2$Ta$_2$Mo$_2$ main phase. Such similarities suggest that the chemical composition and the type of lattice are more important for the elastic properties than the exact arrangement of the...
3.2. The role of Mo in improving the mechanical properties

As explained in Refs. [28, 27], the selection of the elements conforming the alloy requires the chemical biocompatibility of all the elements and superior mechanical properties. In this respect, the main reason to add Mo in the mixture was to improve the wear resistance in view of the high elastic modulus of this metal as compared to that of the other atomic constituents (see Table 1). We, therefore, find meaningful to analyze from first principles if this is actually the case by comparing the elastic properties of the equiatomic (n=2) alloys with and without molybdenum.

The most stable structure predicted by the evolutionary algorithm for the Ti$_2$Zr$_2$Nb$_2$Ta$_2$ alloy is also bcc with a lattice parameter [70] $a = 3.50\,\text{Å} \, (\pm 0.28\,\text{Å})$. Comparing the lattice constants of the equiatomic Ti$_2$Zr$_2$Nb$_2$Ta$_2$Mo$_2$ and Ti$_2$Zr$_2$Nb$_2$Ta$_2$ alloys (Table 2), we observe that addition of Mo leads to the formation of a more compact structure in which the lattice constant $a$ is decreased in about 6%. The same behavior is observed in the recent experimental work by Wang et al. [71], in which they study the (TiZrNbTa)$_{100-x}$Mo$_x$ ($0 \leq x \leq 20$) alloys. They also find that the lattice parameter is reduced with higher content of Mo. In spite of this reduction, we observe here that the theoretical cohesive energies are basically identical in both alloys. Our DFT results for the elastic moduli of Ti$_2$Zr$_2$Nb$_2$Ta$_2$ are shown in Table 2. As expected, the addition of Mo increases all the elastic moduli of the alloy. The Young’s modulus we obtain for the Ti$_2$Zr$_2$Nb$_2$Ta$_2$Mo$_2$ and Ti$_2$Zr$_2$Nb$_2$Ta$_2$ alloys are 144 and 109 GPa, which are in a good agreement with experimental values of $155 \pm 6$ and $115 \pm 3$ GPa, respectively [71]. Similar value of the elastic modulus for the TiZrNbTa alloy was obtained by Nguyen et al. [26], which is $116 \pm 6$ GPa, in agreement with our calculated result. It is interesting to note that for each alloy, the elastic moduli are slightly smaller than the arithmetic average calculated from the values of the pure elements. For example, the average bulk moduli are 166.6 and 143.3 GPa for Ti$_2$Zr$_2$Nb$_2$Ta$_2$Mo$_2$ and Ti$_2$Zr$_2$Nb$_2$Ta$_2$ alloys, respectively, while the actual values are 147.7 and
130.3 GPa. It has been previously shown that the average method works well for other refractory MPEAs [72].

In order to better understand the effect of Mo on the elastic properties, we analyze and compare the electron density of the Ti$_2$Zr$_2$Nb$_2$Ta$_2$Mo$_2$ and Ti$_2$Zr$_2$Nb$_2$Ta$_2$ alloys. In Fig. 3 the three color plots for each alloy show the isosurfaces of the electron density projected along the [100], [010], and [001] crystallographic directions. Each projection is calculated as the sum of a series of (hkl) slices of the electron density along the [hkl] direction. In order to allow for a quantitative comparison the projections in each alloy are done using the same vector length. A general observation is that the electron density in the interatomic region is smaller in the alloy without Mo, which actually has a smaller nominal electron density. As pointed above, the alloy containing Mo has a smaller lattice constant, i.e., a more compact structure that suggests stronger bonding between atoms in this alloy as compared to the Ti$_2$Zr$_2$Nb$_2$Ta$_2$ one. Note for instance the large region of low density that exists in the projection along the [001] direction for Ti$_2$Zr$_2$Nb$_2$Ta$_2$. The overall stronger bonds and higher interatomic density can explain the higher values of bulk, shear, and Young’s moduli for the Ti$_2$Zr$_2$Nb$_2$Ta$_2$Mo$_2$ alloy.
3.3. Structure and elastic properties of the TiZrNbTaMo major and minor phases

In the experimental studies of Refs. [28, 27], the TiZrNbTaMo alloy was fabricated by arc melting equiatomic fractions of highly pure Ti, Zr, Nb, Ta, and Mo bulk materials. Using energy dispersive X-ray spectroscopy (EDX), the final average chemical composition of the formed alloy was determined to be Ti(19%)Zr(21%)Nb(19%)Ta(21%)Mo(20%) with an estimated error of ±1% in the atomic percentage. The corresponding VEC value of 4.8 would predict the crystallization of the equiatomic alloy in the bcc structure as it was actually confirmed by X-ray diffraction (XRD). However, a more in-depth microcharacterization of the as-cast alloy assisted by scanning electron microscopy (SEM) revealed the coexistence of two distinct bcc phases. The predominant major phase (70% of the alloy) with a lattice parameter \(a=3.3\) Å was \(\text{Ti}_{15}\text{Zr}_{10}\text{Nb}_{20}\text{Ta}_{31}\text{Mo}_{24}\) (VEC=4.7) and the less abundant minor phase (30% of the alloy) with \(a=3.4\) Å was \(\text{Ti}_{24}\text{Zr}_{43}\text{Nb}_{12}\text{Ta}_{8}\text{Mo}_{13}\) (VEC=4.4).

In our case, we approximate the major phase as \(\text{Ti}_{2}\text{Zr}_{1}\text{Nb}_{2}\text{Ta}_{3}\text{Mo}_{2}\) (VEC = 4.9) and the minor phase as \(\text{Ti}_{3}\text{Zr}_{4}\text{Nb}_{1}\text{Ta}_{1}\text{Mo}_{1}\) (VEC = 4.4). Figure 4 shows the structures predicted by the uspex calculations for the major and minor phases of the alloy. The two phases possess a bcc crystal structure, which is consistent with the experimental observations and the VEC criterion. Remarkably, our calculated lattice parameters [70] are also in good agreement with the ones reported in experiments (see Table 3).

We have computed the elastic moduli for both major and minor phases, using a \(k\)-point mesh in the calculations of the elastic tensor of 6×6×12 and 6×8×8, respectively. The results are shown in Table 3 together with the experimental values of \(E\) [28]. The latter were obtained by applying the Oliver and Pharr method [73] to nanoindentation measurements performed on each phase. Even though our predicted Young’s moduli are lower than the experimental values, our theoretical results exhibit the same trend. More precisely, \(E\) of the major phase exceeds in about 30 GPa the value of the minor phase. This behavior, i.e., the larger Young’s modulus of the major phase as compared to that of the
Figure 4: Predicted bcc structures for (a) the major phase Ti$_2$Zr$_4$Nb$_2$Ta$_3$Mo$_2$ and (b) the minor phase Ti$_3$Zr$_4$Nb$_1$Ta$_1$Mo$_1$. Image produced by VESTA [69].

Table 3: Calculated lattice constant $a$ (Å), cohesive energy $E_{coh}$ (eV/atom), bulk modulus $B$ (GPa), shear modulus $G$ (GPa), Young’s modulus $E$ (GPa), Poisson ratio $\nu$, and Pugh ratio $B/G$, for the major (Ti$_2$Zr$_4$Nb$_2$Ta$_3$Mo$_2$) and minor (Ti$_3$Zr$_4$Nb$_1$Ta$_1$Mo$_1$) phases. The experimental values for $a$ and $E$ reported in Ref. [28] are indicated by the subscript ‘exp’.

<table>
<thead>
<tr>
<th>Phase</th>
<th>$a$</th>
<th>$a_{exp}$</th>
<th>$E_{coh}$</th>
<th>$B$</th>
<th>$G$</th>
<th>$E$</th>
<th>$E_{exp}$</th>
<th>$\nu$</th>
<th>$B/G$</th>
<th>$A_Z$</th>
<th>$A_{GV_R}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>major</td>
<td>3.30±0.18</td>
<td>3.31</td>
<td>-6.94</td>
<td>163.4</td>
<td>53.1</td>
<td>143.6</td>
<td>161±7</td>
<td>0.35</td>
<td>3.08</td>
<td>0.87</td>
<td>0.0023</td>
</tr>
<tr>
<td>minor</td>
<td>3.36±0.25</td>
<td>3.38</td>
<td>-6.32</td>
<td>115.3</td>
<td>41.3</td>
<td>110.7</td>
<td>133±6</td>
<td>0.34</td>
<td>2.79</td>
<td>1.07</td>
<td>0.0005</td>
</tr>
</tbody>
</table>

The calculated anisotropy ratios $A_Z$ and $A_{GV_R}$ are shown as well.

The experimental value of the Young’s modulus for the equiatomic TiZrNbTaMo, let us remark that the reported value of 153 GPa was determined as weighted by volume fractions of the two phases and thus is not measured directly [28]. Therefore, in order to correctly compare the results for the equiatomic phase, we calculate the average moduli as $E_{av} = 0.7E_{major} + 0.3E_{minor}$, where 0.7 and 0.3 are the volume fractions of the major and minor phases, respectively. Applying the same averaging-formula to the other elastic moduli, we obtain the following average bulk, shear, and Young’s moduli, as well as Poisson’s ratio: $B_{av} = 150.6$ GPa, $G_{av} = 48.1$ GPa, $E_{av} = 130.45$ GPa,
\[ \nu = 0.33. \] Similarly to the case of major and minor phases, the average Young’s modulus is approximately 23 GPa below the experimental value.

Experimentally, the Vickers microhardness \( H_V \) is the usual macroscopic property that can be measured directly and serves to characterize the hardness of a material. The measured \( H_V \) of the as-cast TiZrNbTaMo and TiZrNbTa alloys are 4.9±0.1 and 3.2±0.1 GPa, respectively [28, 71]. In addition, Wang et al. [28] estimated from the nanoindentation tests that the values for the major and minor phases were \( H_V = 6.4 \) and 5.7 GPa, respectively (for details please refer to Ref. [28]). There have been proposed various expressions for the calculation of the Vickers microhardness of an isotropic crystalline phase from the elastic moduli. For instance, Qiu et al. [74] use the following expression in terms of the Young’s modulus and Poisson’s ratio, \( H_{V_{\text{Qiu}}} = \frac{(1 - 2\nu)E}{6(1 + \nu)} \). Tian et al. [75] propose an empirical formula to estimate the microhardness from the bulk and shear moduli as \( H_{V_{\text{Tian}}} = 0.92(G/B)^{1.137}G^{0.708} \). Our results for the Vickers microhardness calculated with both methods are compared to the experimental \( H_V \) in Table 4. For the equiatomic phases, the calculated \( H_V \) are in a good agreement with the experimental values, although are slightly overestimated when using the Qiu et al. method. On the contrary, the values of the calculated microhardness for the major and minor phases are lower than the values from the experimental reference. However, as already mentioned in Ref. [28], their estimated experimental values for the major and minor phases are approximately 31% and 16% higher than the directly measured microhardness for the overall specimen due to the indentation size effect.

The so-called Pugh ratio \( B/G \) is often used as an indicator of the ductile-brittle behavior of the materials [76] and has also been applied to MPEAs [77]. Ductile materials usually have high values of \( B/G \) (> 1.75), while brittle materials have low values of \( B/G \) (< 1.75). The Poisson’s ratio \( \nu \) can also be used to predict the ductile-brittle behavior [78]. It has been shown that bulk metallic glasses with \( \nu > 0.31 \) are ductile and that this parameter can also be applied to MPEAs. The results in Tables 2 and 3 show that all the phases have very high values of \( B/G \) and Poisson’s ratio that are associated with ductility. Among the
Table 4: Experimental $H_V^{\text{exp}}$ and calculated $H_{V}^{\text{Qiu}}$ and $H_{V}^{\text{Tian}}$ Vickers microhardness for the TiZrNbTaMo main, major, and minor phases and TiZrNbTa. Experimental values from Refs. [28, 71].

<table>
<thead>
<tr>
<th>Phase</th>
<th>$H_V^{\text{exp}}$(GPa)</th>
<th>$H_{V}^{\text{Qiu}}$(GPa)</th>
<th>$H_{V}^{\text{Tian}}$(GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>main</td>
<td>4.9±0.1</td>
<td>5.7</td>
<td>4.9</td>
</tr>
<tr>
<td>major</td>
<td>6.4</td>
<td>5.3</td>
<td>4.3</td>
</tr>
<tr>
<td>minor</td>
<td>5.7</td>
<td>4.4</td>
<td>4.0</td>
</tr>
<tr>
<td>TiZrNbTa</td>
<td>3.2±0.1</td>
<td>3.7</td>
<td>3.3</td>
</tr>
</tbody>
</table>

For three phases, the major phase is more ductile than the main and minor phases. Similar conclusions can be drawn from the analysis of the Cauchy pressure, which is defined from the elastic constants as $P_C = (C_{12} - C_{44})$ (we use average values of $C_{ij}$ here). The positive values of the Cauchy pressure are associated with the metallic character of the bonding and with ductility [79, 80]. All of the alloys studied in this work have positive Cauchy pressures. The highest value of 75 GPa corresponds to the major phase, while the values of 46 GPa and 58 GPa correspond to the minor and main phases, respectively.

Figure 5 shows three-dimensional plots of the single-crystalline Young’s modulus [49] along [hkl] crystallographic directions, calculated and plotted with the SC-EMA (Self-Consistent Calculations - Elasticity of Multi-phase Aggregates) software [81, 82, 83] using our computed elastic constants. The values on both the color scale and the axes are Young’s modulus in GPa. Note that the scale is different for each phase. One can observe that for the main and major phases the Young’s moduli have a rather strong dependence on the orientation. The maximum value of 176 GPa for the main phase is along the [100] and [100] directions, while a minimum value of 118 GPa is along the [011] (upper red area) and [011] (lower red area) directions [Fig. 5(a)]. The picture is somewhat reversed for the major phase [Fig. 5(b)]. Thus, these two systems have a certain degree of anisotropy. In contrast, the shape of the characteristic surface of Young’s modulus for the minor phase is almost spherical [Fig. 5(c)], which indicates that this phase is more isotropic than the main and major phases. This
Figure 5: Left panels: direction dependent Young’s modulus for (a) the main phase Ti$_2$Zr$_2$Nb$_2$Ta$_2$Mo$_2$, (b) the major phase Ti$_2$Zr$_1$Nb$_2$Ta$_3$Mo$_2$, and (c) the minor phase Ti$_2$Zr$_3$Nb$_1$Ta$_1$Mo$_1$. Color scale and axes values are in GPa. Visualized by SC-EMA code [81, 82, 83, 84]. Middle and right panels represent the charge density isosurfaces projected along the directions of maximum and minimum Young’s moduli, respectively, for (d) main, (e) major, and (f) minor phases. The contour lines have an interval of 0.09 electrons/Å$^3$. Images produced by VESTA [69]. See text for more details.
is consistent with the values of $A_Z$ and $A_{G_{V,R}}$ for the three phases presented in Tables 2 and 3, which also show that the minor phase is the most isotropic of the three phases.

In order to gain insight into the dependence of the Young’s modulus on the crystallographic direction, we analyze the atomic bonding character in the three alloys. The projected charge density isosurfaces along the direction of maximum and minimum of the Young’s modulus for the main, major, and minor phases are shown in Figs. 5(d)-(f). As explained above, each projection is calculated as the sum of various $(hkl)$ slices of the electron density along the $[hkl]$ direction. Larger values of the Young’s modulus indicate that the material is stiffer. Thus, we expect stronger bonding in the direction of the maximum Young’s modulus. For the main phase, we show in Fig. 5(d) the isosurfaces of the charge density projected along the [100] direction on the left and along the [011] direction on the right, i.e., the directions along which the Young’s modulus takes the maximum and minimum values, respectively. In general, the overall projection of the charge density along [100] is larger than along [011], where extreme regions of high and low density appear in alternate stripes. The same is observed in the case of the major phase [Fig. 5(e)]. Remarkably, almost no difference between the two charge density projections is observed in the case of the minor phase [Fig. 5(f)], for which the Young’s modulus is much more isotropic.

As a final remark in this section, we note that there is a direct correlation between the VEC and the elastic modulus. The phase with higher VEC has higher bulk modulus. The same correlation was already observed for other refractory alloys [25]. This might be explained in terms of the electronic structure that will be discussed in the next subsection.

### 3.4. Electronic properties of the TiZrNbTaMo alloy phases

In order to understand better the obtained elastic properties of the studied alloys, we analyze the electron density of states (DOS) and the atom-resolved partial electron density of states (pDOS), both calculated using the VASP implementation. In order to increase the DOS resolution the $k$-point meshes have
been increased to $18 \times 9 \times 12$ for the main phase, $12 \times 12 \times 18$ for the major phase, and $12 \times 18 \times 18$ for the minor phase.

Besides DOS we compute as well the so-called crystal orbital Hamilton populations (COHP) \cite{85}. The COHP separates the DOS into bonding, nonbonding, and antibonding contributions. The calculations are done by using the LOBSTER (Local Orbital Basis Suite Towards Electronic-Structure Reconstruction) code \cite{86, 87, 88, 89}, which enables chemical-bonding analysis based on the \textsc{vasp} output. The underlying physical reasoning in doing this analysis is as follows. For each pair of neighboring atoms, the interaction between the $\phi_\mu$ and $\phi_\nu$ orbitals, which are respectively centered at each atom, is described by the Hamiltonian matrix element $H_{\mu\nu} = \langle \phi_\mu | \hat{H} | \phi_\nu \rangle$—the details of the transfer from plane waves to atomic orbitals can be found in Ref. \cite{87}. The multiplication of the Hamiltonian matrix elements by the corresponding DOS matrix serves as a quantitative measure of the bond strength. The product either lowers (bonding) or raises (antibonding) the band-structure energy. Thus, energy-resolved COHP(E) plots allow distinguishing between bonding, nonbonding (no energetic effect), and antibonding contributions \cite{87}. Usually, the $-\text{COHP}$ values are plotted so that bonding is characterized by positive values and antibonding by negative values.

Figure\[\text{6}\] (left panels) shows the DOS for the main, major, and minor phases. A deep minimum close to the Fermi level is observed in the three cases, although it is less pronounced in the minor phase. This characteristic minimum, appearing in alloys formed by $d$-elements, is usually called a pseudogap \cite{90, 91}. The corresponding pDOS curves show that all the atoms almost equally contribute to the total DOS in the pseudogap region, with Ti having the largest value at $E_F$. At positive energies, Mo and Ti make a major contribution to the total DOS, while Zr and Ta mainly contribute to the appearance of the peak around 5 eV. The presence of this pseudogap and, more precisely, the position of $E_F$ with respect to the pseudogap is associated with the structural stability of the intermetallic compound. The pseudogap usually separates bonding states from antibonding (nonbonding) states. As shown in Fig.\[\text{6}\] $E_F$ lies to the left of
Figure 6: Left panels: total (black curves) and Ti, Zr, Nb, Ta, Mo partial electronic density of states (colored curves). Right panels: Crystal orbital Hamilton population –COHP for bonding (red-shaded area) and antibonding (blue-shaded area). Results for the main phase Ti₂Zr₂Nb₂Ta₂Mo₂ (upper panels), the major phase Ti₂Zr₁Nb₂Ta₃Mo₂ (middle panels), and the minor phase Ti₃Zr₄Nb₁Ta₁Mo₁ (bottom panels). In all plots the Fermi level is shown by a vertical dashed line. The percentage of the unoccupied part of the bonding area and the Bulk modulus (GPa) are indicated in the –COHP plots for each phase.
the pseudogap, i.e., within the bonding states. The same conclusion is also extracted from the COHP results plotted in the right panels of Fig. 6. These results clearly show that not all the bonding states are completely filled. Thus, more electrons are needed to reach the maximum structural stability in these systems [91].

Although the COHP plots for all three systems look similar, one can notice that for the minor phase, the bonding region is shifted to the right with respect to the Fermi level, as compared to the main and major phases. Since the number of states between the different phases differs, we also compute the percentage of unoccupied bonding states in each case to facilitate the comparison. The values, which are written on each COHP plot, confirm that the bonding states population increases as going from minor to main and to major phases, following this order. Note that this ordering correlates well with the values of the cohesive energies per atom that we obtain for each phase (Tables 2 and 3) and, hence, with their corresponding stability. Furthermore, the occupation of the bonding states explains the values obtained for the bulk modulus and the Poisson’s ratio. It has been shown that the full occupation of the bonding states results in high bulk modulus and low Poisson’s ratio [92].

As an example, for pure transition metals Ti ($B = 112$ GPa, $\nu = 0.32$) and Cr ($B = 160$ GPa, $\nu = 0.21$), the Fermi level falls within the bonding region in Ti, and just between bonding and antibonding regions in Cr [93]. The same behavior is observed for the three phases of the alloy we study here, i.e., $B$ increases as the percentage of unoccupied bonding states $\rho_{\text{bond}}^{\text{un}}$ decreases. Specifically, the minor phase has the lowest $B$ (115.3 GPa) and the highest $\rho_{\text{bond}}^{\text{un}}$ (5.9%), the main phase has the intermediate values of 147.7 GPa and 5.2%, and the major phase has the highest $B$ (163.4 GPa) and the lowest $\rho_{\text{bond}}^{\text{un}}$ (4.3%). The obtained differences in the $E$ and $G$ values among the three alloy phases correlate with the different occupation of the bonding states in a way similar to the bulk modulus $B$.

The detailed analysis of the COHP for each pair of atoms in the major and minor phases shows that among 45 atomic pairs only 18 contribute to the unoccupied bonding states in the major phase against 26 pairs in the minor
phase. These contributions mostly come from the Ti-Ta, Ti-Zr, Nb-Ta, and Ta-Ta bonding in the major phase. In the minor phase the unoccupied bonding states are observed in the COHPs of the different Ti-Ti, Ti-Zr, and Zr-Zr atomic pairs. This explains the larger percentage of the unoccupied bonding states in the total COHP of the minor phase, with a high content of Ti and Zr, as compared to the major phase.

4. Conclusions

We have performed an \textit{ab initio} study of the structure and properties of the experimentally investigated TiZrNbTaMo multi-principal element alloy that has a potential to be used as a bone implant material. We have applied an evolutionary algorithm in combination with DFT calculations, which correctly predicted the experimentally observed bcc structures for all the alloy phases. By comparing the results for different sizes of the unit cell, we have shown that it is not necessary to use a large unit cell in order to properly describe the elastic properties of the complex alloy. The particular chemical ordering of atoms and the unit cell size seem to be less important than the chemical composition for the elastic properties of the TiZrNbTaMo multi-principal element alloy, as our results show.

The DFT-based calculations of the elastic properties qualitatively agree with the experiment, i.e., correctly predict which of the phases has lower and higher values of the elastic moduli. All the studied alloy phases have large values of the Poisson’s ratio and the Pugh ratio, indicating their high ductility. The detailed analysis of the direction-dependent Young’s modulus, as well as the calculated anisotropy ratios, have shown that the minor phase is the most isotropic.

The analysis of the electronic density of states as well as the bonding-antibonding character (COHP) of the different TiZrNbTaMo alloy phases show the presence of unoccupied bonding states. The different percentage of the energy-weighted unoccupied bonding states explains the differences in the elastic moduli of the three alloy phases. In particular, the values of the elastic
moduli are higher for the phase with a higher percentage of (energy-weighted) occupied bonding states.
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