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Abstract—In this paper, surrogate modeling techniques are applied for passive component modeling. These techniques are exploited to develop and compare two alternative strategies for automated radio-frequency (RF) circuit design. The first one is a traditional approach where passive components are designed during the optimization stage. The second one, inspired on bottom-up circuit design methodologies, builds passive component Pareto-optimal fronts (POFs) prior to any circuit optimization. Afterwards, these POFs are used as an optimized library from where the passive components are selected. This work exploits the advantages of evolutionary computation algorithms in order to efficiently explore the circuit design space, and the accuracy and efficiency of surrogate models to model passive components.

Index Terms—design methodologies, radio-frequency, multi-objective optimizations, low noise amplifiers, surrogate modeling

I. INTRODUCTION

The design of complex systems on chip (SoC) in nanometer technologies is becoming immeasurably difficult due to its growing complexity. This fact, in combination with the many critical trade-offs in SoCs, such as, power consumption, operation speed, chip area, reliability, etc., and the tightening time-to-market constraints, result in a productivity gap for SoC design [1]. In order to bridge this gap, new design methodologies that allow designers to reduce the time-to-market and design circuits with the best trade-offs have to be devised. SoCs are nowadays gradually evolving towards mixed-signal designs, embedding analog, radio-frequency (RF), mixed-signal and digital blocks. For digital circuits, different design methodologies and electronic design automation (EDA) tools are available that help designers at performing hierarchical system design, hardware-software co-design and place & route [1]. However, there is a scarcity of methodologies and tools that can assist the analog/RF designer.

In the emerging telecommunications market, evolving towards 5G and with a huge growth of wireless services, the need for design solutions with very demanding performance specifications is going to dramatically increase in the foreseeing years. Due to the complex trade-offs in RF circuits (e.g., noise vs. gain in a low noise amplifier), it is possible to understand that the design of RF systems is a complicated task that must be assisted by EDA tools and smart RF design methodologies. In an ideal scenario, the user would only stipulate the desired specifications for his/her system and the tool would automatically generate the IC. However, for complex systems such as RF circuits, such a tool is far from becoming reality.

Optimization-based techniques are gathering much attention in order to assist the RF designer into designing circuits [2]-[11]. These methodologies apply algorithms that are able to perform a wide design space exploration to find optimal designs. The idea behind these methodologies is that the designer choses the circuit specifications, selects the topology and runs an optimization that returns the circuit sizing (e.g., widths and lengths of transistors). In this type of design methodologies, single- or multi-objective optimization algorithms can be used depending on whether the designer is searching for a single design [5], or a Pareto-optimal front (POF) that represents the best trade-offs between several performances [6].

An important aspect in any RF circuit design methodology is how passive components are designed, especially passive components whose performances are negatively impacted by parasitics, such as integrated inductors. Several strategies have been proposed in the literature [7]-[11]. Some approaches use a reduced set of inductors provided by the foundries. Other approaches integrate accurate electromagnetic (EM) simulations of the inductors within the circuit optimization loop [7], which would be the most accurate method, but also the most computationally expensive. Thus, the optimization loop would become very time consuming and the efficiency of the process would dramatically fade. On the other extreme of the efficiency-accuracy trade-off is the use of lumped-element models (like the π-model) [8],[9]. However, these models are not accurate enough, especially at high frequencies [12].

Improving the efficiency-accuracy trade-off has become the holy grail in RF design methodologies. With this goal, a new strategy, inspired on circuit-level bottom-up design...
methodologies, was introduced in [11]. Typically, in bottom-up design methodologies, the designer starts from the lowest level (e.g., cell level) and then proceeds up the hierarchy to eventually reach the system level (e.g., sensor interface or RF front-end), ensuring, therefore, that all levels are feasible and avoiding re-design cycles. In this type of design methodologies, multi-objective optimization algorithms are commonly used; therefore, the information passed to the upper level is not a single design solution but rather a POF, representing the best trade-offs available for a given circuit (e.g., phase noise vs. power consumption in a voltage controlled oscillator) [6],[10],[11]. The methodology in [11] exploits the accuracy of EM simulations and palliates the impact of the high computational times by decoupling inductor design from circuit design, hence avoiding any EM simulation during the circuit optimization loop. The idea consists on generating an inductor POF before any circuit optimization. This method allows the designer to build an optimized inductor library with inductors that are not designed specifically for a given circuit, and can, therefore, be used in any circuit. This methodology is based on the assumption that if the designer generates an inductor POF before the circuit optimization, the best inductor designs will be available in the POF and no other inductor would be capable of improving circuit performances. This assumption would be strictly correct if the true inductor POF were generated. However, a practical implementation is necessarily limited to an approximation to the true POF with a finite number of points.

Recently, surrogate models, have proven to be an efficient, but accurate, alternative to EM simulations in order to design integrated inductors [12],[13]. Surrogate modelling is an engineering technique used to predict system performances that cannot be easily measured or efficiently simulated. Surrogate models can accurately compute the behavior of any given system while still being computationally cheap to evaluate [14]. Therefore, in this work, the capabilities of surrogate models are exploited in order to efficiently and accurately evaluate inductors within a circuit optimization loop. In this way, the inductor design can be performed concurrently with the circuit design, as shown in [15] with surrogate models of the inductor S-parameters. Furthermore, surrogate models can also enable an alternative design strategy, similar to that reported in [11], as shown in [16] for a voltage-controlled oscillator. This paper explores which is the most advantageous RF design methodology: an online strategy, where the inductors are designed during the circuit optimization stage, or an offline strategy, where the inductors are optimized before any circuit optimization. By using the same type of inductor modeling strategy in both cases, it is reasonable to assume that the accuracy in terms of inductor performance evaluation is similar and it is possible to assess the influence of the offline/online design methodology in the quality and efficiency of the design results.

To this end, the rest of this paper is structured as follows. Section II briefly presents both design methodologies and their basic ingredients, such as the optimization algorithm and the surrogate modeling approach. Section III develops both methodologies for the design of a low noise amplifier (LNA) and exhaustively compares the results. Finally, in Section IV conclusions are drawn.

II. OFFLINE AND ONLINE DESIGN STRATEGIES

Basic ingredients for the implementation of the design methodologies are EM simulators, RF circuit simulators, optimization tools and generation of surrogate models. The EM and RF simulators used in this work are commercially available; hence, the two latter elements will be discussed in this Section together with the description of both design methodologies.

A. Basics of optimization algorithms

RF circuit design problems can be formulated as optimization problems, mathematically:

\[ \begin{align*}
\text{minimize} & \quad f(x); \quad f(x) \in \mathbb{R}^m \\
\text{subject to} & \quad g(x) \leq 0; \quad g(x) \in \mathbb{R}^k \\
& \quad x \in \Omega
\end{align*} \]

(1)

where \( f(x) \) is a vector of \( m \) objective functions, \( g(x) \) is a vector of \( k \) constraints and \( x \) is a vector of \( n \) design variables on the search space \( \Omega \).

When only one performance is minimized \((m=1)\), the problem can be solved with a single-objective optimization algorithm. In case that assessment of trade-offs between two or more conflicting objectives is desired \((m>1)\), then, a multi-objective optimization algorithm can be applied.

In the multi-objective case, a solution \( a \) is said to constrain-dominates solution \( b \) if and only if \( a \) has a smaller constraint violation than \( b \), or, if all constraints are met, \( f_i(a) \leq f_i(b) \), for every \( i \in \{1,...,m\} \) and \( f_j(a) < f_j(b) \) for at least an index \( j \in \{1,...,m\} \). A point \( y \in \Omega \) is Pareto-optimal if it is not dominated by any other point in \( \Omega \). The set of all Pareto-optimal points is named the Pareto-optimal set and the corresponding points in the feasible objective space forms the Pareto-optimal front (POF). The goal of any multi-objective optimization algorithm is to obtain a set of uniformly distributed solutions as close as possible to the true POF.

In this work, as we are mainly interested in obtaining POFs to compare online strategies vs. offline bottom-up design strategies, only a multi-objective optimization algorithm is used: NSGA-II [17]. The RF circuit design methodologies considered in this paper do not exploit any special characteristic of NSGA-II; therefore, it could be replaced by any other multi-objective algorithm.

B. Online design methodology

The online RF circuit design strategy is illustrated in Fig. 1. The circuit design problem is addressed via an optimization
loop involving the evaluation of a number of candidate solutions at each iteration.

Commercial RF circuit simulators provide the maximum accuracy for the evaluation of the performances of such solutions, while still being efficient enough (typically in the range of seconds) to be embedded within an optimization loop. RF circuit simulators provide accurate circuit performance evaluations as long as accurate models are available for each component used (e.g., transistors, etc.). This is the case for transistors, resistors and capacitors; however, inductors constitute a bottleneck due to its distributed effects and parasitics. Analytical and physical models (e.g., π-models) have been widely used but they are not very accurate. As modern RF circuit simulators are able to handle devices modeled by S-parameter files, a potentially accurate strategy is to model the inductors by using them. The inductor geometric parameters can be mapped to these S-parameters by using the surrogate modeling strategy described in Section II.D.

C. Offline bottom-up design methodology

The offline bottom-up design methodology is illustrated in Fig. 2. The bottom-up strategy is implemented by hierarchically partitioning the synthesis problem in two levels. At the lowest level, NSGA-II is used to generate the best trade-offs between inductor performances (i.e., a POF) involving inductance, quality factor and area. Surrogate models of the inductance and quality factor are used to estimate their values. Otherwise, the surrogate models of inductance and quality factor are used to estimate their values.

The strategy presented in [13] is devoted to estimate inductance and quality factor and was originally conceived to generate Pareto fronts of inductor performances. However, to that in Section II.B, but instead of using geometrical variables of the inductors as search variables, inductors can only be selected among those of the lowest level inductor POF. Each point in the inductor POF represents a certain inductance and quality factor; however, these characteristics are not appropriate for accurate RF circuit simulation. Hence, an S-parameter description generated by the surrogate modeling strategy in Section II.D is used, but, this time, only applied to the inductors in the POF.

D. Surrogate modeling of integrated inductors

As discussed above, both design methodologies are supported by surrogate modeling techniques. In the last few years, surrogate models are being used to model passive devices that are computationally expensive to evaluate (e.g., transmission lines, antennas, inductors, etc.) [13],[18]-[20]. Some approaches to develop surrogate models available in the literature are based on artificial neural networks, others in support vector machines, parametric macromodels or Kriging functions [14]. In this work, surrogate models are created based on ordinary Kriging functions. Basically, Kriging is an interpolation method for which the interpolated values are modeled by a Gaussian process. A clear overview of Kriging models and more insight on their mathematical properties can be found in [21].

A two-step strategy is proposed in [13] to accurately model inductance and quality factor at any frequency of interest. In this approach, a surrogate model of the self-resonance frequency (SRF) of the inductors is trained with a set of inductor samples, and models of inductance and quality factor are trained only with those inductors of the set with SRF above the working frequency. Any time an estimation of inductance and quality factor for new values of the inductor’s geometric parameters is required, its SRF is first estimated by using the SRF surrogate model. If the estimated value is not above the working frequency, the inductor is skipped as it would yield a useless design. Otherwise, the surrogate models of inductance and quality factor are used to estimate their values.

The strategy presented in [13] is devoted to estimate inductance and quality factor and was originally conceived to generate Pareto fronts of inductor performances. However,
inductance and quality factor are not appropriate for RF circuit level simulation since they cannot be easily mapped into an accurate simulatable model. Therefore, instead of directly modeling the inductor performance parameters, such as inductance $L$ and quality factor $Q$, the inductor’s S-parameters are modeled. In this way, the inductor can be accurately described over a wide range of frequencies and its description is included in circuit level simulation by using RF circuit simulators, such as SpectreRF [22]. In this work, eight different models were built in order to model the real and imaginary part of each S-parameter, and also the inductors were separately modeled by the number of turns $N$. All models in this paper were created using a zero-order polynomial regression model and a Gaussian correlation model. The models were trained using 800 EM-simulated inductors whose geometries were sampled within the design space shown in Table I using the Quasi-Monte Carlo (QMC) technique. The developed surrogate models were first validated against another 240 inductors, simulated electromagnetically, in order to check its accuracy. The geometric parameters of the 240 inductors were also sampled using the QMC technique. Table II shows the mean relative errors for the predicted value of the S-parameters with respect to EM simulations. It can be seen that some errors in the real or imaginary parts of the S-parameters (e.g., 1.89%) are significantly larger than those on inductance and quality factor at the last two columns in Table II. However, these higher errors are due to the small values of the S-parameters of some inductor samples, small absolute errors being reflected into relatively high percentages. However, when these S-parameters are combined to get $L$ and $Q$ values, the model errors are always below 1%. Moreover, the models are evaluated in just a matter of milliseconds. It can be concluded that the surrogate model used in this work is very accurate and efficient; therefore, it may be considered for an accurate RF circuit optimization.

### III. APPLICATION CIRCUIT

#### A. Inductor POF generation

For the offline bottom-up design strategy, an inductor POF has to be generated prior to any circuit optimization. Therefore, an optimization using NSGA-II was performed. The search space is presented in Table I (the same one is used in both online and offline strategies). The optimization problem has three objectives: maximize quality factor and inductance at the working frequency, while minimizing the area. The inductors were subjected to a set of constraints (used to guarantee that the inductors are in the flat bandwidth zone [23]), defined as:

$$\left\{ \begin{array}{l} \text{area} < 400 \mu m \times 400 \mu m \\ \frac{L_{@WF} - L_{@WF+0.05GHz}}{L_{@WF}} < 0.01 \\ \frac{L_{@WF} - L_{@WF-0.05GHz}}{L_{@WF}} < 0.01 \\ \frac{L_{@WF} - L_{@0.1GHz}}{L_{@WF}} < 0.05 \\ Q_{@WF+0.05GHz} - Q_{@WF} > 0 \end{array} \right.$$  

where $L_{@WF}$ and $Q_{@WF}$ are the inductance and quality factor at the working frequency. The inductance and quality factor at any frequency can be easily obtained from the S-parameters [24].

The design quality of the LNA will be eventually influenced by the density of the points at the inductor POF; hence, the number of points must be sufficiently high. The POF obtained for 1,000 individuals and 80 generations of asymmetric octagonal inductors for a working frequency of 2.5GHz can be observed in Fig. 3. The generation of this POF takes only ten minutes of CPU, so it is more than reasonable to use this population size. It should be noticed that this POF is independent of the circuit design objectives and constraints and therefore can be reused for any other circuit design at the same frequency band.

#### B. LNA design strategy

LNAs are used in RF circuits in order to amplify the low power signals coming from the antenna while trying not to degrade the signal-to-noise ratio. For the experiments in this paper, the source-degenerated topology in Fig. 4 will be used.

### Table I

**Design variables for the inductors used in the LNA optimization.**

<table>
<thead>
<tr>
<th>Number of turns $N$</th>
<th>Inner diameter $D_i$ ($\mu m$)</th>
<th>Turn width $W$ ($\mu m$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min-Max</td>
<td>Grid</td>
<td>Min-Max</td>
</tr>
<tr>
<td>1-8</td>
<td>1</td>
<td>10-300</td>
</tr>
</tbody>
</table>

### Table II

**Mean relative error in % for the predicted values of S-parameters with respect to EM simulations.**

<table>
<thead>
<tr>
<th>$N$</th>
<th>$Re {S_{11}}$</th>
<th>$Im {S_{11}}$</th>
<th>$Re {S_{12}}$</th>
<th>$Im {S_{12}}$</th>
<th>$Re {S_{21}}$</th>
<th>$Im {S_{21}}$</th>
<th>$Re {S_{22}}$</th>
<th>$Im {S_{22}}$</th>
<th>$L$ (%)</th>
<th>$Q$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.61</td>
<td>0.88</td>
<td>0.00</td>
<td>0.04</td>
<td>0.00</td>
<td>0.04</td>
<td>1.37</td>
<td>0.85</td>
<td>0.09</td>
<td>0.38</td>
</tr>
<tr>
<td>2</td>
<td>1.54</td>
<td>0.96</td>
<td>0.01</td>
<td>0.05</td>
<td>0.01</td>
<td>0.05</td>
<td>1.20</td>
<td>0.76</td>
<td>0.11</td>
<td>0.55</td>
</tr>
<tr>
<td>3</td>
<td>0.46</td>
<td>0.14</td>
<td>0.02</td>
<td>0.05</td>
<td>0.02</td>
<td>0.05</td>
<td>0.43</td>
<td>0.14</td>
<td>0.11</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>0.34</td>
<td>0.09</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.27</td>
<td>0.10</td>
<td>0.12</td>
<td>0.34</td>
</tr>
<tr>
<td>5</td>
<td>0.17</td>
<td>0.09</td>
<td>0.66</td>
<td>0.05</td>
<td>0.63</td>
<td>0.05</td>
<td>0.16</td>
<td>0.09</td>
<td>0.26</td>
<td>0.38</td>
</tr>
<tr>
<td>6</td>
<td>0.16</td>
<td>0.08</td>
<td>1.00</td>
<td>0.04</td>
<td>1.04</td>
<td>0.04</td>
<td>0.14</td>
<td>0.07</td>
<td>0.40</td>
<td>0.79</td>
</tr>
<tr>
<td>7</td>
<td>0.06</td>
<td>0.03</td>
<td>0.21</td>
<td>0.02</td>
<td>0.19</td>
<td>0.02</td>
<td>0.06</td>
<td>0.05</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>8</td>
<td>0.34</td>
<td>0.12</td>
<td>1.89</td>
<td>0.07</td>
<td>1.89</td>
<td>0.07</td>
<td>0.31</td>
<td>0.14</td>
<td>0.24</td>
<td>0.71</td>
</tr>
</tbody>
</table>
The LNA has several important performance parameters that must be considered during the design process:

- **NF**: noise figure, which accounts for the unwanted additional noise that the LNA injects in the input signal.
- **$P_{DC}$**: power consumption.
- **$IIP3$**: third-order input intercept point, which accounts for the nonlinear performance of the LNA.
  - $S_{11}$: input matching coefficient.
  - $S_{22}$: output matching coefficient.
  - $K$: Rollett stability factor. If this factor is smaller than 1 the LNA is potentially unstable.
- **Area occupation**, extremely important as it is directly related to the manufacturing cost in IC technologies.

In both design strategies compared in this work (see Fig. 1 and Fig. 2), an optimization algorithm is linked with an RF circuit simulator. However, in the online strategy (Fig. 1) a surrogate model is used to evaluate new inductors for each individual LNA during the optimization stage. For the offline strategy (Fig. 2), an inductor POF is used and the inductors are selected from the POF, for which the inductors must be identified with indices [11]. The indexing process is performed by grouping the inductors based on its performance parameters (inductance and quality factor) and assigning two coordinates to the inductors according to their performance values. These coordinates can later be used as search variables in the LNA optimization process.

The optimization process and the methodology itself is completely independent of the fabrication technology and the LNA topology used and only requires the following user inputs:

1. Desired circuit performances (optimization objectives and constraints)
2. Circuit design variables (e.g., transistors widths and lengths)

Regarding the circuit performances, the RF electrical simulator SpectreRF is used to evaluate each LNA. The power consumption $P_{DC}$ is extracted from a DC analysis. An S-parameter analysis provides the gain, input and output matching, whereas a noise analysis provides the NF of the LNA. The Rollett stability factor, $K$, can be calculated from the S-parameters of the LNA:

$$K = \frac{1 - |S_{11}|^2 - |S_{22}|^2 + |S_{11}S_{22} - S_{12}S_{21}|^2}{2 |S_{11}| |S_{22}|}$$

The area occupation is not accurately known until the circuit layout is performed. However, it is realistic to estimate that the layout area will be proportional to the sum of the areas of the individual devices (e.g., transistors, inductor and capacitors in Fig. 4). Therefore, the use of this sum as estimation of the circuit area is a valid approximation for comparison of different candidate solutions.

The inclusion of $IIP3$ in automated design methodologies usually takes long computation times since the input power must be swept to calculate the $IIP3$. Additionally, the $IIP3$ calculation is difficult since linearity severely deteriorates with higher values of the input power. Therefore, selecting the best input power points to determine $IIP3$ is not trivial and varies for each sized circuit. The method used in this work in order to efficiently include $IIP3$ in the optimization process assumes that $IIP3$ is directly related with $P_{DC}$. Therefore, once $P_{DC}$ is calculated for a given sized circuit, $IIP3$ can be calculated for an extrapolated input power well below $P_{DC}$ so that the LNA is in the linear region [11]. We have determined that 60dB below $P_{DC}$ guarantees a linear relation between input and output power. Using this method, the computation time for $IIP3$ measurement is considerably reduced and it is feasible to include it within the LNA optimization loop.

Regarding the LNA design variables, these are shown in Tables I and III. For the online design strategy, where the inductors are optimized online, there are 18 design variables (those in Table III plus three variables per inductor corresponding to Table I). For the offline strategy, where the inductors are selected from the POF, the number of variables is reduced to 14 (8 in Table III and two indices per inductor for their identification in the POF).

### Table III

**DESIGN VARIABLES FOR THE LNA OPTIMIZATION (OTHER THAN INDUCTORS).**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Min</th>
<th>Max</th>
<th>Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transistor widths: $w_{M1}$, $w_{M2}$ ($\mu$m)</td>
<td>100</td>
<td>600</td>
<td>5</td>
</tr>
<tr>
<td>Transistor lengths: $L_{D1}$, $L_{D2}$ ($\mu$m)</td>
<td>Fixed at 0.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_{b}$ (V)</td>
<td>0</td>
<td>1.5</td>
<td>0.001</td>
</tr>
<tr>
<td>$C_1$, $C_2$, $C_3$ (pF)</td>
<td>0.1</td>
<td>5</td>
<td>0.001</td>
</tr>
</tbody>
</table>
C. Optimization results

In this section, five different design examples are used to compare both strategies. For each example, the constraints and objectives are shown in Table IV. The examples with two objectives used 300 individuals and 200 generations, whereas 1,000 individuals and 300 generations were used for the 3-objective cases. All optimizations in this work were performed for the LNA topology shown in Fig. 4 in a 0.35µm-CMOS technology intended to operate at the frequency band of 2.4-2.5GHz, with a supply voltage Vdd=2.5V.

The first optimization example was performed with two objectives: maximize \( S_{21} \) and minimize area. The POF of both online and offline optimizations can be observed in Fig. 5. It is possible to conclude that the offline strategy achieves much lower areas for the same values of gain, and even achieves higher values of gain.

The second optimization example also has two objectives: minimize area and noise figure. The POFs provided by the optimization algorithm can be seen in Fig. 6. In this design example, it is possible to observe that the offline strategy allows relatively lower noise figures and lower areas. In the third example, where the minimization of both area and power consumption is desired, the offline strategy achieves designs with much lower area for the same power consumption (see Fig. 7).

The last two examples were performed with 3 objectives. In example 4 the objectives are gain maximization and minimization of area and noise figure. The obtained POF is shown in Fig. 8. Similar values of noise figure and gain are obtained in the offline case with lower areas. Example 5 has the maximization of the gain and the minimization of the area and the power consumption as objectives and the resulting Pareto front is shown in Fig. 9. Better values of gain are obtained in the offline case for similar values of area and power consumption. Despite the quality difference found in the fronts shown in Figs. 5 to 9, it can be argued that no conclusion can be definitively formulated. Evolutionary algorithms are known to introduce a degree of randomness in the search process. This means that two different executions will provide different results and no conclusion can be derived from a single run. To address this potential problem, each algorithm was executed ten times. The ten fronts for the offline and online experiments of example 2 above are shown in Fig. 10. It can be observed that despite the variability of the results, the offline results are clearly better. However, the comparison is not always easy to visualize and it becomes extremely difficult in the experiments with three objectives.

In order to properly compare the POFs, some comparison metrics must be used. Among the several metrics available in the literature, hypervolume will be used in this paper [25]. The hypervolume accounts for convergence (closeness of the

![Fig. 5. LNA POFs obtained for the trade-off \( S_{21} \) vs. Area (example 1).](image)

![Fig. 6. LNA POFs obtained for the trade-off NF vs. Area (example 2).](image)

![Fig. 7. LNA POFs obtained for the trade-off \( P_{in} \) vs. Area (example 3).](image)

<table>
<thead>
<tr>
<th>Performance</th>
<th>Example 1</th>
<th>Example 2</th>
<th>Example 3</th>
<th>Example 4</th>
<th>Example 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_{21} )</td>
<td>&lt; -10 dB</td>
<td>&lt; -10 dB</td>
<td>&lt; -10 dB</td>
<td>&lt; -10 dB</td>
<td>&lt; -10 dB</td>
</tr>
<tr>
<td>( S_{21} )</td>
<td>&lt; -10 dB</td>
<td>&lt; -10 dB</td>
<td>&lt; -10 dB</td>
<td>&lt; -10 dB</td>
<td>&lt; -10 dB</td>
</tr>
<tr>
<td>( S_{21} )</td>
<td>Maximize (&gt;10 dB)</td>
<td>&gt;10 dB</td>
<td>&gt;10 dB</td>
<td>Maximize (&gt;10 dB)</td>
<td>Maximize (&gt;10 dB)</td>
</tr>
<tr>
<td>( k )</td>
<td>&gt; 1</td>
<td>&gt; 1</td>
<td>&gt; 1</td>
<td>&gt; 1</td>
<td>&gt; 1</td>
</tr>
<tr>
<td>NF</td>
<td>&lt; 3 dB</td>
<td>Minimize</td>
<td>&lt; 3.5 dB</td>
<td>Minimize</td>
<td>&lt; 3.5 dB</td>
</tr>
<tr>
<td>( P_{in} )</td>
<td>&lt; 25 mW</td>
<td>Minimize</td>
<td>&lt; 25 mW</td>
<td>Minimize</td>
<td>&lt; 10 mW</td>
</tr>
<tr>
<td>IIP3</td>
<td>&gt; -10 dBm</td>
<td>&gt; -10 dBm</td>
<td>&gt; -10 dBm</td>
<td>&gt; -10 dBm</td>
<td>&gt; -10 dBm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inductors</th>
<th>Constraints in eq. (2) for WF=2.45GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area (( \mu m^2 ))</td>
<td>Minimize</td>
</tr>
</tbody>
</table>
solutions to the true Pareto front) and diversity (extension of the approximated Pareto front and uniformity of the solutions in it). The hypervolume is calculated as the sum of the hypercubes determined by each point of the approximated POF and a reference point. A common approach for the reference point is to select the worst values of all objectives. As our goal is to compare the POFs generated with two different methodologies, and the hypervolume metric depends on the selected reference point, the same reference point is used in both cases. Higher hypervolume values are associated to better convergence to the true POF and better diversity of the solutions along the POF. Table V presents the statistical results of the ten executions. It can be seen that the offline strategy obtains higher hypervolume values for all examples, proving once again the benefits of the offline strategy.

The reasons for the better performance of the offline strategy can be rooted to the inductor search space. The online circuit design strategy searches in the complete design space of the inductor geometric variables whereas the offline strategy only explores a search space of inductors with optimal trade-offs of inductor performances. Whereas the inductor search space of the online circuit design case, according to the data in Table I, amounts to $8 \times (300 - 10) \times 20 \times (25 - 5) \times 20 = 18560000$ possible solutions, the inductor search space in the offline case is limited to the 1,000 inductors of the Pareto front. Not only the search space is much smaller, but those 1,000 inductors are already optimal. As a consequence, the optimization process in the online case is much harder. To illustrate this, the hypervolume of the ten executions of the online and offline optimization processes of example 2 have been monitored through the generations, as shown in Fig. 11. The same reference point was used for both configurations and all generations. It can be checked that not only the offline optimization process yields much better results but the optimization converges faster.

It could also be argued that the surrogate model error could be behind the worse performance of the online optimization. Although the average errors in Table II are low, a large error in a region of the search space visited during the optimization process might deviate the optimization to a worse region. Addressing this concern by comparison of each surrogate model evaluation to an EM simulation would be impossible. If we consider that the examples above imply evaluating thousands of individuals (300×200 LNAs in the first three examples and 1000×300 in the other two), each containing four inductors, and that each experiment was repeated 10 times, we would need millions of EM simulations. Therefore, the selected feasible strategy was to perform two different tests. First, two inductors were selected from every final solution of a random execution of all online optimization examples above. This implies the EM simulation of 5,800 inductors that allows to assess the best, worst and mean relative errors of the surrogate models in Table VI. Then, two inductors of a randomly selected solution of each generation of a randomly selected execution of each online optimization
The worst error in an inductor used in any of the examples is quite low and, hence, the error is not expected to cause a significant deviation of the optimization process.

The efficiency of both strategies is also a very important subject. It is clear that the efficiency is different due to the inductor optimization being done either online or offline. Therefore, the time necessary for each experiment is depicted in Table VIII. The offline methodology is much more efficient due to the fact that the inductors’ POF is only performed once and independently from each circuit optimization. Let us consider the following example in order to understand the time differences between both strategies: in example 4 with the online strategy, the optimization was performed with 1,000 individuals and 300 generations. Each LNA individual has 4 inductors (that are analyzed in 10 frequency points with 8 different models, in order to calculate each S-parameter component in Table I). If we multiply all the previous values, we get the astonishing value of 96 million models evaluations, whereas, in the offline strategy, the model is not used in the circuit optimization. Therefore, it is easy to understand the time differences. All optimizations were performed in a computer with two 6-core Intel® E5-2639 v2 processors at 2.60GHz.

### IV. Conclusions

In this work, a comparison was made between two different automated RF circuit design methodologies: a more traditional approach where passive components are designed during the circuit optimization stage, and another approach where inductors are optimized prior to any circuit optimization stage. It can be concluded by the comparisons performed for the design of an LNA that the offline bottom-up methodology brings advantages in both solution quality and efficiency.
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