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#### Abstract

This work studies the aggregation operators on the set of all possible membership degrees of typical hesitant fuzzy sets, which we refer to as $\mathbb{H}$, as well as the action of $\mathbb{H}$-automorphisms which are defined over the set of all finite non-empty subsets of the unitary interval. In order to do so, the partial order $\leqslant_{\mu}$, based on $\alpha$-normalization, is introduced, leading to a comparison based on selecting the greatest membership degrees of the related fuzzy sets. Additionally, the idea of interval representation is extended to the context of typical hesitant aggregation functions named as the $\mathbb{H}$-representation. As main contribution, we consider the class of finite hesitant triangular norms, studying their properties and analyzing the $\mathbb{H}$-conjugate functions over such operators.
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## 1. Introduction

The fuzzy set theory was introduced as a mathematical framework to deal with the incompleteness of information of real systems and the necessity of combining granularity and flexibility in the representation of such information in practical reasoning tasks. Since first introduced by Zadeh [44], many extensions of the fuzzy set theory have been conceived.

Type-2 Fuzzy Sets (T2FSs) are an important generalization of classical fuzzy sets able to model vague concepts via more flexible (non-precise) membership functions. Some of the main results on this generalization are summarized in $[18,19]$. Their flexibility in the representation of the ambiguity comes coupled to severe problems in their practical applications. Interval-valued fuzzy sets (IVFSs) were conceived [30,45] as a particular class of T2FSs which captures the imprecision of the membership degree as an interval, reflecting the measure of vagueness and uncertainty in the width of such intervals. Further significant results are also Atanassov's intuitionistic fuzzy sets [1] (AIFSs), taking into account concepts of intuitionistic logic by considering the hesitation related to the dual construction of (non-)membership degrees. See more details in $[2,4]$. An integrated approach, named as the interval-valued intuitionistic fuzzy set theory [3] is born from the combination of the concept of IVFS and AIFS by relaxing the complementary operation and modelling the membership degrees by means

[^0]of intervals or Atanassov's intuitionistic pairs. Another direction of research, but with analogous results, considers vague sets (see, e.g., [8,22]).

On the hall of approaches related to many-valued fuzzy sets, this work focuses on the study of Hesitant Fuzzy Logic (HFL) whose foundations come from the theory of Hesitant Fuzzy Sets (HFSs). This theory was recently introduced in [33,34] as an appropriate tool to deal with multi-criteria decision making. Thus, it would be possible to take a set of values grouped together based on certain criteria, in order to define the membership degree of an element in a HFS.

### 1.1. Related works on aggregating information based on HFSs

Very frequently, distinct approaches to deal with multi-criteria decision making use aggregation operators to group the information prior to the reasoning phase. These operators have an important role in fuzzy reasoning, as presented in [10,11,15, 17,18,46,47]. Very relevant examples of aggregation operators often used for decision making are the Weighted Averaging (WA) and Ordered Weighted Averaging (OWA) operators, which are based on weighting vectors, and their corresponding continuous extensions C-WA and C-OWA [43]. These operators have been subsequently generalized to produce aggregated information based on confidence indexes and weighting vectors, giving rise to Confidence Induced Weighted Aggregation (CIWA) and Confidence Induced Ordered Weighted Aggregation (CIOWA) operators [38] (a review of such operators is included in Section 2).

Moreover, different versions of these operators have been proposed thereafter to aggregate information provided as nonclassical fuzzy sets. By using these operators, decision making algorithms are able to deal with different representations of uncertainty. Regarding HFSs, Xia et al. propose a series of such aggregation operators so that they can be used in situations in which there exist difficulties in expressing the membership degree of an element as a scalar value. Further studies $[40,42]$ have produced a wide family of aggregation operators and concepts of entropy and cross-entropy for hesitant fuzzy information are discussed including their desirable properties. In [13], some correlation coefficient formulas for HFSs are derived and applied to clustering analysis under hesitant fuzzy environments. In [48], extensions for the hesitant context of the Bonferroni mean and some of their variants were proposed and applied in multi-criteria decision making.

Research on HFSs has also explored the application of aggregation operators with purposes other than WA operators. In [28], the concept of hesitant fuzzy linguistic term set was introduced to manage hesitation in qualitative contexts and applied in group making decision in [29]. Interesting results related to distances and other similar measures for HFSs are presented in [41]. Additionally, in [37], aggregation operators for HFSs were introduced along with the relationship between HFSs and AIFSs. In [20], a mutual transformation of the entropy into the similarity measure for HFSs was proposed and a partial order on HFSs based on the normalization of hesitant fuzzy elements was also proposed in [41].

More recently, aggregation operators defined over HFSs and their application to multiple attribute decision making are studied in [26,35,36,39]. Furthermore, interval-valued hesitant preference relations were introduced in [12] describing uncertain evaluation information in group decision making processes.

### 1.2. Relevance of new aggregation functions for HFSs by integration of formal concepts from Fuzzy Logic and Lattice Theory

It is well known that the information provided by inference systems modelled by the Fuzzy Logic and founded on the Fuzzy Set Theory can be formally discussed and compared in terms of the partial ordered sets defined in accordance with the Lattice Theory. In lattice-valued fuzzy set theory, aggregation functions are increasing operators with respect to the order of the lattice $[24,25]$.

Despite the diversity in the above literature describing on aggregation information related to the set $\mathbb{H}$ of hesitant fuzzy sets (HFSs), except the recent results presented in [20] dealing with a partial order relation on HFSs, the major contributions have considered only relations based on distance or score functions to order the hesitant fuzzy elements. As one can easily notice, they are not partial orders since there exist at least two hesitant fuzzy elements associated to the same score image. Moreover, these approaches cannot provide an explicit definition of a hesitant aggregation function (HAF) on $\mathbb{H}$. Consequently, they can be applied to many distinct scenarios but they are only able to specify aggregation operators on $\mathbb{H}$ which extend some well known aggregation function on $[0,1]$.

Differently from such literature which define specific HAFs even without a formal concept of an HAF, in this paper the definition of HAFs is consistent with the definition of aggregation functions valued in the complete bounded lattice $\left(\mathbb{H}, \leqslant_{H}\right)$, whenever the partial order $\leqslant_{H}$ is fixed according to [24,25]. As the main benefit, the minimum criteria for a multidimensional HFA $F: \mathbb{H}^{n} \rightarrow \mathbb{H}$ can be formalized.

Founded on the Lattice Theory, distinct ways to obtain partial ordered HFSs on $\mathbb{H}$ are presented, which are based on two general normalization principles. By fixing one of this normalization and defining a binary relation $\leqslant_{H}$ as the more intuitive partial order on $\mathbb{H}$, we are able to compare (by reporting to the usual order on $[0,1]$ ) one by one all the corresponding most relevant elements of a compatible pair of normalized hesitant fuzzy sets. So, when an HAF is formally defined according to the bounded lattice-valued fuzzy aggregation functions, as considered in [24], we obtain the definition of a hesitant t-norm in $\left(\mathbb{H}, \leqslant_{H}\right)$ consistently with the definition of a valued $t$-norm in $([0,1], \leqslant)$. Inspired by the OWA-like operators, many operators have been defined for the context of HFS theory. In addition, four classes of OWAs are reported in order to show that OWA operators can also be defined on the lattice $\left(\mathbb{H}, \leqslant_{\boldsymbol{H}}\right)$.

### 1.3. Main purposes of this work

This paper studies the aggregation operators for the class of Typical Hesitant Fuzzy Sets (THFSs), i.e. for those fuzzy sets defined over the set $\mathbb{H} \subseteq \wp([0,1])$ of all finite non-empty subsets of the unitary interval [ 0,1$]$. Additionally, we introduce a novel partial order $\leqslant_{H}$, which is based on $\sigma$-permutation followed by $\alpha$-normalization. Consequently, it is possible to discuss the monotonous information aggregation between typical hesitant fuzzy elements with respect to the complete bounded lattice $\left(\mathbb{H}, \leqslant_{\boldsymbol{H}}\right)$.

The notion of Typical Hesitant Fuzzy Aggregation Function (THAF) on the lattice $\left(\mathbb{H}, \leqslant_{H}\right)$ extends the notion of fuzzy Aggregation Function (AF) on the usual lattice ( $[0,1], \leqslant$ ). This notion of THAF is compatible with the one introduced in [11,24,25], connecting the general concept of AF on bounded partially ordered sets and that on bounded lattices. Moreover, it is also consistent with the order information performed on $\mathcal{L}^{I}$, i.e. on the set of all the closed subintervals of the unit interval $[0,1]$, well-known as the underlying lattice of interval-valued fuzzy set theory (or equivalently, of Atanassov's intuitionistic fuzzy set theory) [15]. This work provides reasonable criteria to guarantee the (strict) isotonicity of THAFs (mainly related to t-norms) which is compatible with the corresponding logical construction on THFSs, what constitutes a significant advantage in using the partial order on ( $\mathbb{H}, \leqslant_{\mu}$ ).

As main contribution of this work, we propose two natural methodologies to produce THAFs from AFs, in accordance to $\left(\mathbb{H}, \leqslant_{H}\right)$. Thus, by using an ordered aggregation operator $M$ as AF we can define two ordered aggregation operators $\widehat{M}$ and $\widetilde{M}$ as THAF from such methodologies, meaning that more relevant information can be considered from the partial order $\leqslant_{H}$.

In addition to the construction method for THAFs from AFs, we introduce in this paper the Finite Hesitant Triangular Norms (FHTNs), studying their main properties and analyzing the action of $\mathbb{H}$-automorphisms over such operators.

### 1.4. Paper outline

The paper is organized as follows. After the preliminaries in Section 2, THFSs are defined in Section 3 as subsets of finite and non-empty fuzzy sets of the unitary interval. Section 3 includes as well the definition of $\alpha$-normalization over finite HFSs to compare the values in THFSs. In Section 4, two natural methodologies to obtain THAFs from AFs are considered, (a) the class of $\widetilde{M}$, whose definition is based on $\alpha$-normalization of fuzzy sets and (b) the class of $\widehat{M}$, identified as an $\mathbb{H}$-representation of a given aggregation function $M$. The main properties of AFs, as well as the conditions under which such properties are preserved in both classes of THAFs are also discussed, particularly those related to FHTNs. Section 6 introduces the $\mathbb{H}$-automorphisms analyzing the THAFs obtained as conjugate functions by action of such automorphisms in the class of FHTNs, including a description of conditions under which they verify the main properties of THAFs. Finally, Section 7 reports the main results and further work.

## 2. Preliminaries

In this section, we review basic concepts of aggregation functions on the unitary interval [ 0,1 ], their main properties and examples, including the important class of triangular norms. We also recall the definition of an automorphism on $[0,1]$.

Definition 1 [9, Definition 0]. An automorphism is a function $\phi:[0,1] \rightarrow[0,1]$ which is bijective and increasing. Notice that, each automorphism $\phi$ is continuous, strictly increasing and $\phi(0)=0$ and $\phi(1)=1$.

Definition 2 [11, Definition 1]. An aggregation function of dimension $n$ ( $n$-ary aggregation function) is an increasing function $M:[0,1]^{n} \rightarrow[0,1]$ such that $M(0, \ldots, 0)=0$ and $M(1, \ldots, 1)=1$.

Definition 3 [11, Definitions 2 and 3]. Let $M:[0,1]^{n} \rightarrow[0,1]$ be an $n$-ary aggregation function.
(i) $M$ is said to have an annihilator $a \in[0,1]$ if $M\left(x_{1}, \ldots, x_{n}\right)=a$ whenever $a \in\left\{x_{1}, \ldots, x_{n}\right\}$.
(ii) $M$ is said to be strictly increasing if it is strictly increasing as a real function on $[0,1]^{n}$, if $M$ has no annihilator, or if it is strictly increasing in $([0,1] \backslash\{a\})^{n}$ if $a$ is an annihilator of $M$.
(iii) $M$ is said to have divisors of zero if there exist $\left.\left.x_{1}, \ldots, x_{n} \in\right] 0,1\right]$ such that $M\left(x_{1}, \ldots, x_{n}\right)=0$.
(iv) $M$ is said to be idempotent if $M(x, \ldots, x)=x$ for any $x \in[0,1]$.

For the particular case of binary AFs we recall the following definitions.
Definition 4 [11, Definition 2]. Let $M$ be a binary aggregation function.
(i) $M$ is said to be symmetric if $M(x, y)=M(y, x)$ for any $x, y \in[0,1]$.
(ii) $M$ is said to be associative if $M(M(x, y), z)=M(x, M(y, z))$ for any $x, y, z \in[0,1]$.

Example 1. Let $\left(w_{1}, w_{2}, \ldots, w_{n}\right) \in[0,1]^{n}$ be a non-negative weighting vector such that $\sum_{i=1}^{n} w_{i}=1$. Additionally, let $\sigma$ be a permutation such that $x_{\sigma(i)}$ is the $i$ th greatest element $x_{i}$. Let $l_{i} \in[0,1]$ be the confidence level associated with each $x_{i}$. For all ( $x_{1-}$ $\left., x_{2}, \ldots, x_{n}\right) \in[0,1]^{n}$, we have the following definitions:

1. Weighted Averaging Operator, WA: $[0,1]^{n} \rightarrow[0,1]$ given by

$$
\begin{equation*}
\mathrm{WA}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{i=1}^{n} w_{i} \cdot x_{i} \tag{1}
\end{equation*}
$$

is one of the most fundamental aggregation operators and has been applied in many areas, especially in those related to mul-ti-attribute decision making.
2. Confidence Induced Weighted Aggregation Operator, CIWA: $[0,1]^{n} \rightarrow[0,1]$, given by

$$
\begin{equation*}
\operatorname{CIWA}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{i=1}^{n} w_{i} \cdot l_{i} \cdot x_{i} \tag{2}
\end{equation*}
$$

was introduced in [38] and extends the WA in order to also consider the confidence level related to the familiarity of the expert with the professional field.
3. Ordered Weighted Averaging Operator, OWA: $[0,1]^{n} \rightarrow[0,1]$ given by

$$
\begin{equation*}
\mathrm{OWA}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{i=1}^{n} w_{i} \cdot x_{\sigma(i)} \tag{3}
\end{equation*}
$$

was originally introduced by Yager in [43] to aggregate scores associated with the satisfaction of multiple criteria, in which the aggregated arguments are rearranged in descending order, and the weight vector is merely associated with their ordered positions.
4. Confidence Induced Ordered Weighted Averaging Operator, CIOWA: $[0,1]^{n} \rightarrow[0,1]$ given by

$$
\begin{equation*}
\operatorname{ClOWA}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{i=1}^{n} w_{i} \cdot l_{\sigma(i)} \cdot x_{\sigma(i)} \tag{4}
\end{equation*}
$$

provides a parameterized family of aggregation operators, which includes many of the well-known operators such as: (i) the minimum operator when $w_{1}=1$ and $w_{j}=0$ for $j \neq 1$; (ii) the maximum operator when $w_{n}=1$ and $w_{j}=0$ for $j \neq n$; and (iii) the arithmetic median operator when $w_{j}=\frac{1}{n}$. For more details, see [38].

We recall now the concept of t-norm which plays a key role, to model conjunctions in Fuzzy Logic or intersections in fuzzy set theory.

Definition 5 [23, Definition 2.2]. A triangular norm ( $t$-norm in short) is an associative, symmetric and binary aggregation function $T:[0,1]^{2} \rightarrow[0,1]$ such that $T(1, x)=x$ for all $x \in[0,1]$. A strictly increasing continuous $t$-norm is called a strict t -norm.

A particular type of continuous t-norms is that of the Archimedean t-norms (see, e.g., [23]).
Definition 6 [23, Definition 6.7]. A continuous t-norm $T$ is said to be Archimedean if $T(x, x)<x$ for all $x \in] 0,1[$.
It is worth to remark that the one above is not the usual definition of Archimedean t-norm in the literature. Nevertheless, both definitions are equivalent when dealing with continuous t-norms ([23]). Any strict t-norm (i.e., any continuous and strictly increasing t-norm) is necessarily an Archimedean t-norm.

The following result, already presented in [23,32], shows that any strict t-norm is just the image of the conjugate function of the product t-norm $T_{P}(x, y)=x \cdot y$.

Theorem 1. A t-norm $T$ is strict if and only if there exists an automorphism $\varphi$ on the unitary interval such that

$$
T(x, y)=\varphi^{-1}(\varphi(x) \cdot \varphi(y)), \quad \forall x, y \in[0,1] .
$$

## 3. Hesitant fuzzy sets

According to [41], a Hesitant Fuzzy Element (HFE) is an element of $\delta([0,1])$, the powerset of unitary interval [0,1]. By restricting HFSs, this section introduces the complete bounded lattice $\left(\mathbb{H}, \leqslant_{\Perp}\right)$, where $\mathbb{H}$ denotes the set of Typical Hesitant Fuzzy Elements (THFEs), i.e. the subset of finite and nonempty HFEs and $\leqslant_{\boldsymbol{H}}$ indicates the corresponding partial order on $\mathbb{H}$.

Definition 7 [34]. Let $\wp([0,1])$ be the set of all subsets of the unitary interval and $U$ be a nonempty set. Let $\left.\mu_{A}: U \rightarrow \gamma^{\prime}[0,1]\right)$, then a Hesitant Fuzzy Set (HFS) $A$ defined over $U$ is given by

$$
\begin{equation*}
A=\left\{\left(x, \mu_{A}(x)\right): x \in U\right\} \tag{5}
\end{equation*}
$$

Although a HFE could be any subset of [0,1], practical works dealing with hesitant fuzzy sets frequently restrict to finite sets [40,41]. Notice that, if for some $x \in U, \mu_{A}(x)=\emptyset$ then $A$ makes no sense [34]. Other works on HFSs also assume explicitly or implicitly that the memberships of HFSs are finite and nonempty subsets (see this, e. g. in [21,37,41,47]).

This paper considers finite and nonempty HFSs. This is formally presented in the next definition.
Definition 8. Let $\mathbb{H} \subseteq \wp([0,1])$ be the set of all finite non-empty subsets of the interval [ 0,1$]$, and let $U$ be a non-empty set. A Typical Hesitant Fuzzy Set (THFS) $A$ over $U$ is given by Eq. (5), where $\mu_{A}: U \rightarrow \mathbb{H}$.

Each $X \in \mathbb{H}$ is called a Typical Hesitant Fuzzy Element of $\mathbb{H}$ (THFE) and the number of its elements, i.e. the cardinality of $X$, is referred to as $\# X$.

The set of all unitary subsets on $\wp([0,1])$ is called the set of diagonal or degenerate elements of $\mathbb{H}$ and is denoted by $\mathcal{D}_{\mathbb{H}}$, i.e. $\mathcal{D}_{H}=\{X \in \mathbb{H}: \# X=1\}$. In addition, interval-valued and Atanassov's intuitionistic fuzzy values as well as the diagonal elements of $\mathbb{H}$ are all seen as fuzzy values and they can be seen as THFSs.

### 3.1. Partial orders on $\mathbb{H}$

We start this section showing that the usual inclusion order $\subseteq$, restricted to the set $\mathbb{H} \subseteq \wp([0,1])$, it is not suitable to compare THFSs. Thus, we consider a normalization process on subsets of $\mathbb{H}$ and introduce the new partial order $\leqslant_{H}$ such that $\left(\mathbb{H}, \leqslant_{\boldsymbol{H}}\right)$ is a complete bounded lattice. Particularly, there are two opposite principles for such normalization:
(i) $\alpha$-normalization, by removing elements of the set having more elements, and
(ii) $\beta$-normalization, by adding elements to the set with a lower number of elements.

Both principles are described in the following sections. In particular, the $\beta$-normalization principle was also suggested in [41] (see also [20,39,47]).

### 3.1.1. The complete bounded lattice $(\mathbb{H} \subseteq)$

Clearly, $(\mathbb{H}, \subseteq)$ is a complete bounded lattice. However the inclusion relation $\subseteq$ is not a suitable partial order for THFEs since it does not match the usual order on $[0,1]$ when dealing with diagonal elements, i.e. ( $\left.\mathcal{D}_{\Perp}, \subseteq\right) \neq([0,1], \leqslant)$. Therefore, it should only be used as an auxiliary order on $\mathbb{H}$, similarly to what usually happens in interval-valued fuzzy set theory, where the main order is the product order (see [5,14,31]).

### 3.1.2. The complete bounded lattice $\left(\mathbb{H}, \leqslant_{\Perp}\right)$

In order to compare two arbitrary THFEs with a partial order on $\mathbb{H}$, we first consider applying normalization for them to have the same cardinality. Then, the comparison is performed by confronting one by one the values of the normalized THFEs. Additionally, distinct normalization processes determine distinct orders on $\mathbb{H}$.

When $\mathbb{N}_{n}=\{1, \ldots, n\}$, for all $X \in \mathbb{H}$, a mapping $\sigma_{X}: \mathbb{N}_{\# X} \rightarrow X$ defines a permutation such that, for any $i \in \mathbb{N}_{\# X-1}$, we have that

$$
\sigma_{X}(i)<\sigma_{X}(i+1)
$$

That is, for any $X, Y \in \mathbb{H}^{(m)}=\{X \in \mathbb{H}: \# X=m\}$, with $m \in \mathbb{N}$, we have that

$$
\begin{equation*}
X \leqslant_{\mathbb{H}^{(m)}} Y \text { iff } \sigma_{X}(i) \leqslant \sigma_{Y}(i) \text { for each } i \in \mathbb{N}_{m} . \tag{6}
\end{equation*}
$$

Now, the two normalization processes are defined:
(i) Let $\wp^{(m)}(X)=\left\{A \subseteq X\right.$ : \#A=m\}. Given $n \in \mathbb{N}, m \leqslant n$ and a family $\left(A_{m}\right)_{m \in \mathbb{N}_{n}}$ of sets such that $A_{m} \in \wp^{(m)}\left(\mathbb{N}_{n}\right)$, with $\# A_{m}=m$. The $\alpha$-normalization determined by $\left(A_{m}\right)_{m \in \mathbb{N}_{n}}$ is obtained by the function $\alpha: \mathbb{H} \times \mathbb{N} \rightarrow \mathbb{H}$ whose definition is given by

$$
\alpha(X, k)= \begin{cases}X, & \text { if } \# X \leqslant k  \tag{7}\\ \left\{\sigma_{X}(i): i \in A_{k}\right\}, & \text { otherwise }\end{cases}
$$

And, based on the $\alpha$-normalization stated by Eq. (7), it is possible to choose, for each $m \in \mathbb{N}$, the $m$ greatest elements of $X$. So, we obtained the normalized set $\alpha(X, m) \in \wp^{(m)}(X)$ determined by $A_{m}=\{n-m+1, n-m+2, \ldots, n\}$.
(ii) Let $\left(B_{m}\right)_{m \in \mathbb{N}_{n}}$ be a family of functions where each function $B_{m}: \mathbb{H} \rightarrow \mathbb{H}$ is such that $B_{m}(X) \cup X \in \mathbb{H}^{(m)}$ when $\# X \leqslant m$. The $\beta$-normalization determined by $\left(B_{m}\right)_{m \in \mathbb{N}_{n}}$ is obtained by the function $\beta: \mathbb{H} \times \mathbb{N} \rightarrow \mathbb{H}$ given by

$$
\beta(X, k)= \begin{cases}X, & \text { if } \# X \geqslant k  \tag{8}\\ X \cup B_{k}(X), & \text { otherwise }\end{cases}
$$

Let $\gamma$ be a $(\alpha-) \beta$-normalization function. Given two sets $X, Y \in \mathbb{H}$ the sets $\gamma(X, \# Y)$ and $\gamma(Y, \# X)$ belong to $\mathbb{H}^{(\min (\# X, \# Y))}$, i.e. they have the same cardinality.

From now on we consider only $\alpha$-normalization, since it is reasonable to our main proposal. In particular, given two THFSs $X$ and $Y$, we will always consider in their $\alpha$-normalization $n=\max (\# X, \# Y), m=\min (\# X, \# Y)$ and $A_{m}=\{n-m+1, n-m+2, \ldots, n\}$.

Example 2. Let $X=\{0.4,0.5,0.6\}, Y=\{0.1,0.5,0.6,0.7\} \in \mathbb{H}$. Then $m=3, n=4$ and therefore $A_{3}=\{2,3,4\}$. In this conditions we obtain that $\alpha(X, \overline{\bar{Y}})=\alpha(X, 4)=X$ and $\alpha(Y, \overline{\bar{X}})=\alpha(Y, 3)=\left\{\sigma_{Y}(i): i \in A_{3}\right\}=\{0.5,0.6,0.7\}$. Therefore $\alpha(X, \overline{\bar{Y}})<_{H^{(3)}} \alpha(Y, \overline{\bar{X}})$. So, by the $\alpha$-normalization we obtain two sets with the same cardinality $(m)$ which allows us to compare them using the strict partial order $<_{H^{(m)}}$.

Additionally, by normalizing, it is possible to extend the order on $\mathbb{H}^{(m)}$ in Eq. (6) for $\mathbb{H}$. For instance, if we consider the $\alpha$-normalization then, for $X, Y \in \mathbb{H}$, we have that

$$
\begin{equation*}
X \leqslant_{H} Y \operatorname{iff}\left(\alpha(X, \# Y)<_{H}(m)<(Y, \# X)\right) \text { or }(\alpha(X, \# Y)=\alpha(Y, \# X) \text { and } \# Y \leqslant \# X) . \tag{9}
\end{equation*}
$$

Thus, according to Eq. (9), the following holds:
(i) if $m=\# X<\# Y$ then $X \leqslant_{H} Y$ iff $X \leqslant_{H^{(m)}} \alpha(Y, m)$;
(ii) otherwise, if $m=\# Y \leqslant \# X$, we can conclude that $X \leqslant_{H} Y$ iff $\alpha(X, m)<_{H^{(m)}} Y$.

Example 3. Consider $X=\{0.6,0.3,0.8\}, Y=\{0.8,0.5\} \in \mathbb{H}$. By Eqs. (7) and (9), since $m=\min (\# X, \# Y)=2$, for all $i \in\{1,2\}$ it holds that $\sigma_{\alpha(Y, 3)}(i) \leqslant \sigma_{\alpha(X, 2)}(i)$, meaning that $Y \leqslant_{H^{2}} \alpha(X, 2)=\{0.6,0.8\}$. Therefore, we obtain that $X \geqslant_{H} Y$.

Remark 1. The score function is frequently applied in recent works, see e.g. [26,39], in order to deal with ordered aggregation operators in HFL. In this paper, we provide another option to compare HFSs which is compatible with the partial order $\leqslant_{\boldsymbol{H}}$. For instance, let $X=\{0.6,0.3,0.8\}, Y=\{0.8,0.5\} \in \mathbb{H}$. According to [40], Definition 2, based on the score function $s: \mathbb{H}, \rightarrow[0,1]$, we have that $X \prec Y$ since $s(X)=\frac{1}{3}(0.6+0.3+0.8) \geqslant s \frac{1}{2}(0.8+0.5)=s(Y)$, meaning that $X$ is superior to $Y$. ${ }^{1}$ However, based on the bounded lattice $\left(\mathbb{H}, \leqslant_{H}\right)$ and by Example 3, it is immediate than $Y \leqslant_{H} X$. Thus, the interpretation of the partial order $\leqslant_{\mu}$ considers the most significant corresponding elements, by the $\alpha$-normalization and $\sigma$-permutation, when $X$ and $Y$ are compared.

There exist other possibilities to compare THFEs which are not based on normalization. For $X, Y \in \mathbb{H}$,
(i) when $m=\min (\# X, \# Y)$, we have that

$$
X \unlhd_{\mathbb{H}} Y \text { iff }(X=Y) \text { or }\left(\exists i \in \mathbb{N}_{m}, \sigma_{X}(i)<\sigma_{Y}(i) \text { and } \forall j<i, \sigma_{X}(j)=\sigma_{Y}(j)\right) ;
$$

(ii) alternatively, we have

$$
X \preccurlyeq_{H} Y \text { iff }\left(\frac{1}{\# X} \sum_{x \in X} x<\frac{1}{\# Y} \sum_{y \in Y} y\right) \text { or }\left(\frac{1}{\# X} \sum_{x \in X} x=\frac{1}{\# Y} \sum_{y \in Y} y \text { and } \# X \prod_{x \in X} x \leqslant \# Y \prod_{y \in Y} y\right) .
$$

Hereinafter, we will use the partial order $\leqslant_{H}$, performing the comparison by selecting the greatest values of each THFE. Moreover, the notation $X \sim_{H} Y$ will be used to express that $X$ and $Y$ are not comparable w.r.t. the order $\leqslant_{H}$, i.e. neither $X \leqslant_{H} Y$ nor $Y \leqslant_{\mu} X$.

Clearly, the partial order $\leqslant_{\Perp}$ as well as the results obtained in the following could be easily adapted from $\alpha$ - to $\beta$ normalization.

Proposition 1. $\left(\mathbb{H}, \leqslant_{H}\right)$ is a bounded lattice with the bottom and top elements given by $\mathbf{0}=\{0\}$ and $\mathbf{1}=\{1\}$, respectively.

Proof. Let $X, Y \in \mathbb{H}, m=\# X$ and $n=\# Y$. Then, the join-operation of $X$ and $Y$, denoted by $X \vee Y$, is defined as:

$$
X \vee Y= \begin{cases}\alpha(X, n), & \text { if } \alpha(X, n)=\alpha(Y, m) ; \\ \left\{\sigma_{X}(i) \vee \sigma_{\alpha(Y, m)}(i): i \in \mathbb{N}_{m}\right\} \cup\left\{\sigma_{Y}(i): i \in \mathbb{N}_{n-m}\right\}, & \text { if } \alpha(X, n) \neq \alpha(Y, m) \text { and } m \leqslant n \\ \left\{\sigma_{\alpha(X, n)}(i) \vee \sigma_{Y}(i): i \in \mathbb{N}_{n}\right\} \cup\left\{\sigma_{X}(i): i \in \mathbb{N}_{m-n}\right\}, & \text { otherwise }\end{cases}
$$

And, analogously, the meet-operation of $X$ and $Y$ is given by

$$
X \wedge Y= \begin{cases}X, & \text { if } \alpha(X, n)=\alpha(Y, m) \text { and } n \leqslant m \\ Y, & \text { if } \alpha(X, n)=\alpha(Y, m) \text { and } m<n \\ \left\{\sigma_{X}(i) \wedge \sigma_{\alpha(Y, m)}(i): i \in \mathbb{N}_{m}\right\}, & \text { if } \alpha(X, n) \neq \alpha(Y, m) \text { and } m \leqslant n \\ \left\{\sigma_{\alpha(X, n)}(i) \wedge \sigma_{Y}(i): i \in \mathbb{N}_{n}\right\}, & \text { otherwise }\end{cases}
$$

[^1]Notice that $X \vee \mathbf{1}=\mathbf{1}$ and $X \wedge \mathbf{0}=\mathbf{0}$, and consequently $\left(\mathbb{H}, \leqslant_{H}\right)$ is a bounded lattice.

## 4. Typical hesitant aggregation functions

We consider in this section two distinct methods for extending AFs to THAFs in accordance with the Lattice Theory. In order to illustrate our proposal we focus on four classes of THAFs, generated from the AFs in Section 2. We study the conditions under which the idempotency and monotonicity properties, the annihilator and neutral elements together with the divisors of zero are verified by $n$-ary THAFs. Additionally other properties are also investigated for binary THAFs.

### 4.1. Main concepts of THAFs

We present in this section two methods to generate THAFs from AFs, both preserving monotonicity with respect to the partial order $\leqslant_{H}$ and the boundary conditions:

Definition 9. Let $\mathcal{M}: \mathbb{H}^{n} \rightarrow \mathbb{H}$ be an $n$-ary function.
(i) $\mathcal{M}$ is an $n$-ary THAF if
[M1] $\mathcal{M}$ is isotonic w.r.t. the partial order $\leqslant_{\Perp}$ such that $\mathcal{M}(\mathbf{0}, \cdots, \mathbf{0})=\mathbf{0}$ and $\mathcal{M}(\mathbf{1}, \ldots, \mathbf{1})=\mathbf{1}$.
By Definition 9, the maximun and minimun operators are extended to HFL:
Example 4. Let $X_{1}, X_{2}, \ldots, X_{n} \in \mathbb{H}$. The operators $\mathcal{M}_{\wedge}, \mathcal{M}_{\vee}: \mathbb{H}^{n} \rightarrow \mathbb{H}$ given by

$$
\begin{equation*}
\mathcal{M}_{\wedge}\left(X_{1}, \ldots, X_{n}\right)=X_{1} \wedge \ldots \wedge X_{n}, \quad \mathcal{M}_{\vee}\left(X_{1}, \ldots, X_{n}\right)=X_{1} \vee \ldots \vee X_{n} \tag{10}
\end{equation*}
$$

are THAFs. Moreover, any combination of $\wedge$ and $\bigvee$ is also a THAF. See, e.g, the max-min functions

$$
\begin{equation*}
B_{S}\left(X_{1}, \ldots, X_{n}\right)=\bigvee_{i=1 X_{j} \in S_{i}}^{m} X_{j} \tag{11}
\end{equation*}
$$

where $S=\left\{S_{i}\right\}_{i=1}^{m}$ is a family of subsets of $\left\{X_{1}, \ldots, X_{n}\right\}$.

Proposition 2. Let $M:[0,1]^{n} \rightarrow[0,1]$ be an $n$-ary $A F, \sigma_{X}: \mathbb{N}_{\# X} \rightarrow X$ be a permutation and $\alpha_{\left(A_{m}\right)}: \mathbb{H} \times \mathbb{N} \rightarrow \mathbb{H}$ be an $\alpha$-normalization determined by $\left(A_{m}\right)_{m \in \mathbb{N}_{n}}$. Then, for all $X_{1}, \ldots, X_{n} \in \mathbb{H}$, an n-ary function $\widetilde{M}: \mathbb{H}^{n} \rightarrow \mathbb{H}$ given by

$$
\widetilde{M}\left(X_{1}, \ldots, X_{n}\right)= \begin{cases}\left\{M\left(\sigma_{X_{1}}(i), \ldots \sigma_{X_{n}}(i)\right): 1 \leqslant i \leqslant m\right\}, & \text { if } \# X_{1}=\ldots=\# X_{n}  \tag{12}\\ \widetilde{M}\left(\alpha\left(X_{1}, m\right), \ldots, \alpha\left(X_{n}, m\right)\right), & \text { otherwise }\end{cases}
$$

is a THAF when $m=\min \left\{\# X_{1}, \ldots, \# X_{n}\right\}$.
Proof. $\widetilde{M}(\mathbf{0}, \ldots, \mathbf{0})=\widetilde{M}(\{0\}, \ldots,\{0\})=\{M(0, \ldots, 0)\}=\{0\}=\mathbf{0}$. Analogously, $\widetilde{M}(\mathbf{1}, \ldots, \mathbf{1})=\mathbf{1}$. Without loss of generality, we analyze the isotonicity with respect to the first component. Let $X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n} \in \mathbb{H}$. If $X_{j}<{ }_{H} Y_{j}$ then we have that $\alpha\left(X_{j}, m\right) \leqslant \leqslant_{H^{(m)}} \alpha\left(Y_{j}, m\right)$, for all $1 \leqslant j \leqslant n$. For simplicity, we will denote $\alpha\left(X_{j}, m\right)$ by $\widetilde{X_{j}}$. Thus, since $M$ is a non-decreasing function, for each $1 \leqslant i \leqslant m, M\left(\sigma_{\widetilde{X}_{1}}(i), \ldots, \sigma_{\widetilde{X}_{n}}(i)\right) \leqslant M\left(\sigma_{\widetilde{Y}_{1}}(i), \ldots, \sigma_{\widetilde{Y}_{n}}(i)\right)$. Therefore, we obtain that $\widetilde{M}\left(\widetilde{X_{1}}, \ldots, \widetilde{X_{n}}\right) \leqslant{ }_{H} \widetilde{M}\left(\widetilde{Y_{1}}, \ldots, \widetilde{Y_{n}}\right)$. So, we can conclude that $\widetilde{M}\left(X_{1}, \ldots, X_{n}\right) \leqslant \boldsymbol{M}\left(Y_{1}, \ldots, Y_{n}\right)$.

Another natural and simple way to obtain THAFs from an AFs is the following:
Proposition 3. Let $M:[0,1]^{n} \rightarrow[0$,$] be an A F$. Then, for all $X_{1}, \ldots, X_{n} \in \mathbb{H}$, a function $\widehat{M}: \mathbb{H}^{n} \rightarrow \mathbb{H}$ given by Eq. (13), is a THAF.

$$
\begin{equation*}
\widehat{M}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\left\{M\left(x_{1}, \ldots, x_{n}\right): x_{i} \in X_{i} \text { for each } i=1, \ldots, n\right\} \tag{13}
\end{equation*}
$$

Proof. $\widehat{M}(\mathbf{0}, \ldots, \mathbf{0})=\widetilde{M}(\{0\}, \ldots,\{0\})=\{M(0, \ldots, 0)\}=\{0\}=\mathbf{0}$. Analogously, $\widehat{M}(\mathbf{1}, \ldots, \mathbf{1})=\mathbf{1}$. Let $X_{1}, Y_{1} \in \mathbb{H}$. Again, we just analyze the isotonicity with respect to the first component. First, suppose that $\# Y_{1} \leqslant \# X_{1}$ then, for each $y_{1} \in Y_{1}$ and $x_{i} \in X_{i}$ such that $2 \leqslant i \leqslant n$, it holds that $M\left(\sigma_{X_{1}}\left(\sigma_{Y_{1}}^{1}\left(y_{1}\right)\right), x_{2}, \ldots, x_{n}\right) \leqslant M\left(y_{1}, x_{2}, \ldots, x_{n}\right)$. So, clearly, $\widehat{M}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ $\leqslant{ }_{H} \widehat{M}\left(Y_{1}, X_{2}, \ldots, X_{n}\right)$. And now, in other case, if $\# Y_{1}<\# X_{1}$ then, for each $x_{i} \in X_{i}$ such that $1 \leqslant i \leqslant n$, we have that $M\left(x_{1}, \ldots, x_{n}\right) \leqslant M\left(\sigma_{Y_{1}}\left(\sigma_{X_{1}}^{-1}\left(x_{1}\right)\right), \ldots, x_{n}\right)$. Therefore, $\widehat{M}\left(X_{1}, X_{2}, \ldots, X_{n}\right) \leqslant{ }_{H} \widehat{M}\left(Y_{1}, X_{2}, \ldots, X_{n}\right)$.

In Remark 2, we briefly recall some well-known HAFs, in the sense of [38].

Table 1
Examples of THAFs.

| $k$ Operator | THAFs |
| :---: | :---: |
| 1 HFWA | $\mathbb{M}_{1}\left(X_{1}, X_{2}\right)=\{0.72,0.54 .0 .6,0.42,0.8,0.62\}$ |
|  | $\widetilde{M_{1}}\left(X_{1}, X_{2}\right)=\{0.8,0.54\}$ |
|  | $\widehat{M_{1}}\left(X_{1}, X_{2}\right)=\{0.72,0.54,0.8,0.62\}$ |
| 2 CIHFWA | $\mathbb{M}_{2}\left(X_{1}, X_{2}\right)=\{0.2904,0.2724,0.348,0.33,0.48,0.462\}$ |
|  | $\widetilde{M_{2}}\left(X_{1}, X_{2}\right)=\{0.512,0.87\}$ |
|  | $\widehat{M_{2}}\left(X_{1}, X_{2}\right)=\{0.888,0.87,0.512,0.694\}$ |
| 3 HFOWA | $\mathbb{M}_{3}\left(X_{1}, X_{2}\right)=\{0.68,0.56,0.5,0.38,0.8,0.68\}$ |
|  | $\widetilde{M_{3}}\left(X_{1}, X_{2}\right)=\widetilde{M_{1}}\left(X_{1}, X_{2}\right)$ |
|  | $\widehat{M_{3}}\left(X_{1}, X_{2}\right)=\widehat{M_{1}}\left(X_{1}, X_{2}\right)$ |
| 4 CIHFOWA | $\mathbb{M}_{4}\left(X_{1}, X_{2}\right)=\{0.228,0.216,0.282,0.27,0.48,0.468\}$ |
|  | $\widetilde{M_{4}}\left(X_{1}, X_{2}\right)=\widetilde{M_{2}}\left(X_{1}, X_{2}\right)$ |
|  | $\widehat{M_{4}}\left(X_{1}, X_{2}\right)=\widehat{M_{2}}\left(X_{1}, X_{2}\right)$ |

Remark 2. Let $\left(w_{1}, w_{2}, \ldots, w_{n}\right) \in[0,1]^{n}$ be a non-negative weighting vector such that $\sum_{i=1}^{n} w_{i}=1$. Additionally, for all $\left(X_{1}, X_{2}, \ldots, X_{n}\right) \in \mathbb{-}^{n}$, let $\sigma$ be a permutation ordering such elements in a way that $X_{\sigma(i)}$ is the $i$-th largest element of all $X_{i}$ and whenever $i=1(1) n$ and $0 \leqslant l_{i} \leqslant 1, l_{i}$ are the corresponding confident levels of $X_{i}$. For all $\left(X_{1}, X_{2}, \ldots, X_{n}\right) \in \mathbb{H}^{n}$ we report the following definitions:

1. Hesitant Fuzzy Weighted Averaging Operator, HFWA : $\mathbb{H}^{n} \rightarrow \mathbb{H}$ given by

$$
\begin{equation*}
\operatorname{HFWA}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\bigcup_{x_{1} \in X_{1}, \ldots, x_{n} \in X_{n}} \sum_{i=1}^{n} w_{i} \cdot x_{i} ; \tag{14}
\end{equation*}
$$

2. Hesitant Fuzzy Confidence Induced Weighted Aggregation Operator, denoted by CIHFWA : $\mathbb{H}^{n} \rightarrow \mathbb{H}$ and given by

$$
\begin{equation*}
\operatorname{CIHFWA}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\bigcup_{x_{1} \in X_{1}, \ldots, x_{n} \in X_{n}} \sum_{i=1}^{n} w_{i} \cdot l_{i} \cdot x_{i} \tag{15}
\end{equation*}
$$

3. Hesitant Fuzzy Ordered Weighted Averaging Operator, HFOWA : $\mathbb{H}^{n} \rightarrow \mathbb{H}$ given by

$$
\begin{equation*}
\operatorname{HFOWA}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\bigcup_{x_{1} \in X_{1}, \ldots, x_{n} \in X_{n}} \sum_{i=1}^{n} w_{i} \cdot x_{\sigma(i)} ; \tag{16}
\end{equation*}
$$

4. Confidence Induced Ordered Weighted Aggregation Operator, CIHFOWA : $\mathbb{H}^{n} \rightarrow \mathbb{H}$ given by

$$
\begin{equation*}
\operatorname{CIHFOWA}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\bigcup_{x_{1} \in X_{1}, \ldots, x_{n} \in X_{n}} \sum_{i=1}^{n} w_{i} \cdot l_{\sigma(i)} \cdot x_{\sigma(i)} . \tag{17}
\end{equation*}
$$

Table 1 presents three examples for the above four classes of THAFs which are conceived with three distinct definitions. The first one, indexed by $\mathbb{M}_{k}, k \in \mathbb{N}_{4}$, is related to the operators reported in Remark 2 ; the second and third definitions are related to the methodologies to obtain THFSs, given by Definitions 2 and 3, respectively. In Table 1 we consider the following THFEs,

$$
X_{1}=\{0.6,0.3,0.8\}, \quad X_{2}=\{0.8 .0 .5\} \in \mathbb{H}
$$

as well as the weighting vector $w=(0.4,0.6)$. The examples of CIHFWAs and CIHFOWAs are obtained when we consider that, for $i \in \mathbb{N}_{2}$ and $j \in \mathbb{N}_{3}$, each $x_{i j} \in X_{i}$ is associated to a confidence level $l_{i j}$. In this case-study, they are expressed as $\left.X_{1}^{l}=\{(0.1,0.6),(0.5,0.3),(0.6,0.8)\}\right)$ and $X_{2}^{l}=\{(0.6,0.8),(0.9,0.5)\}$.

Some comments related to the THAFs in Table 1:
(i) $\mathbb{M}_{k}$, with $k \in \mathbb{N}_{4}$, were obtained by applying Eqs. (14)-(17) making explicit all the information represented by the THFSs;
(ii) Since $\alpha\left(X_{1}, 2\right) \leqslant_{\mathbb{H}^{2}} X_{2}$, by Eq. (9) we have that $X_{1} \geqslant_{H} X_{2}$. This implies that:
(ii-a) By Eq. (12), it holds that

$$
\widetilde{M_{1}}\left(X_{1}, X_{2}\right)=\widetilde{M_{1}}\left(\{0.6,0.8\}, X_{2}\right)=\{0.8 \cdot 0.4+0.8 \cdot 0.6,0.6 \cdot 0.4+0.5 \cdot 0.6\}
$$

resulting on the simplified expression of $\widetilde{M_{1}}$ in Table 1 . One can observe that when $M$ is an AF , only the relevant information is extracted from both the partial order $\leqslant_{\mu}$ and the $\alpha$-normalization process is represented by the THAF $\widetilde{M}$.
(ii-b) Additionally, by Eq. (13), it holds that

$$
\begin{aligned}
\widehat{M}_{1}\left(X_{1}, X_{2}\right)= & \widehat{M}_{1}\left(\{0.6,0.8\}, X_{2}\right) \\
= & \{0.6 \cdot 0.4+0.8 \cdot 0.6,0.6 \cdot 0.4+0.5 \cdot 0.6,0.3 \cdot 0.4+0.8 \cdot 0.6,0.3 \cdot 0.4+0.5 \cdot 0.6,0.8 \cdot 0.4+0.8 \cdot 0.6,0.8 \\
& \cdot 0.4+0.5 \cdot 0.6\}
\end{aligned}
$$

See line 3 at Table 1. Now, when $M$ is an AF, the relevant information, which is extracted from $\alpha$-normalization process is represented by the THAF $\widehat{M}$.
(iii) According to Eqs. (12) and (13) together with the statements in Example 3, since $X_{2} \leqslant{ }_{H} X_{1}$, we have that

$$
\widetilde{M_{3}}\left(X_{1}, X_{2}\right)=\widetilde{M_{1}}\left(X_{1}, X_{2}\right)
$$

and $\widehat{M_{3}}\left(X_{1}, X_{2}\right)=\widehat{M_{1}}\left(X_{1}, X_{2}\right)$, as stated in Table 1. Analogous considerations can be obtained based on the fact that $X_{1}^{l} \geqslant{ }_{H} X_{2}^{l}$.
(iv) By Remark 1, $X_{1} \prec X_{2}$. Thus, by applying Eq. (16), we obtain that

$$
\begin{aligned}
\mathbb{M}_{3}= & \{0.8 \cdot 0.4+0.6 \cdot 0.6,0.8 \cdot 0.4+0.8 \cdot 0.6,0.8 \cdot 0.4+0.3 \cdot 0.6,0.5 \cdot 0.4+0.6 \cdot 0.6,0.5 \cdot 0.4+0.8 \cdot 0.6,0.5 \cdot 0.4 \\
& +0.3 \cdot 0.6\}
\end{aligned}
$$

Analogously, since $X_{1}^{l} \prec X_{2}^{l}$, it results in

$$
\begin{aligned}
\mathbb{M}_{4}= & \{(0.6 \cdot 0.8) \cdot 0.4+(0.1 \cdot 0.6) \cdot 0.6,(0.6 \cdot 0.8) \cdot 0.4+(0.5 \cdot 0.3) \cdot 0.6,(0.6 \cdot 0.8) \cdot 0.4+(0.6 \cdot 0.8) \cdot 0.6,(0.9 \cdot 0.5) \\
& \cdot 0.4+(0.1 \cdot 0.6) \cdot 0.6,(0.9 \cdot 0.5) \cdot 0.4+(0.5 \cdot 0.3) \cdot 0.6,(0.9 \cdot 0.5) \cdot 0.4+(0.6 \cdot 0.8) \cdot 0.6\}
\end{aligned}
$$

Both simplified results are included in Table 1.

### 4.2. Properties of AFs preserved by THAFs

Firstly, this section reports the main properties of AFs based on remarkable works [10,11,17-19,27,43]. After this conceptual section and compatible with the two methodologies to obtain THAFs introduced in Section 4.1, by Definitions 2 and 3, this work introduces two theorems discussing the conditions under which properties verified by AFs are preserved by their corresponding THAFs.

Definition 10. Let $\mathcal{M}: \mathbb{H}^{n} \rightarrow \mathbb{H}$ be an $n$-ary THAF.
(i) $\mathcal{M}$ has an annihilator element $A \in \mathbb{H}$ if
[M2] $\mathcal{M}\left(X_{1}, \ldots, X_{n}\right)=A$ whenever $A \in\left\{X_{1}, \ldots, X_{n}\right\}$;
(ii) $\mathcal{M}$ has a neutral element $E \in \mathbb{H}$ if
[M3] $\mathcal{M}(\underbrace{E, \ldots, E}_{(k-1) \text {-times }}, X, \underbrace{E, \ldots, E}_{(n-k) \text {-times }})=X$ for each $X \in \mathbb{H}$ and $1 \leqslant k \leqslant n$.
(iii) $\mathcal{M}$ has a divisor of zero if
[M4] there exists $\left(X_{1}, \ldots, X_{n}\right) \in(\mathbb{H} \backslash\{\mathbf{0}\})^{n}$ such that $\mathcal{M}\left(X_{1}, \ldots, X_{n}\right)=\mathbf{0}$.
(iv) $\mathcal{M}$ is idempotent if
[M5] $\mathcal{M}(X, \ldots, X)=X$ for any $X \in \mathbb{H}$.
(v-a) $\mathcal{M}$ has only trivial idempotent elements if
[M5-b] $\mathcal{M}(X, \ldots, X)=X$ iff $X=\mathbf{1}$ or $X=\mathbf{0}$.
(v) $\mathcal{M}$ is strictly isotonic if
[M6] for each $X_{1}, Y_{1}, \ldots, X_{n}, Y_{n} \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$ such that $X_{i} \leqslant H$, for each $i=1, \ldots, n$ and $X_{j} \neq Y_{j}$ for some $j=1, \ldots, n$, $\mathcal{M}\left(X_{1}, \ldots, X_{n}\right)<_{\text {Н }} \mathcal{M}\left(Y_{1}, \ldots, Y_{n}\right)$.

In the following some additional definitions are considered for binary THAFs. For that, let $\mathcal{M}^{0}(X)=X$ and $\mathcal{M}^{k+1}(X)=\mathcal{M}\left(X, \mathcal{M}^{k}(X)\right)$ be the inductive definition of the binary operation.

Definition 11. Let $\mathcal{M}$ be a binary THAF. It follows that:
(vii) $\mathcal{M}$ has a nilpotent element $T \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$ if
[M7] there exists $n \in \mathbb{N}$, such that $\mathcal{M}^{n}(T, \ldots, T)=\mathbf{0}$;
(viii) $\mathcal{M}$ is symmetric if
[M8] $\mathcal{M}\left(X_{1}, X_{2}\right)=\mathcal{M}\left(X_{2}, X_{1}\right)$, for all $X_{1}, X_{2} \in \mathbb{H}$;
(ix) $\mathcal{M}$ is associative if
[M9] $\mathcal{M}\left(\mathcal{M}\left(X_{1}, X_{2}\right), X_{3}\right)=\mathcal{M}\left(X_{1}, \mathcal{M}\left(X_{2}, X_{3}\right)\right)$ for all $X_{1}, X_{2}, X_{3} \in \mathbb{H}$;
(x) $\mathcal{M}$ verifies the Archimidean property if
[M10] for all $X, Y \in \mathbb{H} /\{\mathbf{0}, \mathbf{1}\}$, there exists $n \in \mathbb{N}$ such that $\mathcal{M}^{n}(X)<_{\text {H }} Y$;
(xi) $\mathcal{M}$ satisfies the cancelation law if
[M11] $\mathcal{M}\left(X_{1}, X_{2}\right)=\mathcal{M}\left(X_{1}, Z\right)$ implies that $X_{1}=\mathbf{0}$ or $X_{2}=Z$.

Theorem 2. Let $M:[0,1]^{n} \rightarrow[0,1]$ be a $n$-ary AF. Then, it follows that:
(i) $\widetilde{M}$ is an n-ary THAF iff $M$ is an n-ary aggregation function;
(ii) $\widetilde{M}$ has an annihilator element iff $M$ has an annihilator element;
(iii) $\widetilde{M}$ has a divisor of zero iff $M$ has a divisor of zero;
(iv) $\widetilde{M}$ is idempotent iff $M$ is idempotent;
(v) $\widetilde{M}$ has a nilpotent element iff $M$ has a nilpotent element;
(vi) If $n=2$ then $\widetilde{M}$ is symmetric iff $\mathcal{M}$ is symmetric;
(vii) If $n=2$ then $\widetilde{M}$ is associative iff $M$ is associative;
(viii) If $n=2$ then $\widetilde{M}$ is Archimedean iff $M$ is Archimedean;

$$
\left\{M\left(x_{1}, \ldots, x_{n}\right)\right\} \leqslant \boldsymbol{\leqslant}\left\{M\left(y_{1}, \ldots, y_{n}\right)\right\} .
$$

Proof. Consider $X_{1}, X_{2}, \ldots, X_{n} \in \mathbb{H}$.
(i) $(\Rightarrow)$ By Definition 2, it follows that $\{M(0, \ldots, 0)\}=\widetilde{M}(\{0\}, \ldots,\{0\})=\widetilde{M}(\mathbf{0}, \ldots, \mathbf{0})=\mathbf{0}=\{0\}$. Therefore, $M(0, \ldots, 0)=0$. Analogously, $M(1, \ldots, 1)=1$. If $x_{i} \leqslant y_{i}$ for each $i \in \mathbb{N}_{n}$, then $\widetilde{M}\left(\left\{x_{1}\right\}, \ldots,\left\{x_{n}\right\}\right) \leqslant_{H} \widetilde{M}\left(\left\{y_{1}\right\}, \ldots,\left\{y_{n}\right\}\right)$ and so, by definition of $\leqslant_{H}, M\left(x_{1}, \ldots, x_{n}\right) \leqslant M\left(y_{1}, \ldots, y_{n}\right)$.
$(\Leftarrow)$ Straightforward from Proposition 2.
(ii) $(\Rightarrow)$ Let $A$ be an annihilator element of $\widetilde{M}$ and $\{a\}=\alpha(A, 1)$. If $x_{i} \in[0,1]$ for any $i \in \mathbb{N}_{n}$ and $x_{k}=a$ for some $k \in \mathbb{N}_{n}$, then

$$
\begin{aligned}
A & =\widetilde{M}\left(\left\{x_{1}\right\}, \ldots,\left\{x_{k-1}\right\}, A,\left\{x_{k+1}\right\}, \ldots,\left\{x_{n}\right\}\right)=\widetilde{M}\left(\left\{x_{1}\right\}, \ldots,\left\{x_{k-1}\right\},\{a\},\left\{x_{k+1}\right\}, \ldots,\left\{x_{n}\right\}\right) \\
& =\left\{M\left(x_{1}, \ldots, x_{k-1}, a, x_{k+1}, \ldots, x_{n}\right)\right\}
\end{aligned}
$$

It is only possible if $\# A=1$ and, therefore $M\left(x_{1}, \ldots, x_{k-1}, a, x_{k+1}, \ldots, x_{n}\right)=a$.
$(\Leftarrow)$ Let $A=\{a\} \in\left\{X_{1}, \ldots, X_{n}\right\}$ such that $a$ is an annihilator of $M$. Then, whenever $\left\{x_{i}\right\}=\alpha\left(X_{i}, 1\right)$, for all $1 \leqslant i \leqslant n$, it holds that $\widetilde{M}\left(X_{1}, \ldots, X_{n}\right)=\widetilde{M}\left(\alpha\left(X_{1}, 1\right), \ldots, A, \ldots, \alpha\left(X_{n}, 1\right)\right)=\left\{M\left(x_{1}, \ldots, a, \ldots, x_{n}\right)\right\}=\{a\}=A$.
(iii) $(\Rightarrow)$ If $\left(X_{1}, \ldots, X_{n}\right) \in(\mathbb{H} \backslash\{\mathbf{0}\})^{n}$ is a divisor of zero of $\widetilde{M}$ and $m=\min \left(\# X_{1}, \ldots, \# X_{n}\right)$, then $\mathbf{0}=\widetilde{M}\left(X_{1}, \ldots, X_{n}\right)=$ $\widetilde{M}\left(\widetilde{X_{1}}, \ldots, \widetilde{X_{n}}\right)=\left\{M\left(\sigma_{\widetilde{X}_{1}}(i), \ldots, \sigma_{\widetilde{X}_{n}}(i)\right): 1 \leqslant i \leqslant m\right\}$. Therefore, for each $\in \mathbb{N}_{m}, M\left(\sigma_{\widetilde{X}_{1}}(i), \ldots, \sigma_{\widetilde{X}_{n}}(i)\right)=0$, which means that $\left(\sigma_{\widetilde{x}_{1}}(i), \ldots, \sigma_{\widetilde{X}_{n}}(i)\right)$ is a divisor of zero of $M$.
$(\Leftarrow)$ If $\left.\left(x_{1}, \ldots, x_{n}\right) \in\right] 0,1\left[{ }^{n}\right.$ is a divisor of zero of $M$, then $\widetilde{M}\left(\left\{x_{1}\right\}, \ldots,\left\{x_{n}\right\}\right)=\left\{M\left(x_{1}, \ldots, x_{n}\right)\right\}=\{0\}=\mathbf{0}$. So, $\left(\left\{x_{1}\right\}, \ldots,\left\{x_{n}\right\}\right)$ is a divisor of zero of $\widetilde{M}$.
(iv) $(\Rightarrow)$ Let $\widetilde{M}$ be an idempotent function. Then for any $x \in[0,1],\{x\}=\widetilde{M}(\{x\}, \ldots,\{x\})=\{M(x, \ldots, x)\}$. Therefore, $M(x, \ldots, x)=x$.
$(\Leftarrow)$ Let $M$ be an idempotent function. It follows that $\widetilde{M}(X, \ldots, X)=\left\{M\left(\sigma_{X}(i), \ldots \sigma_{X}(i)\right): i \in \mathbb{N}_{\# X}\right\}=$ $\left.\left\{\sigma_{X}(i): i \in \mathbb{N}_{\# X}\right\}\right\}=X$.
(v) $(\Rightarrow)$ If $\widetilde{M}$ has a nilpotent element $T \in \mathbb{H} /\{\mathbf{0}, \mathbf{1}\}$, then we have that:

$$
\left\{M^{n}\left(t_{i}, \ldots, t_{i}\right): i \in \mathbb{N}_{m}\right\}=\widetilde{M}^{n}(T, \ldots, T)=\mathbf{0}=\{0\}
$$

where $t_{i}=\sigma_{T}(i)$ and $m=\overline{\bar{T}}$. Therefore, it holds that $M^{n}\left(t_{i}, \ldots, t_{i}\right)=0$ for any $i \in \mathbb{N}_{m}$, i.e. each $t_{i}$ is a nilpotent element of $M$.
$(\stackrel{\sim}{\mathcal{M}}$ ) Suppose $M$ has a nilpotent element $t \in] 0,1\left[\right.$, then for some $n \in \mathbb{N}$ we have that: $\mathbf{0}=\left\{M^{n}(t, \ldots, t)\right\}=\widetilde{M}^{n}(\{t\}, \ldots,\{t\})$. So, $\widetilde{M}$ has $\{t\} \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$ as a nilpotent element.
(vi) $(\underset{\sim}{\Rightarrow})$ Consider that $\widetilde{M}$ verifies the symmetry property. Then, it holds that $\left\{M\left(x_{1}, x_{2}\right)\right\}=\widetilde{M}\left(\left\{x_{1}\right\},\left\{x_{2}\right\}\right)=$ $\widetilde{M}\left(\left\{x_{2}\right\},\left\{x_{1}\right\}\right)=\left\{M\left(x_{2}, x_{1}\right)\right\}$.
$(\Leftarrow)$ Now, suppose that $M$ is a symmetric function and consider $m=\min \left(\# X_{1}, \# X_{2}\right)$, then we have that:

$$
\widetilde{M}\left(X_{1}, X_{2}\right)=\widetilde{M}\left(\widetilde{X}_{1}, \widetilde{X}_{2}\right)=\left\{M\left(\sigma_{\widetilde{X}_{1}}(i), \sigma_{\widetilde{X}_{2}}(i)\right): i \in \mathbb{N}_{m}\right\}=\left\{M\left(\sigma_{\widetilde{X}_{2}}(i), \sigma_{\widetilde{X}_{1}}(i)\right): i \in \mathbb{N}_{m}\right\}=\widetilde{M}\left(X_{2}, X_{1}\right)
$$

(vii) $(\Rightarrow)$ Now, if $\widetilde{M}$ is associative, then for all $x_{1}, x_{2}, x_{3} \in[0,1]$, we have that:

$$
\begin{aligned}
\left\{M\left(x_{1}, M\left(x_{2}, x_{3}\right)\right)\right\} & =\widetilde{M}\left(\alpha\left(\left\{x_{1}\right\}, 1\right), \tilde{M}\left(\alpha\left(\left\{x_{2}\right\}, 1\right), \alpha\left(\left\{x_{3}\right\}, 1\right)\right)=\tilde{M}\left(\tilde{M}\left(\alpha\left(\left\{x_{1}\right\}, 1\right), \alpha\left(\left\{x_{2}\right\}, 1\right)\right), \alpha\left(\left\{x_{3}\right\}, 1\right)\right)\right. \\
& =\left\{M\left(M\left(x_{1}, x_{2}\right), x_{3}\right)\right\}
\end{aligned}
$$

Therefore, it holds that $M\left(x_{1}, M\left(x_{2}, x_{3}\right)\right)=M\left(M\left(x_{1}, x_{2}\right), x_{3}\right)$.
$(\Leftarrow)$ Consider $X_{1}, X_{2}, X_{3} \in \mathbb{H}, h=\min \left(\# X_{1}, \# X_{2}\right), k=\min \left(\# X_{2}, \# X_{3}\right)$ and $m=\min \left(\# X_{1}, \# X_{2}, \# X_{3}\right)$.
Suppose $M$ as an associative function, then we have that:

$$
\begin{aligned}
\widetilde{M}\left(X_{1}, \widetilde{M}\left(X_{2}, X_{3}\right)\right) & =\widetilde{M}\left(X_{1}, \widetilde{M}\left(\alpha\left(X_{2}, k\right), \alpha\left(X_{3}, k\right)\right)\right)=\widetilde{M}\left(\alpha\left(X_{1}, m\right), \alpha\left(\widetilde{M}\left(\alpha\left(X_{2}, k\right), \alpha\left(X_{3}, k\right)\right), m\right)\right) \\
& =\left\{M\left(\sigma_{\widetilde{X}_{1}}(i), M\left(\sigma_{\widetilde{X}_{2}}(i), \sigma_{\widetilde{X}_{3}}(i)\right): i=1, \ldots, m\right\}=\left\{M\left(M\left(\sigma_{\widetilde{X}_{1}}(i), \sigma_{\widetilde{X}_{2}}(i)\right), \sigma_{\widetilde{X}_{3}}(i)\right): i=1, \ldots, m\right\}\right. \\
& =\widetilde{M}\left(\alpha\left(\widetilde{M}\left(\alpha\left(X_{1}, h\right), \alpha\left(X_{2}, h\right)\right), m\right), \alpha\left(X_{3}, m\right)\right)=\widetilde{M}\left(\widetilde{M}\left(\alpha\left(X_{1}, h\right), \alpha\left(X_{2}, h\right)\right), X_{3}\right)=\widetilde{M}\left(\widetilde{M}\left(X_{1}, X_{2}\right), X_{3}\right)
\end{aligned}
$$

(viii) $(\Rightarrow)$ Let $X, Y \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$, then for each $x \in X$ and $y \in Y$, there exists $n \in \mathbb{N}$ such that $M^{n}(x)<y$. Let $n_{0}$ be the greatest of such $n$. Then, for each $x \in X$ and $y \in Y, M^{n_{0}}(x)<y$. Consequently, $\widetilde{M}^{n_{0}}(X)=\left\{M^{n_{0}}(x): x \in X\right\}<{ }_{H} Y$.
$(\Leftarrow)$ Suppose now that $M$ is Archimedean. Since $\widetilde{M}$ is Archimedean, it follows that for each $x, y \in(0,1)$, there exists $n \in \mathbb{N}$ such that $\widetilde{M}^{n}(\{x\})<_{\mathcal{H}}\{y\}$. Since $\widetilde{M}^{n}(\{x\})=\left\{M^{n}(x)\right\}$, we conclude that $M^{n}(x)<y$.

And, we conclude that Theorem 2 is verified.

Remark 3. For any aggregation function $M, \widetilde{M}$ does not have a neutral element, is not strictly isotonic and does not satisfy the cancellation law. In fact, suppose that $\widetilde{M}$ have a neutral element $E$, and let $m=\# E$, the for any $X \in \mathbb{H}^{(m)}$, we have that $X=\widetilde{M}(E, \ldots, E, X, E \ldots, E)=\widetilde{M}(E, \ldots, E, Y, E \ldots, E)=Y$, for $Y=X \cup\left\{\sum_{x \in X} X\right\}$, which is impossible. Moreover, since $\widetilde{M}(\{0.2\},\{0.3\})=\widetilde{M}(\{0.2\},\{0.3,0.4\})$ then $\widetilde{M}$ neither satisfies the cancellation law nor is strictly isotone.

Theorem 3. Let $\widehat{M}:[0,1]^{n} \rightarrow[0,1]$ be an n-ary aggregation function as in Eq. (13). Then, it follows that:
(i) $\widehat{M}$ is an $n$-ary THAF iff $M$ is a n-ary aggregation function;
(ii) $\widehat{M}$ has an annihilator element iff $M$ has an annihilator element;
(iii) $\widehat{M}$ has a neutral element if $M$ has a neutral element;
(iv) $\widehat{M}$ is has a divisor of zero iff $M$ has a divisor of zero;
(v) if $\widehat{M}$ is idempotent then $M$ is idempotent;
(vi) $\widehat{M}$ is strictly isotone iff $M$ is strictly increasing;
(vii) $\widehat{M}$ has a nilpotent element iff $M$ has a nilpotent element;
(viii) If $n=2$ then $\widehat{M}$ is symmetric iff $\mathcal{M}$ is symmetric;
(ix) If $n=2$ then $\widehat{M}$ is associative iff $M$ is associative;
(x) If $n=2$ then $\widehat{M}$ is Archimedean then $M$ is Archimedean;
(xi) If $n=2$ and $\widehat{M}$ satisfies the cancelation law then $M$ satisfies the cancelation law.
(xii) If $n=2, M$ is strict and satisfies the cancellation law, then $\widehat{M}$ satisfies the cancelation law.

## Proof

(i) $(\Rightarrow)$ By Definition 2, it follows that $\widehat{M}(\mathbf{0}, \ldots, \mathbf{0})=\{M(0, \ldots, 0)\}=\{0\}=\mathbf{0}$. Analogously, $\widehat{M}(\mathbf{1}, \ldots, \mathbf{1})=\mathbf{1}$. For each $i \in \mathbb{N}_{n}$, if $x_{i} \leqslant y_{i}$ then $\left\{x_{i}\right\} \leqslant \leqslant_{H}\left\{y_{i}\right\}$. So, $\left\{M\left(x_{1}, \ldots, x_{n}\right)\right\}=\widehat{M}\left(\left\{x_{1}\right\}, \ldots,\left\{x_{n}\right\}\right) \leqslant{ }_{H 1} \widehat{M}\left(\left\{y_{1}\right\}, \ldots,\left\{y_{n}\right\}\right)=\left\{M\left(y_{1}, \ldots, y_{n}\right)\right\}$. Therefore, $M\left(x_{1}, \ldots, x_{n}\right) \leqslant M\left(y_{1}, \ldots, y_{n}\right)$.
$(\Leftarrow)$ Straightforward from Proposition 3.
(ii) $(\Rightarrow)$ Let $A$ be an annihilator of $\widehat{M}, x_{i} \in[0,1]$ for any $i=1, \ldots, n$. Then for every $k \in \mathbb{N}_{n}$ we have that

$$
A=\widehat{M}\left(\left\{x_{1}\right\}, \ldots,\left\{x_{k-1}\right\}, A,\left\{x_{k+1}\right\}, \ldots,\left\{x_{n}\right\}\right)=\left\{M\left(x_{1}, \ldots, x_{k-1}, a, x_{k+1}, \ldots, x_{n}\right): a \in A\right\}
$$

So, for each $a \in A$, it follows that $M\left(x_{1}, \ldots, x_{k-1}, a, x_{k+1}, \ldots, x_{n}\right)=a$.
$(\Leftarrow)$ Let $A=\{a\} \in\left\{X_{1}, \ldots, X_{n}\right\}$ such that $a$ is an annihilator of $M$. Then, for all $1 \leqslant i \leqslant n$, it holds that $\widehat{M}\left(X_{1}, \ldots, A, \ldots, X_{n}\right)=\left\{M\left(x_{1}, \ldots, a, \ldots, x_{n}\right): x_{i} \in X_{i}\right\}=\{a\}=A$.
(iii) Let $e$ be the neutral element of $M$. Then it holds that:

$$
\widehat{M}(\underbrace{\{e\}, \ldots,\{e\}}_{(k-1) \text {-times }}, X, \underbrace{\{e\}, \ldots,\{e\}}_{(n-k) \text {-times }})=\{M(\underbrace{e, \ldots, e,}_{(k-1) \text {-times }} x \underbrace{, e, \ldots, e}_{(n-k) \text {-times }}): x \in X\}=X .
$$

(iv) $(\Rightarrow)$ If $\left.\left(x_{1}, \ldots, x_{n}\right) \in\right] 0,1\left[{ }^{n}\right.$ is a divisor of zero of $M$, then $\widehat{M}\left(\left\{x_{1}\right\}, \ldots,\left\{x_{n}\right\}\right)=\left\{M\left(x_{1}, \ldots, x_{n}\right)\right\}=\{0\}=\mathbf{0}$. So, $\left(\left\{x_{1}\right\}, \ldots,\left\{x_{n}\right\}\right)$ is a divisor of zero of $\widetilde{M}$.
$(\Leftarrow)$ If $\left(X_{1}, \ldots, X_{n}\right) \in(\mathbb{H}\{\mathbf{0}\})^{n}$ is a divisor of zero of $\widehat{M}$ then $\{0\}=\widehat{M}\left(X_{1}, \ldots, X_{n}\right)=\left\{M\left(x_{1}, \ldots, x_{n}\right): x_{i} \in X_{i}\right.$ for each $\left.i \in \mathbb{N}_{n}\right\}$. Therefore, for every $x_{i} \in X_{i}$, with $i \in \mathbb{N}_{n}, M\left(x_{1}, \ldots, x_{n}\right)=0$.
(v) Suppose that $\widehat{M}$ is an idempotent function on $\mathbb{H}$. Then, for any $x \in[0,1],\{x\}=\widehat{M}(\{x\}, \ldots,\{x\})=\{M(x, \ldots, x)\}$. Therefore, $M(x, \ldots, x)=x$.
(vi) $(\Rightarrow)$ Suppose that $\widehat{M}$ is strictly increasing function on $\mathbb{H}$. Taking $x_{i}, y_{i} \in[0,1]$ such that $x_{i} \leqslant y_{i}$ for $i \in \mathbb{N}_{n}$ and $x_{j} \neq y_{j}$ for some $j \in \mathbb{N}_{n}$, we obtain $X_{i}=\left\{x_{i}\right\} \leqslant_{\mu}\left\{y_{i}\right\}=Y_{i}$ for each $i$ and $X_{j} \neq Y_{j}$ for some $j$, which means that: $\left\{M\left(x_{1}, \ldots, x_{n}\right)\right\}=\widehat{M}\left(X_{1}, \ldots, X_{n}\right)<_{\boldsymbol{H}} \widehat{M}\left(Y_{1}, \ldots, Y_{n}\right)=\left\{M\left(y_{1}, \ldots, y_{n}\right)\right\}$. Therefore, $M\left(x_{1}, \ldots, x_{n}\right)<M\left(y_{1}, \ldots, y_{n}\right)$.
$(\Leftarrow)$ Suppose that $M$ is strictly increasing. Without loss of generality, we consider the case $\widehat{M}\left(X, X_{2}, \ldots, X_{n}\right)$ and $\widehat{M}\left(Y, X_{2}, \ldots, X_{n}\right)$ for $X_{2}, \ldots, X_{n}, X, Y \in \mathbb{H}$ when $X<_{\mathbb{H}} Y$. By Eq. (9) we have the following two cases:

1. If $\alpha(X, m)<_{H^{(m)}} \alpha(Y, m)$, where $m=\min (\# X, \# Y)$, then by Eq. (6), for each $1 \leqslant i \leqslant m$ we have that $\sigma_{X}(i) \leqslant \sigma_{Y}(i)$ and $\sigma_{X}(k)<\sigma_{Y}(k)$ for some $1 \leqslant k \leqslant m$. So, because $M$ is isotone, $M\left(\sigma_{X}(i), x_{2}, \ldots, x_{n}\right) \leqslant M\left(\sigma_{Y}(i), x_{2}, \ldots, x_{n}\right)$ for each $i \in \mathbb{N}_{m}$. And because $M$ is strictly isotone, $M\left(\sigma_{X}(k), x_{2}, \ldots, x_{n}\right) \leqslant M\left(\sigma_{Y}(k), x_{2}, \ldots, x_{n}\right)$ for some $k \in \mathbb{N}_{m}$. Therefore, $\widehat{M}\left(X, X_{2}, \ldots, X_{n}\right)=\left\{M\left(x, x_{2}, \ldots, x_{n}\right): x_{i} \in X_{i}\right.$ for $i=2, \ldots, n$ and $\left.x \in X\right\}<_{H}\left\{M\left(y, x_{2}, \ldots, x_{n}\right): x_{i} \in X_{i}\right.$ for $i=2, \ldots, n$ and $y \in Y\}=\widehat{M}\left(Y, X_{2}, \ldots, X_{n}\right)$
2. If $\alpha(X, m)=\alpha(Y, m)$ and $\# Y<\# X$, for each $i>p=\# \widehat{M}\left(Y, X_{2}, \ldots, X_{n}\right), \sigma_{\widehat{M}\left(X, X_{2}, \ldots, X_{n}\right)}(i)$ is an upper bound of $\widehat{M}\left(\alpha(X, m), X_{2}, \ldots, X_{n}\right)$ and so $\quad \alpha\left(\widehat{M}\left(X, X_{2}, \ldots, X_{n}\right), p\right)=\alpha\left(\widehat{M}\left(Y, X_{2}, \ldots, X_{n}\right), p\right)$. Thus, since $\# \widehat{M}\left(Y, X_{2}, \ldots, X_{n}\right)<\# \widehat{M}\left(X, X_{2}, \ldots, X_{n}\right)$, then $\widehat{M}\left(X, X_{2}, \ldots, X_{n}\right)<_{H} \widehat{M}\left(Y, X_{2}, \ldots, X_{n}\right)$.
(vii) $(\Rightarrow)$ Suppose $M$ has a nilpotent element $t \in] 0,1\left[\right.$, then for $n \in \mathbb{N}$ we have that $\widehat{M}^{n}(\{t\})=\left\{M^{n}(t)\right\}=\mathbf{0}$. So, $\widehat{M}$ has the nilpotent element $\{t\} \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$.
$(\Leftarrow)$ If $\widehat{M}$ has a nilpotent element $T \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$, it follows that: $\left\{M^{n}(t): t \in T\right\} \subseteq \widehat{M}^{n}(T)=\mathbf{0}$. Therefore, $M^{n}(t)=0$ for each $t \in T$.
(viii) ( $\Leftarrow$ ) Consider that $\widehat{M}$ verifies the symmetry property. Then, it holds that $\left\{M\left(x_{1}, x_{2}\right)\right\}=\widehat{M}\left(\left\{x_{1}\right\},\left\{x_{2}\right\}\right)=$ $\widehat{M}\left(\left\{x_{2}\right\},\left\{x_{1}\right\}\right)=\left\{M\left(x_{2}, x_{1}\right)\right\}$. So, $M$ satisfies the symmetry property.
$(\Rightarrow)$ Conversely, suppose that $M$ is a symmetric function, then we have that:

$$
\widehat{M}\left(X_{1}, X_{2}\right)=\left\{M\left(x_{1}, x_{2}\right): x_{i} \in X_{i}, i \in\{1,2\}\right\}=\left\{M\left(x_{2}, x_{1}\right): x_{i} \in X_{i}, i \in\{1,2\}\right\}=\widehat{M}\left(X_{2}, X_{1}\right) .
$$

(ix) $(\Rightarrow)$ Let $M$ be an associative function, for all $X_{1}, X_{2}, X_{3} \in[0,1]$, we have that:

$$
\begin{gathered}
\widehat{M}\left(X_{1}, \widehat{M}\left(X_{2}, X_{3}\right)\right)=\widehat{M}\left(X_{1},\left\{M\left(x_{2}, x_{3}\right): x_{i} \in X_{i}, i \in\{2,3\}\right\}\right)=\left\{M\left(x_{1}, M\left(x_{2}, x_{3}\right)\right): x_{i} \in X_{i}, i \in\{1,2,3\}\right\}=\left\{M\left(M\left(x_{1}, x_{2}\right), x_{3}\right)\right. \\
\\
\left.\left.: x_{i} \in X_{i}, i \in\{1,2,3\}\right\}=\widehat{M}\left(\left\{M\left(x_{1}, x_{2}\right): x_{i} \in X_{i}, i \in\{1,2\}\right\}, X_{3}\right)=\widehat{M}\left(\widehat{M}\left(X_{1}, X_{2}\right), X_{3}\right)\right)
\end{gathered}
$$

$(\Leftarrow)$ Now, if $\widehat{M}$ is associative then, for all $x_{1}, x_{2}, x_{3} \in[0,1]$, we have that:
$\left\{M\left(x_{1}, M\left(x_{2}, x_{3}\right)\right)\right\}=\widehat{M}\left(\left\{x_{1}\right\}, \widehat{M}\left(\left\{x_{2}\right\},\left\{x_{3}\right\}\right)\right)=\widehat{M}\left(\widehat{M}\left(\left\{x_{1}\right\},\left\{x_{2}\right\}\right),\left\{x_{3}\right\}\right)=\left\{M\left(M\left(x_{1}, x_{2}\right), x_{3}\right)\right\}$
Therefore, it holds that $M\left(x_{1}, M\left(x_{2}, x_{3}\right)\right)=M\left(M\left(x_{1}, x_{2}\right), x_{3}\right)$.
$(x)(\Rightarrow)$ Let $X, Y \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$, then for each $x \in X$ and $y \in Y$, there exists $n \in \mathbb{N}$ such that $M^{n}(x)<y$. Let $n_{0}$ the greater of such $n$. Then, for each $x \in X$ and $y \in Y, M^{n_{0}}(x)<y$. So, $\widehat{M}^{n_{0}}(X) \leqslant{ }_{H}\left\{M^{n_{0}}(x): x \in X\right\}<{ }_{H} Y$.
$(\Leftarrow)$ Suppose now that $M$ is Archimedean. Since $\widehat{M}$ is Archimedean, it follows that for each $x, y \in(0,1)$ there exists $n \in \mathbb{N}$ such that $\widehat{M}^{n}(\{x\})<_{H}\{y\}$. So, because $\widehat{M}^{n}(\{x\})=\left\{M^{n}(x)\right\}$, we have that, $M^{n}(x)<y$.
(xi) Suppose that $\widehat{M}$ verifies the cancellation law. If $M\left(x_{1}, x_{2}\right)=M\left(x_{1}, z\right)$ then $\widehat{M}\left(\left\{x_{1}\right\},\left\{x_{2}\right\}\right)=\widehat{M}\left(\left\{x_{1}\right\},\{z\}\right)$, what implies $\left\{x_{1}\right\}=\mathbf{0}$ or $\left\{x_{2}\right\}=\{z\}$, or equivalently that $x_{1}=0$ or $x_{2}=z$, respectively. Therefore, $M$ verifies the cancellation law.
(xii) Let $M$ be a function satisfying the cancelation law. We prove by induction in $X_{1}$ that if, $\widehat{M}\left(X_{1}, X_{2}\right)=\widehat{M}\left(X_{1}, Z\right)$ then $X_{1}=\mathbf{0}$ or $X_{2}=Z$. The base case is $X_{1}=\left\{x_{1}\right\}$. In this case $\widehat{M}\left(X_{1}, X_{2}\right)=\widehat{M}\left(X_{1}, Z\right)$ means that $\left\{M\left(x_{1}, x_{2}\right): x_{2} \in X_{2}\right\}=\left\{M\left(x_{1}, z\right): z \in Z\right\}$ and so for each $x_{2} \in X_{2}$ exists $z \in Z$ such that $M\left(x_{1}, x_{2}\right)=M\left(x_{1}, z\right)$ and for each $z \in Z$ exists $x_{2} \in X_{2}$ such that $M\left(x_{1}, x_{2}\right)=-$ $M\left(x_{1}, z\right)$. Because $M$ satisfies the cancellation law, either $x_{1}=0$ or $x_{2}=z$. Therefore, if $x_{1}=0$ then $X_{1}=\mathbf{0}$ and if $x_{1} \neq 0$ then for each $x_{2}$ exists $z \in Z$ such that $x_{2}=z$ and for each $z \in Z$ there exists $x_{2} \in X_{2}$ such that $x_{2}=z$. Therefore, in this last case, $X_{2}=Z$.
Suppose, that $x_{1} \notin X_{1}$ and $x_{1}$ is an upper bound of $X_{1}$. If $\widehat{M}\left(X_{1} \cup\left\{X_{1}\right\}, X_{2}\right)=\widehat{M}\left(X_{1} \cup\left\{X_{1}\right\}, Z\right)$, then $\widehat{M}\left(X_{1}, X_{2}\right) \cup \widehat{M}\left(\left\{x_{1}\right\}, X_{2}\right)=\widehat{M}\left(X_{1}, Z\right) \cup \widehat{M}\left(\left\{x_{1}\right\}, Z\right)$. Because $M$ is strict in the first component, then $\widehat{M}\left(X_{1}, X_{2}\right) \cap \widehat{M}\left(\left\{x_{1}\right\}, X_{2}\right)=\widehat{M}\left(X_{1}, Z\right) \cap \widehat{M}\left(\left\{x_{1}\right\}, Z\right)=\emptyset$. Therefore, $\widehat{M}\left(X_{1}, X_{2}\right)=\widehat{M}\left(X_{1}, Z\right)$ and $\widehat{M}\left(\left\{X_{1}\right\}, X_{2}\right)=\widehat{M}\left(\left\{x_{1}\right\}, Z\right)$. Thus, from the inductive hypotheses, $X_{1}=\mathbf{0}$ or $X_{2}=Z$, and by base case, $\left\{x_{1}\right\}=\mathbf{0}$ or $X_{2}=Z$. So, $X_{2}=Z$ or $X_{1}=\{0\}=\left\{x_{1}\right\}$ which means that $X_{1} \cup\left\{x_{1}\right\}=\mathbf{0}$.

And, we conclude that Theorem 3 is verified.

### 4.2.1. Representable THAFs

In the following, the embryonic idea of representation in the context of THAFs is introduced. Such idea extends the interval representation as presented in $[5-7,16,31]$ to the context of THAFs.

Definition 12. Let $\mathcal{M}$ be an $n$-ary THAF. $\mathcal{M}$ is an $\mathbb{H}$-representation of an $n$-ary $A F M$, denoted by $\mathcal{M} \ll_{H} M$, if $M\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{M}\left(X_{1}, \ldots, X_{n}\right)$ when $X_{1}, \ldots, X_{n} \in \mathbb{H}$ and $x_{i} \in X_{i}$ for any $i \in \mathbb{N}_{n}$.

Clearly, $\widehat{M}$ is an $\mathbb{H}$-representation of $M$. Notice also that not all $n$-ary THAFs $\mathcal{M}$ are $\mathbb{H}$-representations of some $n$-ary AF $M$, e.g., $\mathcal{M}: \mathbb{H} \rightarrow \mathbb{H}$ as a THAF defined by $\mathcal{M}(X)=\left\{\sigma_{X}(\# X)\right\}$, or equivalently, $\mathcal{M}(X)=\{\max (X)\}$, for each $X \in \mathbb{H}$.

## 5. Finite hesitant triangular norms

Extending the study of t-norm class, one of the most relevant class of aggregation functions which plays an important role in many applications of Fuzzy Logic [16,23], in this section we discuss the condition under which an $\mathbb{-}-t$-subnorm can be obtained from a t-subnorm by applying the two methodologies introduced in Section 4.

Definition 13. Let $\mathcal{T}$ be a binary THAF. $\mathcal{T}$ is said to be a typical hesitant t-subnorm, $\mathbb{H}$-t-subnorm in short, if it is commutative, associative and $\mathcal{T}(X, Y) \leqslant \mathbb{H} X \wedge Y . \mathcal{T}$ is said to be a typical hesitant t-norm, $\mathbb{H}$-t-norm if it is an $\mathbb{H}$-t-subnorm with 1 as the neutral element.

Lemma 1. Let $M_{1}$ and $M_{2}$ two AFs. $M_{1} \leqslant M_{2}$ iff $\widetilde{M_{1}} \leqslant_{H} \widetilde{M_{2}}$.

Proof. $(\Rightarrow)$ Suppose that $M_{1} \leqslant M_{2}$. Let $X_{i} \in \mathbb{H}$ with $i=1, \ldots n$ and $m=\min \left(\# X_{1}, \ldots, \# X_{n}\right)$. Then by definition of $\leqslant_{\Perp}$, it holds that

$$
\widetilde{M_{1}}\left(X_{1}, \ldots, X_{n}\right)=\left\{M_{1}\left(\sigma_{X_{1}}(i), \ldots, \sigma_{X_{n}}(i)\right): i=1, \ldots, m\right\} \leqslant_{H}\left\{M_{2}\left(\sigma_{X_{1}}(i), \ldots, \sigma_{X_{n}}(i)\right): i=1, \ldots, m\right\}=\widetilde{M_{2}}\left(X_{1}, \ldots, X_{n}\right) .
$$

$(\Leftarrow)$ If $\widetilde{M_{1}} \leqslant \leqslant_{H} \widetilde{M_{2}}$, then trivially for each $x_{i} \in[0,1]$, with $i=1, \ldots, n$, then

$$
\left\{M_{1}\left(x_{1}, \ldots, x_{n}\right)\right\}=\widetilde{M_{1}}\left(\left\{x_{1}\right\} \ldots,\left\{x_{n}\right\}\right) \leqslant_{\mathbb{H}} \widetilde{M_{2}}\left(\left\{x_{1}\right\} \ldots,\left\{x_{n}\right\}\right)=\left\{M_{2}\left(x_{1}, \ldots, x_{n}\right)\right\}
$$

Therefore, by definition of $\leqslant_{H}, M_{1}\left(x_{1}, \ldots, x_{n}\right) \leqslant M_{2}\left(x_{1}, \ldots, x_{n}\right)$.

Corollary 1. Let $T:[0,1]^{2} \rightarrow[0,1]$. Then $\widetilde{T}$ is an $\mathbb{H}-t$-subnorm iff $T$ is $a \mathbb{H}$-t-subnorm.

Proof. Straightforward from Theorem 2 and Lemma 1.

Corollary 2. Let $T:[0,1]^{2} \rightarrow[0,1]$. Then $\widehat{T}$ is an $\mathbb{H}-t$-norm iff $T$ is a t-norm.

Proof. Straightforward from Theorem 3.


$$
\mathcal{T}^{*}(X, Y)= \begin{cases}\mathcal{T}(X, Y,) & \text { if } X \vee Y \neq \mathbf{1} \\ X \wedge Y, & \text { otherwise }\end{cases}
$$

Proof. Straightforward.

Corollary 3. If $T$ is a $t$-subnorm then $\widetilde{T}^{*}$ is $a \mathbb{H}-t$-norm.

Proof. Straightforward from Corollary 1 and Proposition 4.

Proposition 5. Let $\mathcal{T}: \mathbb{H}^{2} \rightarrow \mathbb{H}$ be an $\mathbb{H - t - n o r m}$. It follows that:
(i) If $\mathcal{T}$ verifies the cancellation law then it is strictly isotone;
(ii) if $\mathcal{T}$ is strictly isotonic then it has only trivial idempotent elements;
(iii) if $\mathcal{T}$ is strictly monotone then it has no divisors of zero.

Proof. Let $\mathcal{T}: \mathbb{H}^{2} \rightarrow \mathbb{H}$ be an $\mathbb{H}$-t-norm, and $X_{1}, X_{2}, X_{3} \in \mathbb{H}$.
(i) If $X \neq \mathbf{0}$ and $Y<Z$ then by isotonic $\mathcal{T}(X, Y) \leqslant \mathcal{T}(X, Z)$. If $\mathcal{T}$ satisfies the cancellation law and $\mathcal{T}(X, Y)=\mathcal{T}(X, Z)$, then $X=\mathbf{0}$ or $X=Z$, which is a contradiction. Therefore, $\mathcal{T}$ is strictly isotonic.
(ii) The existence of neutral element $\mathbf{1}$ and the strict monotonicity of $\mathcal{T}$ implies that $\mathcal{T}(X, X)<\mathcal{T}(X, \mathbf{1})=X$, for all $X \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$. Therefore, $\mathcal{T}$ has only trivial idempotent elements.
(iii) The assumption that $A$ is a divisor of zero, i.e., $\mathcal{T}(A, X)=\mathbf{0}$ for some $X \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$ implies that $\frac{X}{n}=\left\{\frac{x}{n}: x \in X\right\} \in \mathbb{H}$ is such that $\mathcal{T}(A, X)=\mathcal{T}\left(A, \frac{X}{n}\right)=\mathbf{0}$. This is a contradiction, since it violates the strict monotonicity of $\mathcal{T}$.

Therefore, Proposition 5 is verified.

## Corollary 4

(iv) if $\mathcal{T}$ verifies the cancellation law, it has only trivial idempotent elements;
(v) if $\mathcal{T}$ verifies the cancellation law, it has no divisors of zero.

Proof. Straightforward from Proposition 5.

Definition 14. An $\mathbb{H}-\mathrm{t}$-norm $\mathcal{T}: \mathbb{H}^{2} \rightarrow \mathbb{H}$ strictly monotone and continuous is called a strict $\mathbb{H}-\mathrm{t}$-norm.

Proposition 6. Let $\mathcal{T}: \mathbb{H}^{2} \rightarrow \mathbb{H}$ be an $\mathbb{H - t - n o r m . ~ I t ~ f o l l o w s ~ t h a t : ~}$
(vi) if $\mathcal{T}$ is strict then it is strictly monotone;
(vii) if $\mathcal{T}$ is strict then it verifies the Archimedean property;
(viii) if $\mathcal{T}$ is strict then it verifies the cancellation law;
(ix) if $\mathcal{T}$ verifies the Archimedean property, it has only trivial idempotent elements.

Proof. Let $\mathcal{T}: \mathbb{H}^{2} \rightarrow \mathbb{H}$ be an $\mathbb{H}-t-n o r m$.
(vi) Follows from Definition 14.
(vii) If $\mathcal{T}$ is a strictly monotone, by assertion (ii), it has only trivial idempotent elements. Then, it follows that, for all $X, Y \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}, \mathcal{T}(X, X)<\mathcal{T}(X, \mathbf{1})=X$. And so, it is clear that there exist at most finitely many integer $n$ with $\mathcal{T}^{n}(X)<_{H} Y$, i.e. $\mathcal{T}$ is also Archimedean.
(viii) Follows immediately from assertions (i) and (vi).
(ix) In order to prove assertion (ix), let $\mathcal{T}$ be an $\mathbb{H}-t$-norm which verifies the Archimedean property. Then, for each $X \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}, \mathcal{T}(X, X)<_{H} X$. So, no $X \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$ is an idempotent element.

Therefore, Proposition 6 is verified.
Fig. 1 summarizes the assertions in Propositions 5 and 6, denoting by $\mathcal{C}(Z D), \mathcal{C}(S M), \mathcal{C}(I E), \mathcal{C}(C L), \mathcal{C}(S)$ and $\mathcal{C}(A P)$ to the classes of $\mathbb{H}-t$-norms which satisfy the properties M4, M6, M5-a, M11, and M10.

## 6. H -automorphisms acting on typical hesitant aggregation functions

In the following we describe how to obtain an $\mathbb{H}$-automorphism $\hat{\phi}$ on $\mathbb{H}$ from an automorphism $\phi$ on $[0,1]$. We also investigate two relevant aspects in Theorems 4 and 5: the action of an $\mathbb{H}$-automorphism on a binary THAF $\mathcal{T}$ and the preservation of its main properties in the class of $\mathbb{H - t}$-norms.


Fig. 1. Commutative diagram of $\mathbb{H - t}$-norms.

Definition 15. A function $\Phi: \mathbb{H} \rightarrow \mathbb{H}$ is an $\mathbb{H}$-automorphism if it is bijective and, for each $X, Y \in \mathbb{H}, X \leqslant \mathbb{H} Y$ iff $\Phi(X) \leqslant \Phi(Y)$. By Definition 15, $\mathbb{-}$-automorphisms are closed under the composition and the inverse of an $\mathbb{H}$-automorphism also is an - -automorphism:


Proof. Trivially, the composition of bijective and isotonic functions on a set, in this case $\mathbb{H}$, is also bijective and isotonic. Therefore, $\mathbb{H}$-automorphisms are closed under composition. The composition of functions is always associative and the identity function $\mathbb{\square}$, defined by $\mathbb{\square}(X)=X$ for all $X \in \mathbb{H}$, is an $\mathbb{H}$-automorphism such that $(\mathbb{H} \circ \mathbb{\square})(X)=\mathbb{H}(X)=(\mathbb{\square} \circ \mathbb{H})(X)$. Therefore, $(\operatorname{Aut}(\mathbb{H}), \circ)$ has a neutral element. Thus, from the definition of $\mathbb{H}$-automorphism, the inverse of an $\mathbb{H}$-automorphism also is an $\mathbb{H}$-automorphism, and we can conclude that $(\operatorname{Aut}(\mathbb{H}), \circ)$ is a group.

Lemma 2. Let $\Phi: \mathbb{H} \rightarrow \mathbb{H}$ be an $\mathbb{H}$-automorphism. Then for each $X \in \mathbb{H}$ such that $\# X \geqslant 2$, $\# \Phi(X) \geqslant 2$.

Proof. By the definition of $\wedge$, for every $X_{i} \in \mathbb{H}$ with $i \in \mathbb{N}_{n}$, if $\# \sum_{i=1}^{n} X_{i}=1$ then $X_{j}=\sum_{i=1}^{n} X_{i}$ for some $j \in \mathbb{N}_{n}$. Also, observe that $\mathbb{H}$-automorphisms are isomorphisms over the lattice $\left(\mathbb{H}, \leqslant_{H}\right)$ and so $\Phi\left(\sum_{i=1}^{n} X_{i}\right)=\sum_{i=1}^{n} \Phi\left(X_{i}\right)$. Suppose that for some $X \in \mathbb{H}$ with $n=\# X \geqslant 2, \Phi(X)=\{y\}$ for some $y \in[0,1]$. Without loss of generality we can consider that $\sigma_{X}(1) \neq 0$. Then defining $X_{i}=\left\{\frac{\sigma_{X}(1)}{j}: j<i\right\} \cup\left\{\sigma_{X}(i)\right\} \cup\left\{\sigma_{X}(i)+\frac{\sigma_{X}(i+1)-\sigma_{X}(i)}{j}: i<j \leqslant n\right\}$, clearly from definition of $\vee$ for the lattice $\left(\mathbb{H}, \leqslant_{H}\right), X=\sum_{i=1}^{n}$ and $X \neq X_{i}$. So, $\{y\}=\Phi(X)=\Phi\left(\sum_{i=1}^{n} X_{i}\right)=\sum_{i=1}^{n} \Phi\left(X_{i}\right)$ and therefore, $\Phi\left(X_{i}\right)=\{y\}$ which is in contradiction with the bijectivity of $\Phi$.

Proposition 8. Let $\hat{\phi}: \mathbb{H} \rightarrow \mathbb{H}$ be an $\mathbb{H}$-automorphism. Then for each $x \in[0,1]$ there exists $y \in[0,1]$ such that $\hat{\phi}(\{x\})=\{y\}$.

Proof. Suppose that for some $x \in[0,1], \# \Phi(\{x\}) \geqslant 2$. Then, by Lemma $2, \#\{x\}=\# \Phi^{-1}(\Phi(\{x\})) \geqslant 2$ which is an absurd.

Theorem 4. $\hat{\phi}: \mathbb{H} \rightarrow \mathbb{H}$ is an $\mathbb{H}$-automorphism iff there exists an automorphism $\phi:[0,1] \rightarrow[0,1]$ such that, for all $X \in \mathbb{H}$, it follows that $\widehat{\phi}(X)=\{\phi(x): x \in X\}$.

Proof. $(\Rightarrow)$ Let $\hat{\phi}: \mathbb{H} \rightarrow \mathbb{H}$ be an $\mathbb{H}$-automorphism and define $\phi:[0,1] \rightarrow[0,1]$ by $\phi(x)=\sigma_{\hat{\phi}(\{x\})}(1)$. By Proposition 8, it is clear that $\phi$ is an automorphism and that $\hat{\phi}$ and $\phi$ satisfy Eq. (18).
$(\Leftarrow)$ Let $\phi:[0,1] \rightarrow[0,1]$ be an automorphism. First, suppose $X, Y \in \mathbb{H}$ such that $X \neq Y$. We have two cases, there exists $\bar{x} \in X-Y$ or $\bar{y} \in Y-X$. Based on the automorphism $\phi$, we have that: (i) $\phi(\bar{x}) \neq \phi(y)$, for all $y \in Y$; or (ii) $\phi(x) \neq \phi(\bar{y})$, for all $x \in X$. Both cases imply $\{\phi(x): x \in X\} \neq\{\phi(y): y \in Y\}$, which means that $\hat{\phi}(X) \neq \hat{\phi}(Y)$. Therefore $\hat{\phi}$ is an injective function over $\mathbb{H}$. In addition, since $\phi$ is an automorphism, for all $Y \in \mathbb{H}$, if $X=\left\{\phi^{-1}(y): y \in Y\right\}$ then $\hat{\phi}(X)=\left\{\left(\phi \circ \phi^{-1}\right)(y): y \in Y\right\}=Y$. So, $\hat{\phi}$ is a bijective function over $\mathbb{H}$. Now, considering the $\alpha$-normalization and $m=\min (\# X, \# Y)$, for $X, Y \in \mathbb{H}$, suppose that $X \leqslant{ }_{H} Y$. One of the two next cases is held:
(i) $\alpha(X, \# Y)<_{H^{(m)}} \alpha(Y, \# X)$ : since $\phi$ is a non-decreasing function and denoting $\alpha(X, m)$ by $\widetilde{X}$ and $\alpha(Y, m)$ by $\widetilde{Y}$, for each $1 \leqslant i \leqslant m$, we have that $\phi\left(\sigma_{\widetilde{x}}(i)\right) \leqslant \phi\left(\sigma_{\widetilde{Y}}(i)\right)$. Thus, we obtain that $\hat{\phi}(\widetilde{X})=\left\{\phi\left(\sigma_{\widetilde{X}}(i)\right): 1 \leqslant i \leqslant m\right\} \leqslant \mu,{ }_{\boldsymbol{H}}\left\{\phi\left(\sigma_{\widetilde{Y}}(i)\right)\right.$ : $1 \leqslant i \leqslant m\}=\hat{\phi}(\widetilde{Y})$, implying that $\hat{\phi}(X) \leqslant{ }_{\boldsymbol{\phi}} \hat{\phi}^{Y}(Y)$.
(ii) $\alpha(X, \# Y)=\alpha(Y, \# X)$ and $\# Y \leqslant \# X$ : for each $1 \leqslant i \leqslant m$, we have that $\phi\left(\sigma_{\widetilde{X}}(i)\right)=\phi\left(\sigma_{\widetilde{Y}}(i)\right)$. Thus, we obtain that $\hat{\phi}(\widetilde{X})=\left\{\phi\left(\sigma_{\widetilde{X}}(i)\right): 1 \leqslant i \leqslant m\right\} \leqslant_{H}\left\{\phi\left(\sigma_{\widetilde{X}}(i)\right): 1 \leqslant i \leqslant m\right\}=\hat{\phi}(\widetilde{Y})$, which also means that $\hat{\phi}^{Y}(X) \leqslant \begin{aligned} \\ \end{aligned} \hat{\phi}(Y)$.

In both cases, $\hat{\phi}$ is a non-decreasing function on $\mathbb{H}$.

Proposition 9. Let $\phi:[0,1] \rightarrow[0,1]$ be an automorphism and let $\hat{\phi}: \mathbb{H} \rightarrow \mathbb{H}$ be the $\mathbb{H}$-automorphism defined from $\phi$ in Eq. (18). Then it holds that

$$
\widehat{\phi^{-1}}=\hat{\phi}^{-1}
$$

Proof. Let $X \in \mathbb{H}$. Then $\hat{\phi}\left(\widehat{\phi^{-1}}(X)\right)=\hat{\phi}\left(\left\{\phi^{-1}(x): x \in X\right\}=\left\{\phi\left(\phi^{-1}(x)\right): x \in X\right\}=X\right.$ So, $\widehat{\phi^{-1}}$ is an inverse of $\hat{\phi}$.
Given a function $F: \mathbb{H}^{n} \rightarrow \mathbb{H}$ and an $\mathbb{H}$-automorphism $\Phi$, the action of $\Phi$ on $F$ is the function $F^{\Phi}: \mathbb{H}^{n} \rightarrow \mathbb{H}$ called conjugate function of $F$ and defined by

$$
\begin{equation*}
F^{\Phi}\left(X_{1}, \ldots, X_{n}\right)=\Phi^{-1}\left(F\left(\Phi\left(X_{1}\right), \ldots, \Phi\left(X_{n}\right)\right)\right) . \tag{19}
\end{equation*}
$$

Theorem 5. Let $\mathcal{T}: \mathbb{H}^{2} \rightarrow \mathbb{H}$ be a binary THAF and $\Phi: \mathbb{H} \rightarrow \mathbb{H}$ be an $\mathbb{H}$-automorphism defined by $\phi$ in Eq. (18). It follows that:
(i) $\mathcal{T}^{\Phi}$ is an $\mathbb{H}$-t-norm iff $\mathcal{T}$ is an $\mathbb{H}$-t-norm;
(ii) $\mathcal{T}^{\Phi}$ has an annihilator element iff $\mathcal{T}$ has an annihilator element;
(iii) $\mathcal{T}^{\Phi}$ has divisors of zero iff $\mathcal{T}$ has divisors of zero;
(iv) $\mathcal{T}^{\Phi}$ is idempotent iff $\mathcal{T}$ is idempotent;
(v) $\mathcal{T}^{\Phi}$ is strictly isotonic iff $\mathcal{T}$ is strictly isotonic;
(vi) $\mathcal{T}^{\Phi}$ is Archimedean iff $\mathcal{T}$ is Archimedean;
(vii) $\mathcal{T}^{\Phi}$ verifies the cancellation law iff $\mathcal{T}$ verifies the cancellation law;
(viii) $\mathcal{T}^{\Phi}$ has a nilpotent element iff $\mathcal{T}$ has a nilpotent element;

Proof. Let $\mathcal{T}: \mathbb{H}^{2} \rightarrow \mathbb{H}$ be a binary THAF, $\Phi: \mathbb{H} \rightarrow \mathbb{H}$ be an $\mathbb{H}$-automorphism and $\mathcal{T}^{\phi}: \mathbb{H}^{2} \rightarrow \mathbb{H}$ be its conjugate function.
(i) If $\mathcal{T}$ is an $\mathbb{H}$-t-norm, for all $X_{1}, X_{2}, X_{3} \in \mathbb{H}$, it follows that:
(1) $\mathcal{T}^{\Phi}$ is symmetric:
$\mathcal{T}^{\Phi}\left(X_{1}, X_{2}\right)=\Phi^{-1}\left(\mathcal{T}\left(\Phi\left(X_{1}\right), \Phi\left(X_{2}\right)\right)\right)=\Phi^{-1}\left(\mathcal{T}\left(\Phi\left(X_{2}\right), \Phi\left(X_{1}\right)\right)\right)=\mathcal{T}^{\Phi}\left(X_{2}, X_{1}\right)$
(2) $\mathcal{T}^{\Phi}$ is associative:

$$
\begin{aligned}
\mathcal{T}^{\Phi}\left(\mathcal{T}^{\Phi}\left(X_{1}, X_{2}\right), X_{3}\right) & =\mathcal{T}^{\Phi}\left(\Phi^{-1}\left(\mathcal{T}\left(\Phi\left(X_{1}\right), \Phi\left(X_{2}\right)\right)\right), X_{3}\right)=\Phi^{-1}\left(\mathcal{T}\left(\mathcal{T}\left(\Phi\left(X_{1}\right), \Phi\left(X_{2}\right)\right), \Phi\left(X_{3}\right)\right)\right. \\
& =\Phi^{-1}\left(\mathcal{T}\left(\Phi\left(X_{1}\right), \mathcal{T}\left(\Phi\left(X_{2}\right)\right), \Phi\left(X_{3}\right)\right)\right)=\mathcal{T}^{\Phi}\left(X_{1}, \mathcal{T}^{\Phi}\left(X_{2}, X_{3}\right)\right)
\end{aligned}
$$

(3) $\mathcal{T}^{\Phi}$ has $\mathbf{1}$ as neutral element:
$\mathcal{T}^{\Phi}\left(X_{1}, \mathbf{1}\right)=\Phi^{-1}\left(\mathcal{T}\left(\Phi\left(X_{1}\right), \Phi(\mathbf{1})\right)\right)=\Phi^{-1}\left(\mathcal{T}\left(\Phi\left(X_{1}\right), \mathbf{1}\right)\right)=\Phi^{-1}\left(\Phi\left(X_{1}\right)\right)=X_{1}$
(ii) If $\mathcal{T}$ has an annihilator element $A \in \mathbb{H}$ we get that
$\mathcal{T}^{\Phi}\left(X, \Phi^{-1}(A)\right)=\Phi^{-1}\left(\mathcal{T}\left(\Phi(X), \Phi\left(\Phi^{-1}(A)\right)\right)\right)=\Phi^{-1}\left(\mathcal{T}(\Phi(X), A)=\Phi^{-1}(A)\right.$.
Thus, $\Phi^{-1}(A)$ is an annihilator of $\mathcal{T}^{\Phi}$.
(iii) If $X, Y \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$ are such that $\mathcal{T}(X, Y)=\mathbf{0}$, then $\mathcal{T}^{\Phi}\left(\Phi^{-1}(X), \Phi^{-1}(Y)\right)=\Phi^{-1}(\mathcal{T}(X, Y))=\mathbf{0}$. Since, $\Phi^{-1}(X) \neq \mathbf{0}$ and $\Phi^{-1}(-$ $Y) \neq \mathbf{0}$, then $\Phi^{-1}(X)$ is a divisor of zero of $\mathcal{T}^{\Phi}$.
(iv) If $\mathcal{T}$ is idempotent and $\Phi$ is an $\mathbb{H}$-automorphism, property $M 5$ is fulfilled by the conjugate of $\mathcal{T}$ :
$\mathcal{T}^{\Phi}(X, X)=\Phi^{-1}(\mathcal{T}(\Phi(X), \Phi(X)))=\Phi^{-1}(\Phi(X))=X$, for all $\Phi(X) \in \mathbb{H}$.
(v) Let $\mathcal{T}$ be strictly isotonic function. In this case we have the following: $\mathcal{T}^{\Phi}(X, Y)=$ $\Phi^{-1}(\mathcal{T}(\Phi(X), \Phi(Y)))<_{H} \Phi^{-1}(\mathcal{T}(\Phi(X), \Phi(Z)))=\mathcal{T}^{\Phi}(X, Z)$, whenever $X \neq \mathbf{0}$ and $Y<_{H} Z$. So, $\mathcal{T}^{\Phi}$ is also a strictly isotonic function.
(vi) Let the $\mathbb{H}$-t-norm $\mathcal{T}$ be Archimedean and $\Phi$ is an $\mathbb{H}$-automorphism. Then, for each $X, Y \in \mathbb{H} \backslash\{\mathbf{1}, \mathbf{0}\}$, we have that $\Phi(X), \Phi(Y) \in \mathbb{H} \backslash\{\mathbf{1}, \mathbf{0}\}$. Therefore, because $\mathcal{T}$ is Archimedean there exists $n \in \mathbb{N}$ such that $\mathcal{T}^{n}(\Phi(X))<_{H} \Phi(Y)$ and so, $\left(\mathcal{T}^{\Phi}\right)^{n}(X)=\Phi^{-1}\left(\mathcal{T}^{n}(\Phi(X))\right)<_{H} Y$, i.e. $\mathcal{T}^{\Phi}$ also is Archimedean.
(vii) Let $\mathcal{T}$ be a $\mathbb{H}$-t-norm verifying the cancellation law, whereas $\Phi$ is an $\mathbb{H}$-automorphism. If $\mathcal{T}^{\Phi}(X, Y)=\mathcal{T}^{\Phi}(X, Z)$, then because $\Phi^{-1}$ is bijective, $\mathcal{T}(\Phi(X), \Phi(Y))=\mathcal{T}(\Phi(X), \Phi(Z))$. Since $\mathcal{T}$ verifies the cancellation law, we have that $\Phi(X)=\mathbf{0}$ implies that $X=\mathbf{0}$ or $\Phi(Y)=\Phi(Z)$ and, in this case, we can conclude that $Y=Z$.
(viii) Let $T$ be a nilpotent element of $\mathcal{T}$. So, $T \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$ and based on the $\mathbb{H}$-automorphism $\Phi$, it also means that $\Phi^{-1}(T) \in \mathbb{H} \backslash\{\mathbf{0}, \mathbf{1}\}$. So, there exists $n \in \mathbb{N}$ such that $\mathcal{T}^{n}(T)=\mathbf{0}$ and it follows that $\left(\mathcal{T}^{\Phi}\right)^{n}\left(\Phi^{-1}(T)\right)=\Phi^{-1}\left(\mathcal{T}^{n}\left(\Phi\left(\Phi^{-1}(T)\right)\right)=\Phi^{-1}\left(\mathcal{T}^{n}(T)\right)=\Phi^{-1}(\mathbf{0})=\mathbf{0}\right.$. Therefore, it holds that $\mathcal{T}^{\Phi}\left(\Phi^{-1}(T)\right)=\mathbf{0}$. This shows $\Phi^{-1}(T)$ is a nilpotent element of $\mathcal{T}^{\Phi}$.
The converse follows by the previous proof and the fact that $\Phi^{-1}$ is an $\mathbb{H}$-automorphism and $\left(\mathcal{T}^{\Phi}\right)^{\Phi^{-1}}=\mathcal{T}$.

## 7. Final remarks

In this paper we have studied the THAFs defined over the set of all typical hesitant fuzzy sets by considering two methodologies, both compatible with the partial order $\leqslant_{\mu}$, whose definition is based on $\alpha$-normalization and $\sigma$-permutation. The main advantage of such methods against other similar methods is the intuitive way to deal with the monotonicity of THAFs. This intuitive way can be extended to construct ordered aggregation operators for THFEs, as requirements for modelling and grouping the information obtained from different sources.

Together with the main properties of THAFs extended from AFs, we also investigate their conjugate functions obtained by action of $\mathbb{H}$-automorphisms. In particular, the class of $\mathbb{H}-t$-norms was considered and the conditions under which main properties of such aggregation functions are preserved by their conjugate functions were also presented.

Further work intends to investigate other theoretical aspects related to typical hesitant fuzzy t-conorms ( $\mathbb{-}-\mathrm{t}$-conorms) and negations ( $\mathbb{-}-$ negations) including other fuzzy connectives. Such investigation provides foundations to make use of Hesitant Fuzzy Logic in several applied fields, such as decision making.
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