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ABSTRACT

This study compares the application of two variable selection methods in Partial Least Squares Regression (PLSR), the Variable Importance in Prediction (VIP) method and the Selectivity Ratio (SR) method. For this purpose, three different datasets were analysed: a) physiochemical water quality parameters related to sensorial data, b) GC-MS chemical (organic compound) profiles from fossil sea sediment samples related to sea surface temperature (SST) changes, and c) exposed genes of *Daphnia magna* females related to their total offspring production. Correlation coefficients (R), levels of significance (p-value) and interpretation of the underlying experimental phenomena allowed the discussion about the best approach for variable selection in each case. The comparison of the two variable selection methods in the first water quality data set showed that the SR method is more accurate for sensorial prediction. For the climate data set, when raw TIC GC-MS chromatograms were considered, variables selected using the VIP method were easier to interpret compared to those selected by the SR method. However, when only selected chromatographic peak areas were considered, the SR method detected more efficiently the most relevant variables for SST changes. For the transcriptomic data set, the SR method was found again to be more reliable for variable selection purposes
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1. INTRODUCTION

The analysis of multi- and megavariate data has become increasingly important in diverse scientific fields like in gene expression microarray data analysis, gas and liquid chromatography-mass spectrometry (GC- and LC-MS), FT-IR, Raman, NMR and MS spectroscopies and hyperspectral imaging, among other. In all these cases, variable selection techniques are a critical step to obtain a good prediction performance and to explain the underlying phenomena. For predicting one or several parameters from a multivariate data set, multivariate linear calibration models based on latent variables like Principal Component Regression ([1](#_ENREF_1)) and Partial Least Squares Regression ([2-4](#_ENREF_2)) methods are used. These methods can process very large data sets even when the number of variables is much larger than the number of samples ([5](#_ENREF_5)). In many cases, most of these variables are little relevant to the investigated problem as they represent variation not related to the response to be modelled and their number can be drastically reduced with minor loss of information. Variable selection methods help selecting a small set of very relevant predictor variables which are correlated to a particular response variable. Variable selection can improve the estimation accuracy by effectively identifying the subset of important predictors and can enhance the model interpretability with parsimonious representation.

There are many approaches that have been proposed as variable selection methods, a large number of them have been extensively described in previous works ([5](#_ENREF_5),[6](#_ENREF_6)). One of the most popular variable selection methods at present is the variable importance in partial least squares (PLS) projection method, which was proposed in 1993 by Wold et al. ([7](#_ENREF_7)) as ‘Variable influence on projection’ (VIP) which is also known as ‘variable importance in projection scores’ or VIP scores by ([8](#_ENREF_8)) . VIP scores are useful in understanding **X** space predictor variables that best explain **y** variance. VIP scores give an estimate of the contribution of a given predictor to a PLS regression model. Target Projection (TP) with Selectivity Ratio (SR) is another popular method which was also proposed as a tool for variable selection in multivariate data analysis ([9](#_ENREF_9)). Variable selectivity ratios are obtained by calculating the ratio of explained to residual variance of the **X** variables on the y target-projected component.

VIP and SR are two of the most frequently used methods in chemometrics for variable selection. VIP scores selection method has been extensively used in different fields and thus for a variety of data types ([10-16](#_ENREF_10)). Recently, Galindo-Prieto and coauthors ([17](#_ENREF_17)) proposed a new VIP approach for orthogonal projections to PLS latent structures (OPLS) to enhance model interpretability. Although the number of applications in scientific works of the SR method is lower than the VIP scores method, SR method is significantly increasing its use at present ([9](#_ENREF_9),[18-21](#_ENREF_18)). VIP and SR methods have been compared in some scientific works together with other variable selection methods ([9](#_ENREF_9),[22](#_ENREF_22),[23](#_ENREF_23)). Rajalahti and coauthors ([9](#_ENREF_9)), compared SR and VIP on mass spectral profiles and stated that VIP approach was not working for biomarker selection, because it proposed too many false biomarkers. Likewise, Tran and coauthors ([23](#_ENREF_23)) compared SR and VIP methods on NIR spectra datasets, and it was found that SR was more reliable for datasets with noisy variables when compared to the VIP, despite that SR was too conservative. More recently, ([24](#_ENREF_24)) investigated PLS discriminant analysis (PLS-DA) combined with VIP and SR on gas chromatography coupled with flame ionization detection (GC-FID) data. In this case, the effect of variable selection was monitored using a bootstrap procedure. It was concluded that SR presented best predictive abilities than VIP, and that the VIP method was biased to select those variables that were present at the highest concentrations and presented large absolute sizes (they have large variances in the PLS-DA model). In this work, VIP and SR variable selection methods are compared for the analysis of three different data sets.

In this work three data sets were analysed with these two methods. In the first data set (water quality data set) analysed in this paper, physiochemical water quality parameters were related to sensorial data of the same water samples ([25](#_ENREF_25)). In this case, the application of PLS to physicochemical and sensory data allowed discrimination among groups of panellist evaluators according to their preferences for different water types.

In the second data set(climate data set), GC-MS chemical (organic compound) profiles from fossil sea sediment samples were correlated with sea surface temperature changes. The application of PLSR allowed the identification of organic compounds whose concentrations in sea sediment stratified samples were changing more with sea surface temperature (SST) ([26](#_ENREF_26)).

And in the third data set (transcriptomic data set), genes from *Daphnia magna* females exposed to sublethal doses of the Selective Serotonin Reuptake Inhibitors (SSRIs) fluoxetine and fluvoxamine were correlated to their corresponding total offspring production ([27](#_ENREF_27)). PLSR was used to investigate the correlations between transcriptome data and total offspring production. And genes contributing more to the prediction of the reproduction responses were selected and compared using the proposed variable selection methods ([27](#_ENREF_27)).

In this work, a discussion about the reasons why the two variable selection methods (VIP and SR) differ when applied to the same three data sets is presented. Also, the possible advantages and disadvantages of applying these two methods are examined.

3. THEORY

3.1 Partial Least Squares Regression (PLSR)

In this work PLSR ([3](#_ENREF_3),[4](#_ENREF_4),[28](#_ENREF_28)) analysis was performed on each data set: water quality data, climate data and transcriptome data; to investigate the more influent variables in the corresponding model. PLSR is a regression method that combines features from PCA and multiple regression to optimise separation between different groups of samples. PLSR provide information about the correlation structures of the variables and structural similarities or dissimilarities among the variables.

3.2 Variable importance in projection (VIP)

The Variable importance in projection (VIP) selection method was first published by Wold and coauthors ([7](#_ENREF_7)). VIP scores summarize the influence of individual **X**-variables on the PLS model. VIP scores are calculated as the weighted sum of squares of the PLS weights, **w\***, which take into account the amount of explained **y**-variance in each extracted latent variable (dimension). VIP scores give a measure useful to select what are the variables which contribute the most to the y variance explanation. For a given model and data set there will always be only one VIP scores-vector, summarizing all components and **y** -variables.

The VIP score for the jth variable is given as:

(1)

Where is the weight value for j variable and f component, is the sum of squares of explained variance for the fth component and J number of **X** variables. is the total sum of squares explained of the dependent variable, and is the total number of components. is a measure of the contribution of each variable according to the variance explained by each PLS component were represents the importance of the jth variable.

In case of one-dimensional **Y**-space, **y**, holds:

(2)

where **T** is the **X** scores matrix and **b** the PLS inner relation vector of coefficients.

Since the average of the squared VIP scores equals 1, ‘greater than one rule’ is generally used as a criterion for variable selection ([29](#_ENREF_29)). This is not a statistically justified limit and it can be shown that it is very sensitive to the presence of non-relevant information pertaining to **X** ([23](#_ENREF_23)).

3.3 Selectivity Ratio (SR)

The Selectivity Ratio (SR) ([9](#_ENREF_9),[21](#_ENREF_21)) method is a visualization tool for searching what are the important variables of a multivariate data set in the prediction of a particular property. The ratio between the explained and the residual (unexplained) variance for each variable in the target projection vector (TP) defines the SR for the variable in question. This target projection utilizes both the predictive ability (regression vector) and the explanatory ability (spectral variance/covariance matrix) for the calculation of the selectivity ratio. Given the PLS regression vector, , Target Projection is performed via the projection of the rows of **X** onto the normalized regression coefficients vector in Equation 3. In this Equation is proportional to the predicted values, . The loadings, **,** are obtained by projecting the columns of **X** onto the score vectors, **tTP**, which again is proportional to in Equation (3) and (4).

(3)

(4)

The ratio of the explained variance () and of the residual variance for each variable () in the sum of squares in Equation (5) and (6), respectively, is used then to determine the variable importance, SR, in Equation (7)

(5)

(6)

(7)

Rajalahti and coauthors ([21](#_ENREF_21)) proposed a F-test to define a boundary between variable regions with high discriminating ability and less interesting regions. In order to determinate which variable has a high discriminatory ability and to reject the null hypothesis (explained and residual variances are the same), the calculated F value (Fcalc) which is equal to SRi from Eq. 7, has to exceed the critical value for the F distribution, Fcrit.

Fcalc = SRi > Fcrit = F (α, N-2, N-3) (8)

Where N is the sample size and α the significance level. In this work, the F*-*test (95%) criterion has been chosen to select the marker candidate.

4. DATA SETS DESCRIPTION

4.1 Water quality data set

This dataset (see Table 1 supplementary material) consisted of 13 physicochemical parameters (**X** predictor variables) and of one overall score for the water taste and flavour evaluation (**y** predicted variable) of 25 bottled mineral and tap water samples covering a wide range of mineralization and chemical composition from different sources ([25](#_ENREF_25)) . Water samples were analyzed using standard methods. Water blends and dilutions were allowed for 48 h of equilibration before analysis. Sodium, potassium, calcium and magnesium and silica concentration levels were analysed by inductively coupled plasma optical emission spectrometry (ICP-OES). Conductivity at 20 ºC, pH and bicarbonate levels were determined by robotic titrosampler. Chloride, nitrate and sulphate concentrations were analysed by ionic chromatography. TDS (dry residue at 180 ºC) levels were measured by gravimetry. Free residual chlorine was analysed by DPD colorimetric method. Sensory analysis were carried out by a panel of selected people ([30](#_ENREF_30)), which were trained according to a flavour profile analysis (FPA) method previously developed in ([31](#_ENREF_31)). Results of these analysis are given in a Table (supplementary material) which summarizes the collected mineral and tap water samples, their mineral composition described as physicochemical parameters and their overall flavour scores. Further information about samples and analysis procedure is given in ([25](#_ENREF_25)).

4.2 Climate data set

This climate dataset (see Figure 1 supplementary material) consisted of 10 Total Ion Current (TIC) GC-MS chromatographic profiles (2940 retention times) of the neutral fractions extracted from 10 fossil stratified sediment marine samples (**X** predictor variables) and of their corresponding alkenone-based reconstructed sea surface temperature (SST) (y predicted variable). Sediment marine records were taken from site IODP-U1318C, in the continental margin southwest of UK islands during the Integrated Ocean Drilling Program (IODP) Expedition 307 at Challenger Mound in Porcupine Seabight, 420.9 meters below seafloor ([32](#_ENREF_32)). The procedures and equipment for extracting, isolating and quantifying the fossil compounds have been described by ([33](#_ENREF_33),[34](#_ENREF_34)). Purified extract samples were diluted in toluene and analysed using GC-MS. Mass spectra were acquired in electron ionization mode scanning from m/z 42 to 700. Previous to their analysis, the chromatographic profiles of the 10 samples were baseline corrected using asymmetric least squares (AsLS) method ([35](#_ENREF_35),[36](#_ENREF_36)), peak aligned using Correlation Optimized Warping (COW) algorithm ([37](#_ENREF_37),[38](#_ENREF_38)) and mean-centered. Further details of experimental methodology and of data pre-treatment are given in ([26](#_ENREF_26)). Annual mean SST values were reconstructed using a global core-top calibration method and the alkenone unsaturation index UK’37 ([39](#_ENREF_39)) and mean-centered prior to PLSR analysis.

Additionally, a second **X** matrix of predictor variables (see Table 2 supplementary material) was obtained using 77 fossil compounds recognized in the original chromatogram and identified by comparison of their corresponding measured spectra to library data and synthetic standards ([26](#_ENREF_26)). Their chromatographic areas were then integrated to estimate the relative concentration of each of the identified organic compounds. This new **X** matrix was then correlated to the **y** vector having the SST values associated to each of the 10 analysed samples.

4.3 Transcriptome data set

Transcriptome dataset consists of the microarray analysis transcriptional stress responses (1207 deregulated gene fragments) of 12 *D. magna* female samples (**X** matrix of predictor variables) exposed to sublethal doses of the Selective Serotonin Reuptake Inhibitors (SSRIs): fluoxetine and fluvoxamine and their corresponding total offspring production (**y** predicted variables). Tests were performed to determine the effects of the chemicals of interest on transcriptomic responses and reproduction rates on adult stages. Microarrays analyses were performed on isolated RNA from the samples. Microarray results were validated with real-time quantitative polymerase chain reaction (qPCR). Further information about the experiments is found in ([27](#_ENREF_27)).

4. RESULTS AND DISCUSSION

4.1 Water quality data set results

PLSR was applied first to the water quality data set which include sensorial data values (as **y**- variable). **X** (water physicochemical parameters) and **y** (water taste scores) variables were autoscaled. Using leave-one-out cross-validation, PLS modelling resulted in a two-latent variables model which accounted for 68.43% of the **X** data variance and around 89% of the **y** variance.

Table 1 shows the pair-wise correlation coefficients (R) between water quality physicochemical parameters (column variables of **X-**matrix) and water taste scores (**y**-vector), with their level of significance (p-value). The selection obtained using VIP and SR approaches is provided in Figure 1 together with the list of variables correlated to the predicted response **y**.

Figure 1 shows the comparison of the previously shown correlation coefficients, R (Table 1), with the variables selected using VIP and SR methods. The variables along the x-axis are arranged according to their correlation coefficients as it is shown in the map legend at the right side (whiter color means higher correlation).. VIP and SR selected variables are represented in white and non-selected variables are in black

Figure 1 shows that almost the same number of variables were selected by the VIP scores and SR methods, considering a threshold greater than one for VIP scores and 2.04 for SR (F-test, 95%). When the correlation coefficient of variables selected by VIP and SR methods were compared, variables with absolute value of R higher than 0.76 (Table 1) were the same in both variable selection methods (Figure 1). Variable number 10 (Table 1), potassium, with an R value of -0.69 was selected by the VIP method but not by the SR method. Originally, potassium was in such low concentrations in all water samples that was no perceivable in taste by panellists, only sodium (Table 1) was in such a concentration that had effects on taste ([25](#_ENREF_25)). In the VIP calculation, due to the **X**-variable autoscaling, the weighted sum of squares of the PLS weights resulted to be almost equal, and VIP scores resulted to be the same. The selection of potassium variable by the VIP method should be considered doubtful because of their low correlation coefficient value with **y** compared to other selected variables, but potassium had spurious correlation with sodium, this is the reason why it is considered in the PLS model. For this example, the SR method resulted to be more accurate since it did not select potassium as an important variable.

4.2. Climate data set results

In this case, PLSR was initially applied to TIC GC-MS chromatograms of the neutral fractions extracted from 10 fossil sediment marine samples (**X**-variables, with dimensions of 10x2940) and to the reconstructed sea surface temperature variables, SST values (**y**-variable, with dimensions 10x1). Using leave-one-out cross-validation, first PLS latent variable (LV1) accounted for 64.59% of **X** data variance and as much as 93.01% of the dependent variable**y** (SST) variance. PLSR results confirmed therefore, the presence of a strong correlation pattern between the 10 TIC chromatographic elution profiles of the neutral fraction and the SST changes in sediment samples.

From the application of PLSR to the pre-processed TIC chromatograms, the VIP method selected 50 variables with VIP scores greater than one, and the SR method selected 58 variables with SR scores greater than 3.73 (F-test, 95%). In Figure 1, the selection obtained using VIP and a SR method is provided, together with the list of variables that should have a relation to the predicted response **y**. All SR variables had absolute R values higher than 0.75 whereas there were a subset of the VIP variables which had absolute R values lower than 0.6. The SR method gives a higher sensitivity and the VIP method a lower specificity. However, there are a subset of variables selected by the SR method (Figure 2) with high correlation coefficients with **y** but not selected by the SR method.

When the SR variable selection method was applied to raw chromatographic data, SR scores resulted higher when the corresponding correlation coefficients with the **y**-variable (Table supplementary material) were also higher, close to one, regardless the shape of the chromatographic peak. In some cases, significant SR values were obtained at regions of the chromatographic profile where no peak was present. In Figure 3 two examples are given, where TIC chromatogram regions at retention times 11.6 and 12.1 minutes were chemically meaningless, but SR values were rather high. In contrast, in Figure 3, all VIP scores are placed at retention times where, indeed, there are chromatographic peaks.

PLSR analysis was also applied to the autoscaled peak areas (concentrations) of the identified organic compounds in the GC-MS analysis (**X**-matrix of predictor variables, of dimensions of 10x77) of sea sediment samples. Using a leave-one-out cross-validation strategy, PLSR LV1 accounted for 42.70% of the **X** data variance and for almost 93% of the **y** data variance. In this case, from the 77 **X** variables tested, there were 42 with VIP scores greater than one. And 16 variables were significant according to the F-test (95%) for the SR method (see Figure 4). All these 16 SR variables were in the same group as the 42 VIP variables.

Correlation coefficients of the 16 variables selected by both, VIP and SR, methods were greater than 0.8 (p < 0.005). There were three variables with absolute values of R near to one (p < 0.005), which were rejected by VIP and not by SR (variables 4, 15 and 73 of concentration **X** matrix, in Table 5 of supplementary material). All other variables selected by VIP and not by SR methods presented an absolute R value between 0.62 and 0.72 (p < 0.005).

When variables selected using VIP method from the GC-MS TIC chromatograms (50 in total) were compared with those selected from the concentrations of the 77 identified organic compounds (42 in total), 24 common variables were encountered to be relevant in both analysis. All 24 variables had an absolute R value higher than 0.75 (p < 0.05) for the TIC chromatograms, and higher than 0.62 (p < 0.05) for the peak areas. When comparing the variables selected by SR scores from TIC chromatograms (58 in total) with those selected from peak areas (16 in total), 11 variables proved to be common in both analyses with absoluter R values higher than 0.90 (p < 0.0005)

To summarize, 11 variables were selected to be important by VIP and SR methods using both the TIC chromatograms data set and the peak areas data set (see Table 2). Table 2 shows that short chain *n*-alkanes (eicosane, heneicosane, docosane, tricosane) and long chain *n*-alkanes (from pentacosane to dotriacontane) were in high abundances at lowest SST values.

Short chain *n*-alkanes originate from a variety of sources, such as marine algae and bacteria ([40](#_ENREF_40),[41](#_ENREF_41)). Long chain *n*-alkanes have a terrestrial source because they are major lipid molecules in epicuticular waxes of vascular plants, and they are common components of eolian winds dust. As discussed in ([26](#_ENREF_26)), climatic processes at lower temperatures transported higher fluxes of terrigenous material (terrestrial compounds) at IODP U1318C site.

The analysed TIC chromatograms contained many variables (retention times) and many of them had no chemical meaning (not related with chemical compounds). Therefore when they were analysed by PLSR, clear differences between SR and VIP variable selection methods were encountered. Since the SR method is based on a variance ratio evaluation (see method section) and each retention time is an individual variable, many of the selected variables by SR were not chemically interpretable (Figure 3). Although correlation coefficients of selected variables by SR were also high, they could not be considered to be reliable markers of the sought changes in SST values.

VIP scores obtained in the PLSR analysis of the TIC chromatograms data set with one single component (LV1) were easier to interpret and gave a profile with chromatographic shape. In contrast to variables selected by the SR method (Figure 2), VIP selected variables had absolute R values lower than 0.6 (Figure 2, Table 3 supplementary material), which means that some of them were less correlated with SST changes. However, the number of relevant variables selected by the SR method was lower for the chromatographic peak areas data set than for the TIC chromatograms data set. This was because in this case, when compound concentrations (integrated peak areas) were used, baseline, background and noisy contributions were discarded and the possibility of false positives was drastically diminished.

4.3 Transcriptomic data set results

PLS analysis of the transcriptomic data set consisted of control and SSRIs treated daphnia samples. Using leave-one-out cross-validation PLSR modelling resulted in a two-latent variables model that accounted for 57.8% of X data variance and explained around 80% of the total y variance.

VIP scores greater than 1 and SR scores higher than 3.14 (F-test, 95%) were selected and compared. Only 6 variables resulted significant by the SR scores method, with 5 of them coincident with those selected by the VIP scores method (271 in total). Owing to the fact that variable selection methods aim at selecting a small set of very relevant variables, and that with a VIP threshold greater than one gave too many variables, VIP threshold value was incremented to 2 and 154 variables resulted important. In this group, the same 5 coincident variables (with VIP and SR method) were again included. Finally, when VIP threshold was incremented up to 3, a total number of 84 variables resulted to be important, but now only 3 of them coincided with those variables selected by SR scores (Figure 3).

Correlation coefficients (R) between the variables selected by SR (F-test 95%) and VIP scores (threshold of 2 and 3) were calculated (see Table 6 supplementary material). 56 variables with VIP scores higher than 2 presented absolutes correlation coefficients of 0.6 or higher (p < 0.05), and 42 variables with VIP scores higher than 3 presented absolutes correlation coefficients of 0.6 or higher (p < 0.05). It has to be pointed out that some of the variables selected by the VIP scores method, as shown in Figure 5, were little correlated with the independent variable. There were some variables with very low correlation coefficients (with R values lower than 0.1) selected by the VIP scores method even with a threshold of 2 and 3 (see table 6 Supplementary material). VIP method finds variables that are important not only because of their possible correlation with the **y** variable, but also because they describe significantly the **X** variance ([5](#_ENREF_5)). In contrast, the six variables selected by the SR scores method presented always a large absolute correlation coefficient value, higher than 0.64 (p < 0.05) (see Table 6 supplementary material). Therefore, in terms of number of false positives, the SR method should be considered a better variable selection method.

In this transcriptomic data example, there were a large number of variables which were selected as relevant using the VIP scores method which were not selected as relevant using the SR method, even though their correlation coefficients with the **y**-variables were also high (supplementary material). As stated previously by other authors ([23](#_ENREF_23)), as a consequence of the reduced number of degrees of freedom in the F-test used in the SR method a very small number of variables are finally selected, which is sometimes a very conservative decision. A large number of false positives are therefore excluded by the SR variable selection method, yet this can imply the cost of excluding also some relevant variables. Therefore, the number of false negatives may be the main disadvantage of the SR method, as it has been shown for this transcriptomic data set and also previously for the climatic data set (see section 4.2), where some highly correlated variables with the **y** vector were discarded by the SR variable selection method.

Two new PLSR analyses were performed using the same data set of this section 4.3.But, in this case, the initial total number of 1207 variables was reduced selecting only the relevant variables from the previous developed PLSR model. In the first analysis, the VIP selected (threshold greater than 3) variables were used (**X**-matrix of predictor variables of dimensions of 1207x84) and in the second analysis, the SR selected variables were used (**X**-matrix of predictor variables of dimensions of 1207x6). PLSR modelling using VIP selected variables resulted in two-latent variables model that accounted for 47.69% of **X** variance and for 93.35% of **y** variance. The second PLSR model using SR selected variables with two latent variables 2 LV, accounted for 89% of **X** variance and for almost 81% of **y** variance. If the aim of the variable selection method is to extract a low number of possible biomarkers of the investigated treatment (total offspring production of females treated with SSRIs), SR method should be considered more accurate. As clearly shown above, half of the variables selected by VIP already explained a 93% of **y** variance. Whereas in the case of the SR method, with only 6 variables selected by SR, already a total of 81% of the **y** variance was explained. In terms of transcriptomic data interpretation, 6 genes may not be enough for testing the hypothesis of the study. In the present study, this hypothesis was whether low concentrations of SSRIs affected offspring production and/or juvenile developmental rates though different mechanisms of action ([27](#_ENREF_27)). The number of genes involved in *D. magna* metabolic pathways is most probably in the hundreds and their identification is a complex task, therefore selection (by SR method) of only 6 genes is insufficient/scarce for a global interpretation of the changes in the metabolic pathways. In this case the SR threshold could be lowered as it was done in previous work ([27](#_ENREF_27)), where those genes with SR values higher than the mean were finally considered to be the most relevant for explaining the offspring.

5. CONCLUSIONS

In this paper, VIP and the SR variable selection methods have been compared for three different datasets. In general, the VIP method selected a higher number of variables than the SR method. Variables selected by the VIP method were sometimes false positive candidates, while those selected by the SR method gave false negative candidates. VIP scores variable selection method was more reliable than the SR method for large datasets such as the raw chromatographic data in the climate data set. In contrast, for other types of preprocessed or transformed data sets, like for the physicochemical variables dataset, both methods detected efficiently the most relevant variables. In the transcriptomic data set and in the t when chromatographic peak areas (concentrations) from the climate data set were used, variables selected by the SR method described most of the **y** variance, whereas, only a low number of variables selected by VIPs were contributing to the description of the **y** variance. Final decision about the best approach should be performed according to the optimal description of the experimental data and from the sounder interpretation of results.
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