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Maxi San Miguel, Catedrátic de la Universitat de les Illes Balears, i Vı́ctor M.
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estos años. A Toni Pérez, entre otras cosas, por el material de su cosecha que me
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Preface

I started my PhD with a background in physics and in particular in statistical
physics. I was interested in applying the knowledge gained during the years in
college (at the University of Barcelona) to problems that are not traditional in
physics. Social dynamics was the perfect arena, as it provides plenty of problems
on the micro-macro connection (emergent phenomena). Luckily at IFISC1, where
I developed my PhD, I was exposed to complex system science right from the
beginning, through the interaction with my supervisors and other scholars, weekly
cross-disciplinary seminars and attendance to multiple congresses on the field
(e.g. NetSci, Sunbelt, ICCS, CEF, WEHIA). I first learnt about network theory,
stochastic methods (both for analytics and simulation) and a whole set of models
for social dynamics. Besides I have been encouraged to be up to date on scientific
achievements, which I do by regularly checking leading international journals and
the ArXiv. My research has focused mainly on opinion dynamics.

Retrospectively I can see an evolution in the research I have been putting
forth, that began with purely theoretical work and has incorporated real data,
influenced by the so-called ’Big data era’. Together with my supervisors we have
moved from purely theoretical models, which I learned to characterize both ana-
lytically and by performing simulations and computer experiments, to contrasting
models with empirical data, where I learned about data analysis. To illustrate
this evolution I here review the projects I have worked on.

As a start on the theoretical side, we characterized a model for link dynamics,
where the links of a social network can have a characteristic, i.e., a state variable
that encodes the type of relation between the individuals in the network [1]. We
characterized the dynamics and asymptotic configurations that follow for such a
link dynamics with a majority rule. A comparison with data about, for example,
language use for two equivalent (in status) languages would be a good test for
the model. Recent results on language use in Twitter [2] offer an opportunity to
address this question.

1Institute for Cross-Disciplinary Physics and Complex Systems, Palma de Mallorca, Spain.
http://www.ifisc.uib-csic.es
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Later we aimed at defining a general methodology to include human activity
patterns into agent based models in terms of update rules (in contrast to queue-
like models) [3]. We show that the outcome of the models qualitatively depend
on the way in which the update rules are implemented. This work was indeed
our first step towards using empirical data, as it builds on empirical results from
various sources, which show that the distributions of times between consecutive
human interactions follows a heavy-tailed distribution. In our case we showed
that implementing human activity patterns to the voter model (an opinion model
implementing random imitation) leads to ordering behavior in situations where
the usual implementation of the model leads to coexistence of opinions.

The work I have enjoyed most is the effort of bringing together modeling and
empirical results. We propose a microscopic model of social influence that is able
to capture macroscopic statistical features of election results, namely the loga-
rithmic decay in vote-share spatial correlations and the stationary distribution
of vote-shares [4]. As a social influence model it needs basically two ingredients,
which are the mechanism through which agents interact (we use imperfect ran-
dom imitation) and a social context, i.e., with whom can an agent interact. For
this second ingredient we use commuting data to infer a nation-wide network
of possible social interactions. The interest in this work comes from different
characteristics: 1) it is a highly cross-disciplinary project, as it builds on pre-
vious works coming from social sciences, political sciences and physics; and this
requires literature review of the different fields 2) the need to work analytically to
simulate a coarse-grained instance of the model for big countries 3) data analysis
is required in order to characterize both election data and commuting patterns 4)
the high heterogeneity of the commuting patterns forces the use of computational
methods and triggers more theoretical questions on the role of heterogeneity of
populations and of commuting fluxes, their spatial distribution and their impact
on diffusion processes.

Besides, during my stay at Harvard University I started a collaboration with
Dr. Jukka-Pekka Onnela and Prof. Nicholas Christakis where we analyzed medi-
cal records, inferred the network of patient transfers between hospitals and inves-
tigated the implications of its temporal, topological and geographical structure
on spreading processes. We show that actually this network is providing a sub-
strate for the diffusion of pathogens by analyzing a subset of medical records
containing a particular diagnose, and thus the temporal network perspective is a
motivated avenue of research to improve health-care.

In the future I want to pursue in this direction, that is, to combine data
analysis with modeling. I believe that both are crucial, since we need data anal-
ysis to transform data into information. This information can be used to test
hypothesis and gain knowledge, from which models can be derived and wisdom
achieved. Elements I would like to investigate further are the connections of
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geography, topology and temporal dynamics of the networks connecting our so-
ciety from the microscopic scale (individuals), to a macroscopic scale (country-
or world-wide) through mesoscopic scales (populations) and the implications of
those networks for human dynamics (diffusion of cultural traits, epidemiological
spreading processes, opinion dynamics).
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Resum

La f́ısica estad́ıstica està en la base de l’estudi dels sistemes complexos. Un sis-
tema complex és un compost per entitats simples que interactuen entre si i a
través de les seves interaccions apareixen fenòmens emergents globals. Aquests
fenòmens no són trivials de derivar donat l’estudi de les unitats äıllades. La
f́ısica estad́ıstica crea espećıficament el vincle entre els mecanismes microscòpics
i el comportament global. Ha tingut èxit en l’estudi tradicional de la f́ısica, per
exemple, en la descripció de transicions de fase. Però el seu èxit no es limita
a la f́ısica i s’ha aplicat també en altres camps com la biologia, la medicina o
la informàtica. Els fenòmens socials també s’estan estudiant mitjançant aquest
marc en les ultimes dècades. El seu objectiu és explicar regularitats globals,
com ara l’aparició sobtada d’una moda, o l’adopció d’una de dues innovacions
tecnològiques aparentment equivalents, o la propagació massiva sobtada d’un ru-
mor. En la societat les entitats bàsiques del sistema són els éssers humans i, com
a tals, són molt complexos i la seva dinàmica espećıfica pot ser molt dif́ıcil de de-
scriure. No obstant la f́ısica estad́ıstica ens ensenya que en molts casos els detalls
espećıfics de la interacció no són importants per tal de descriure qualitativament
el comportament del sistema. Simetries, dimensionalitat i lleis de conservació
són generalment suficients per conèixer el comportament del sistema. Aquest
concepte es diu universalitat i motiva l’estudi dels fenòmens socials mitjançant
models mı́nims que äıllen els mecanismes (no els individus ) i descriure les seves
conseqüències a nivell global.

En una altra ĺınia, la recentment anomenada època Big Data (dades grans)
també ha inflüıt en el desenvolupament de la investigació aqúı reprodüıda. Re-
specte a fenòmens socials això es refereix a la gran quantitat i ràpid creixement
de les dades prodüıdes i emmagatzemades que configuren l’empremta digital de
pràcticament tots els individus, organitzacions i altres entitats de la societat (de-
senvolupada). En aquest camp els cient́ıfics computacionals tenen el lideratge, ja
que són capaços de produir les eines que poden manejar adequadament aquesta
vasta quantitat de dades. No obstant això, l’enfocament t́ıpic d’aquests cient́ıfics
és el de l’extracció d’informació de les dades o la creació d’eines informàtiques que
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poden reproduir les dades d’una forma automàtica (modelatge basat en dades,
aprenentatge automàtic, mètodes d’inferència bayesiana, reconeixement de pa-
trons). Com f́ısics el que tenim per oferir és diferent, és a dir, el modelatge des
d’una perspectiva teòrica. El marc de Big Data ofereix al f́ısic l’oportunitat de
provar i comparar resultats teòrics per refinar els models per tal d’albirar els
mecanismes de la societat responsables d’una gran classe de fenòmens socials (di-
fusió d’opinions o trets culturals, propagació de malalties infeccioses, problemes
d’assignació de trànsit, entre d’altres). I per què són els models útils i interes-
sants? D’una banda d’un model es guanya un coneixement universal, que pot
ser aplicat en qualsevol lloc dins del marc del model. D’altra banda un model
validat permet a l’investigador indagar en situacions i aplicar mesures que puguin
ser inviables en el món real, però es poden reproduir amb l’ús de simulacions per
ordinador .

Aquesta tesi és una instància d’un viatge abstracte que han començat molts
f́ısics. És un viatge que porta al viatger d’un marc de modelatge pur que de
vegades es condimenta amb una motivació que prové dels resultats d’anàlisi de
dades, cap a un modelatge que reuneix la informació de les dades i els mecan-
ismes teòrics d’una manera sistemàtica, tant per tenir models millor informats
com per contrastar els seus resultats amb les dades del món real . Només el mod-
elatge de sistemes socials des d’una perspectiva de la f́ısica estad́ıstica ja obliga
l’investigador a estar entre disciplines, però l’addició de grans dades obre una
nova dimensió, el que fa més dif́ıcil la investigació però també molt més desafiant
i gratificant. En aquesta tesi s’exemplifica només en part aquest viatge i des
d’un punt de vista particular, que és l’obtingut a través de la investigació i les
interaccions amb altres cient́ıfics (principalment meus directors de tesi) que he
desenvolupat en els últims quatre anys.

Comencem el viatge pel modelatge pur mitjançant la investigació de les con-
seqüències de tenir estats en els enllaços d’una xarxa. Normalment les dinàmiques
socials en el marc de la F́ısica Estad́ıstica s’han estudiat mitjançant l’ús de mod-
els basats en agents, on els individus estan representats pels nodes d’una xarxa i
els vincles entre ells representen les seves relacions socials. Normalment els nodes
solen ser dotats de variables que codifiquen la seva opció social o estat i evolucio-
nen seguint certes regles microscòpiques que depenen del seu entorn de xarxa. En
aquest primer treball canviem l’enfocament per tal d’avaluar les conseqüències
de diferents tipus de relació que competeixen en una societat sota una regla de
majories. Trobem resultats que no eren d’esperar quan s’utilitza la dinàmica de
nodes sobre la mateixa xarxa. A la següent parada tenim com a punt de partida
els resultats emṕırics que mostren que els temps entre interaccions humanes són
molt heterogenis. Com que en general aquesta caracteŕıstica no s’havia tingut
en compte, desenvolupem un marc per afegir aquesta caracteŕıstica en els models
basats en agents i demostrem que la seva aplicació pot canviar el comportament
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qualitatiu dels models estudiats, no només canviant les escales de temps. A la
tercera parada anem gairebé fins al nucli del món de les dades, ja que s’estudia la
dinàmica del sistema hospitalari dels EUA, en particular, els trasllats de pacients
entre hospitals i les seves caracteŕıstiques en referència a processos de propagació.
L’última parada en el viatge és el treball més complet de tots, ja que reuneix
l’anàlisi de dades electorals; recerca bibliogràfica en ciències socials, poĺıtiques
i f́ısiques; el desenvolupament d’un model tant anaĺıticament com a través de
simulacions; la incorporació natural de dades reals en el marc del model; i la
contrastació dels resultats del model amb dades reals. Aquest esforç es veu rec-
ompensat per un model que reprodueix regularitats estad́ıstiques que es troben
en les dades electorals. El model no és només un model per a les eleccions, sinó
un model de dinàmica d’opinió, desvetllant doncs coneixement sobre la forma en
què les opinions i esperem que els trets culturals o fins i tot innovacions es difonen
en la societat. A més, desencadena més preguntes teòriques sobre el paper de les
heterogenëıtats en els processos de difusió.

A manera de resum, aquesta tesi es desprèn d’un esforç de reunir a diverses
disciplines i tractar d’acomodar les contribucions povenientes d’elles en un marc
unificador.
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Resumen

La f́ısica estad́ıstica está en la base del estudio de los sistemas complejos. Un
sistema complejo es uno compuesto por entidades simples que interactúan entre
śı y a través de sus interacciones aparecen fenómenos emergentes globales. Estos
fenómenos no son triviales de derivar dado el estudio de las unidades aisladas.
La f́ısica estad́ıstica crea espećıficamente el v́ınculo entre los mecanismos mi-
croscópicos y el comportamiento global. Ha tenido éxito en el estudio tradicional
de la f́ısica, por ejemplo, en la descripción de las transiciones de fase. Pero su éxito
no se limita a la f́ısica y se ha aplicado también en otros campos como la bioloǵıa,
la medicina o la informática. Los fenómenos sociales también se están estudiando
mediante este marco en las últimas décadas. Su objetivo es explicar regularidades
globales, tales como la aparición repentina de una moda, o la adopción de una
de dos innovaciones tecnológicas aparentemente equivalentes, o la propagación
masiva repentina de un rumor. En la sociedad las entidades básicas del sistema
son los seres humanos y, como tales, son muy complejos y su dinámica espećıfica
puede ser muy dif́ıcil de describir. No obstante la f́ısica estad́ıstica nos enseña que
en muchos casos los detalles espećıficos de la interacción no son importantes con
el fin de describir cualitativamente el comportamiento del sistema. Simetŕıas, di-
mensionalidad y leyes de conservación son generalmente suficientes para conocer
el comportamiento del sistema. Este concepto se llama universalidad y motiva
el estudio de los fenómenos sociales mediante modelos mı́nimos que áıslan a los
mecanismos (no los individuos) y describir sus consecuencias a nivel global.

Además la recientemente llamada época Big Data (datos grandes) también
ha influido en el desarrollo de la investigación aqúı reproducida. Respecto a
fenómenos sociales esto se refiere a la gran cantidad y rápido crecimiento de los
datos producidos y almacenados que configuran la huella digital de prácticamente
todos los individuos, organizaciones y otras entidades de la sociedad (desarrol-
lada). En este campo los cient́ıficos computacionales tienen el liderazgo, ya que
son capaces de producir las herramientas que pueden manejar adecuadamente
esta vasta cantidad de datos. Sin embargo, el enfoque t́ıpico de esos cient́ıficos es
el de la extracción de información de los datos o la creación de herramientas in-
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formáticas que pueden reproducir los datos de una forma automática (modelado
basado en datos, aprendizaje automático, métodos de inferencia bayesiana, re-
conocimiento de patrones). Como f́ısicos lo que tenemos para ofrecer es diferente,
a saber, el modelado desde una perspectiva teórica. El marco de Big Data ofrece
el f́ısico la oportunidad de probar y comparar resultados teóricos para refinar los
modelos con el fin de vislumbrar los mecanismos de la sociedad responsable de
una gran clase de fenómenos sociales (difusión de opiniones o rasgos culturales,
propagación de enfermedades infecciosas, problemas de asignación de tráfico ,
entre otros). Y por qué son los modelos útiles e interesantes? Por un lado de un
modelo se gana un conocimiento universal, que puede ser aplicado en cualquier
lugar dentro del marco del modelo. Por otro lado un modelo validado permite
al investigador indagar en situaciones y aplicar medidas que puedan ser invi-
ables en el mundo real, pero se pueden reproducir con el uso de simulaciones por
ordenador.

Esta tesis es una instancia de un viaje abstracto que han comenzado muchos
f́ısicos. Es un viaje que lleva al viajero de un marco de modelado puro que a ve-
ces se condimenta con una motivación que viene de los resultados de análisis de
datos, hacia un modelado que reúne la información de los datos y los mecanismos
teóricos de una forma sistemática, tanto para tener modelos mejor informados
como para contrastar sus resultados con los datos del mundo real. Sólo el mode-
lado de sistemas sociales desde una perspectiva de la f́ısica estad́ıstica ya obliga al
investigador a estar entre disciplinas, pero la adición de grandes datos abre una
nueva dimensión, lo que hace más dif́ıcil la investigación pero también mucho
más desafiante. En esta tesis se ejemplifica sólo en parte este viaje y desde un
punto de vista particular, que es el obtenido a través de la investigación y las
interacciones con otros cient́ıficos (principalmente mis directores de tesis) que he
desarrollado en los últimos cuatro años.

Empezamos el viaje por el modelado puro mediante la investigación de las con-
secuencias de tener estados en los enlaces de una red. Normalmente las dinámicas
sociales en el marco de la F́ısica Estad́ıstica se han estudiado mediante el uso de
modelos basados en agentes, donde los individuos están representados por los
nodos de una red y los v́ınculos entre ellos representan sus relaciones sociales.
Normalmente los nodos suelen ser dotados de variables que codifican su opción
social o estado y evolucionan siguiendo ciertas reglas microscópicas que dependen
de su entorno de red. En este primer trabajo cambiamos el enfoque con el fin
de evaluar las consecuencias de distintos tipos de relación que compiten en una
sociedad bajo una regla de mayoŕıas. Encontramos resultados que no eran de es-
perar cuando se utiliza la dinámica de nodos sobre la misma red. En la siguiente
parada tenemos como punto de partida los resultados emṕıricos que muestran
que los tiempos entre interacciones humanas son muy heterogéneos. Como por lo
general esta caracteŕıstica no se hab́ıa tenido en cuenta, desarrollamos un marco
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para añadir esta caracteŕıstica en los modelos basados en agentes y demostramos
que su aplicación puede cambiar el comportamiento cualitativo de los modelos
estudiados, no sólo cambiando las escalas de tiempo. En la tercera parada vamos
casi hasta el núcleo del mundo de los datos, ya que se estudia la dinámica del
sistema hospitalario de los EE.UU., en particular, los traslados de pacientes entre
hospitales y sus caracteŕısticas en referencia a procesos de propagación. La última
parada en el viaje es el trabajo más completo de todos, ya que reúne el análisis de
datos electorales; investigación bibliográfica en ciencias sociales, poĺıticas y f́ısicas;
el desarrollo de un modelo tanto anaĺıticamente como a través de simulaciones; la
incorporación natural de datos reales en el marco del modelo; y la contrastación
de los resultados del modelo con datos reales. Este esfuerzo se ve recompensado
por un modelo que reproduce regularidades estad́ısticas que se encuentran en los
datos electorales. El modelo no es sólo un modelo para las elecciones, sino un
modelo de dinámica de opinión, desvelando pues conocimiento sobre la forma en
que las opiniones y esperamos que los rasgos culturales o incluso innovaciones se
difunden en la sociedad. Además, desencadena más preguntas teóricas sobre el
papel de las heterogeneidades en los procesos de difusión.

A modo de resumen, esta tesis se desprende de un esfuerzo de reunir a varias
disciplinas y tratar de acomodar las contribuciones povenientes de ellas en un
marco unificador.
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Abstract

Statistical physics is at the core of the study of complex systems. A complex
system is one composed by simple entities which interact and through their in-
teractions global emergent phenomena appear. These phenomena are impossible
to derive given the study of the isolated units, as they arise from the interaction
of those particles. Statistical physics creates specifically the link between micro-
scopic mechanisms and global behavior. It has been successful in the traditional
study of physics for example in describing phase transitions. But its success is not
restricted to physics and it has been applied also in other fields such as biology,
medicine, or computer science. Social phenomena are also being studied using
this framework, as the book Micromotives and Macrobehavior by T. Schelling ex-
emplifies [5]2. This framework aims at explaining global regularities, such as the
sudden appearance of fashions, or the adoption of one of two apparently equiv-
alent technological innovations, or the sudden massive spread of a fad starting
from the microscopic interactions of the entities in the system. In society the
basic entities of the system are humans and as such they are very complex and
their specific dynamics may be very difficult to describe. Nevertheless statisti-
cal physics teaches us that in many cases the specific details of the interaction
are not important in order to qualitatively describe the behavior of the system.
Symmetries, dimensionality and conservation laws are usually sufficient to know
the behavior of the system. This concept is called universality3 and motivates
the study of social phenomena using minimal models which isolate mechanisms
(not individuals) and describe their consequences at the global level.

The so called Big Data era has also clearly influenced the development of
research here reproduced. In social phenomena this refers to the fast growing
amount of data produced and stored, shaping the digital trace of virtually all in-
dividuals, organizations and other entities in (the developed) society. In this field

2T. Schelling says about this work: “This work is about the mechanisms that translate
individual unorganized behavior into collective results.”

3In the context of social sciences, T. Schelling also states that: “It is not that details are
not important, but only a few details are important.”
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computer scientist have the lead, as they are able to produce the tools that can
properly handle this vast amount of data. Nevertheless the typical focus of those
scientists is in extracting information from the data or creating informatics tools
that can reproduce the data in an automated way (data-driven modeling, ma-
chine learning, Bayesian inference methods, pattern recognition). As physicists
what we have to offer is different, namely modeling from a theoretical perspec-
tive. The framework of Big Data offers the physicist the opportunity to test,
compare and refine model results in order to devise the mechanisms in society
responsible for a large class of social phenomena (diffusion of opinions or cultural
traits, spreading of infectious diseases, traffic allocation problems among others).
And why are models interesting or useful? On one side from a model one gains
universal knowledge, that can be applied anywhere inside the frame of the model.
On the other side a validated model lets the researcher investigate situations and
apply measures which may be unfeasible in the real world, but can be reproduced
with the use of computer simulations. Therefore they are useful for predicting
unobserved situations or forecasting.

This thesis is an instance of the abstract journey that many physicists have
began. It is a journey that brings the traveler from a pure modeling frame-
work that is sometimes flavored with a motivation coming from results of data
analysis, toward bringing together information from the data and the theoretical
mechanisms in a systematic way, both for having better informed models and for
contrasting their results with real world data. Just modeling social systems from
a Statistical physics perspective obliges the researcher to be between disciplines,
but the addition of big data opens an extra dimension, which makes much more
challenging the research. This thesis exemplifies just partly this journey and
from a particular viewpoint, which is the one gained through the research and
interactions with other scientists (mainly my advisors) I have developed in the
last four years.

So we will begin by abstract modeling unrelated to particular data (chap-
ter 2), investigating the consequences of having states on the edges of a network.
Typically social dynamics in the Statistical Physics framework had been studied
by using individual based models, where agents are represented by nodes on a
network and where the links between them represent their social relations. Then
the nodes usually are endowed with variables which encode their social option
or state and evolve following certain microscopic rules that depend on their net-
work environment. In this first work we change the focus in order to evaluate
the consequences of several types of relation (states on the links of the social
network) competing in a society under a majority rule. We find results that were
not to be expected when using the node states-paradigm on the same network.
In the next step we have as a starting point empirical results that show that
human timing of interactions is highly heterogeneous (chapter 3) . As usually
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this characteristic had not been taken into account, we develop a framework to
add this characteristic in individual based models and show that implementing it
may change the qualitative behavior of the studied models and not only changing
the timescales. In the third step we go almost to the core of the data world, as
we study hospital dynamics in the US, in particular hospital transfers and their
characteristics referring to spreading processes (chapter 4). The last stop in the
journey is the most complete of all (chapter 5), as it brings together data analysis
of electoral data; bibliography research on social, political and physical sciences;
model development both analytically and through simulations; naturally bring-
ing real data into the model framework; and contrastation of the model results
against real data. This effort is rewarded by a model that reproduces statistical
regularities found in election data. The model is not just a model for elections,
but an opinion dynamics model, giving us insights into the way opinions and
hopefully cultural traits or even innovations diffuse in society. Furthermore it
triggers further theoretical questions on the role of heterogeneities on diffusion
processes.

As a summary, this thesis follows from an effort of bringing together several
disciplines, methodologies and points of view, and trying to accommodate the
different inputs coming from them together in a unifying framework.
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Chapter 1

Introduction

1.1 Complexity and social sciences

The Complex Systems field has emerged from dynamical systems theory, Sta-
tistical Physics and other disciplines. It has become a paradigm in the search
for mechanisms and understanding of emergent phenomena in a variety of con-
texts [6, 7, 8, 9, 10, 11, 12, 13]. Scholars from different disciplines have interest
in the study of complex systems, which has created a body of interdisciplinary
collaborations which overlap fields and extend the frontiers of traditional sci-
ence [14, 15, 16, 17, 18]. Techniques and tools from Complex Systems and Sta-
tistical Physics have proven to be useful in the understanding of problems be-
yond the boundaries of traditional physics. Phenomena such as the spontaneous
formation of structures, self-organization, spatial patterns, synchronization and
collective oscillations, spiral waves, segregation and differentiation, formation and
growth of domains, consensus phenomena [6, 7, 8, 9, 10, 11, 12, 13, 19, 20, 21, 22]
are examples of emerging processes that occur in various contexts such as phys-
ical, chemical, biological, social and economic systems, etc. These phenomena
are the result of the interaction of the elements of a system. In a complex sys-
tem however the emergent (macroscopic) properties are not trivial to elucidate
from the study of the entities composing the system. For example the study
of a car, which is a very complicated system, does not tell anything about
traffic dynamics, which is a complex system. It calls for a global approach
able to describe the macroscopic behavior starting from the microscopic inter-
actions. This is exactly the spirit of Statistical Physics, creating the micro-macro
connection. This is also one of the aims of Social Sciences, but restricting to
systems composed of humans. An example of this micro-macro paradigm that
shows a close relationship between both fields, Statistical Physics and Social Sci-
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2 CHAPTER 1. INTRODUCTION

ence, is Schelling’s model of residential segregation, mathematically equivalent to
the zero-temperature spin- exchange Kinetic Ising model with vacancies [5, 23].
Schelling himself described his work as “about the mechanisms that translate
individual unorganized behavior into collective results” . Within this frame-
work of the applications of concepts of Complex Systems to Social Science, there
are a large number of physicists, economists, sociologists, computer scientist,
mathematicians and psychologists who are studying social systems and char-
acterizing mechanisms involved in the processes of opinion formation, cultural
dissemination, spread of diseases and formation of social networks of interac-
tion. This has led to the establishment of links between various disciplines and
to an increasing interdisciplinary collaboration between different areas of knowl-
edge [5, 15, 16, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35]. It is
worth mentioning some stimulating differences of the study of complex systems
coming from the social sciences and the ones typically studied in physics, which
are usually composed by identical units following the same laws of nature. So for
example in social sciences the systems are intrinsically heterogeneous, with the
agents having characteristics that usually are not well approximated by the av-
erage characteristic (this substantiates in the form of heavy-tailed distributions),
or the agents follow strategic interactions, have expectations and their actions
have a meaning.

In this thesis a typical social system is composed of a number of individuals
that interact among them, showing nontrivial collective behavior. As stated by
Schelling, “We usually have to look at the system of interaction between indi-
viduals and their environment, that is, between individuals and the collectivity.
And sometimes the results are surprising. Sometimes they are not easily guessed.
Sometimes the analysis is difficult. Sometimes it is inconclusive. But even in-
conclusive analysis can warn against jumping to conclusions about individual
intentions from observations of aggregates, or jumping to conclusions about the
behavior of aggregates from what one knows or can guess about individual in-
tentions.” The consideration of these phenomena is the key for a qualitative and
quantitative study from the point of view of Statistical Physics and Complex
Systems [16, 36]. In particular, the paradigm of Complex Systems in the context
of social systems means that collective social structures emerge from the interac-
tions among individuals. In other words, we assume that many social phenomena
are collective processes similar to those taking place in many non-equilibrium dy-
namical systems composed by many elements. In this regard, a variety of models
have been proposed to explain the formation of structures from the interactions
between agents of social systems.
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1.2 The Big Data era

Recently large amounts of data on human activities is extracted and stored from
mobile applications, credit cards, online services, transport systems, ICT data
and financial markets. The analysis of such data transforms it into valuable
information about many aspects of society and will give insights into the mecha-
nisms governing different socio-technological emergent phenomena. Examples of
it are works on information diffusion and contagion [37, 38, 39, 40], political po-
larization [41], voter turnout [42], human mobility [43, 44, 45], structure of online
social networks [46, 47] and human cognitive limitations [48, 49]. This Big Data
era poses some stimulating challenges such as how to extract meaningful data
from systems with ever increasing complexity, how to analyze them in a way that
allows new insights, how to generate data that is needed but not yet available
and how to find new empirical laws, or more fundamental theories, concerning
how any natural or artificial (complex) system works.

As physicists we can add to this scenario a more sophisticated modeling that
can both take advantage of the information retrieved from large datasets by
naturally accommodating such data into the modeling frameworks and explain
with simple models the characteristics found in the data. Simple models are
useful because of their analytical tractability, but not only. They yield universal
knowledge independent of the details of each different dataset. In this sense as
physicists we should pursue the road of bringing together modeling, data mining
and data analysis, with special emphasis in the modeling, as it is our area of
expertise, but without forgetting the other aspects. In this line the research
should be data-inspired or data-informed, in contrast to data-driven research.
This means to use data to better inform the models, where the mechanisms
are the consequence of the researchers’ hypothesis and the data is used in two
ways: to form a well grounded hypothesis after the careful analysis of the data,
and to inform the model using data as inputs. Data-driven research focuses on
accurately reproducing the data with high-dimensional models. Prediction is
surely much better with this approach, but the ultimate mechanisms behind the
studied phenomena remain obscure1.

It is worth mentioning that this new Big Data paradigm has raised several
criticisms. On the one side personal data privacy, as many aspects of individuals

1-It is nice to know that the computer understands the problem. But I would like to under-
stand it too (E. Wigner) -Computers are useless: they only provide answers (Pablo Picasso)
-The new availability of huge amounts of data, along with the statistical tools to crunch these
numbers, offers a whole new way of understanding the world. Correlation supersedes causation,
and science can advance even without coherent models, unified theories, or really any mech-
anistic explanation at all (C. Anderson) -The challenges and the tools might not be enough.
Theory is an important part of our understanding of the world. We need unifying concepts (G.
Weisbuch)
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can be easily uncovered by analyzing the data, although the particular charac-
teristics may not be directly recorded. One example of it and the use that can
be done is Obamas’ “cave” [50], where scientists gathered and crossed informa-
tion from several massive datasets in order to improve the targets and means
of reaching those targets during the electoral campaign in 2012. On the other
side reproducibility of scientific works using Big Data is not clear, as many of
such datasets belong to private enterprises. Therefore one of the basis stones of
science is in danger, that is, the opportunity to reproduce scientific works [51].

1.3 Network theory

Network theory is one of the building stones in the study of complex systems, as
networks form the skeleton of such systems.

The study of the interrelations among interactive elements has revealed the ex-
istence of underlying networks of connections in many systems [52, 53, 54, 55, 56].
Systems as diverse as the World Wide Web, Internet, telecommunication net-
works, dynamical social groups, economic corporations, metabolic flows in cells,
neurons in the brain, etc., show common topological features, suggesting that
they share similar properties of self-organization. The topological structure of
the interaction network can be considered as the backbone of a Complex System.
In this regard, the interaction in complex networks is a recent new paradigm in
Statistical Physics [57].

The approach of Statistical Physics in the study of interaction networks has
revealed the ubiquity of various striking characteristics, such as the small-world
effect: although each node has a number of neighbors much smaller with respect
to the total number of nodes, only a small number of hops suffices to go from
any node to any other on the network. This has prompted the investigation of
the effect of various interaction topologies on the behavior of agents connected
according to these topologies, highlighting the relevance of small-world and het-
erogeneous structures [58, 59, 60].

More precisely, a network is a set of elements, which we will call vertices’s
or nodes, with connections among them, called, edges or links. Complex net-
works research can be conceptualized as lying at the intersection between graph
theory and Statistical Mechanics, which endows it with a truly interdisciplinary
nature. While its origin can be traced back to the pioneering works on percola-
tion and random graphs by Flory [61], Rapoport [62], and Erdös and Rényi [63],
research in complex networks from the viewpoint of physics became a focus of
attention only relatively recently. The main reason for this was the discovery that
real networks have characteristics which are not explained by random or regular
connectivity. Instead, networks derived from real data may involve community
structure, power law degree distributions and hubs, among other structural fea-
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tures. Three particular developments have contributed particularly to the on-
going related developments: Watts and Strogatz’s investigation of small-world
networks [53], Barabási and Albert’s characterization of scale-free models [64],
and Girvan and Newman’s identification of the community structures present
in many networks [65]. The introduction of the models by Watts-Strogatz, and
Barabási-Albert to explain and study the basic features observed in real networks,
have triggered a revolution in the field of Statistical Physics, with the number
of contributions to the field constantly increasing until today. Physicists became
interested in the formation, structure and evolution of complex networks, as well
as in the topological effects on social interaction problems, such as opinion dy-
namics, cultural diffusion or language competition [16]. The study of complex
networks has attracted the attention of the general public during these years, and
several popular science books have been published on the topic [66, 67].

1.3.1 Basic concepts

In mathematical terms a network is represented by a graph. A graph is a pair
of sets G = {P,E} where P is a set of N nodes (or vertices’s) P1, P2, ..., PN and
E is a set of edges (links or ties) that connect two elements of P . Networks can
be directed or undirected. In directed networks [68], the interaction from node
i to node j does not imply an interaction from j to i. On the contrary, when
the interactions are symmetric, we say that the network is undirected. Moreover,
a network can also be weighted [69, 70]. A weight is defined as a scalar that
represents the strength of the interaction between two nodes. In an unweighted
network, instead, all the edges have the same weight (generally set to 1). In this
Section, we define basic concepts that characterize complex networks.

Adjacency matrix

An adjacency matrix represents which vertices’s of a graph are adjacent to which
other vertices’s. Specifically, the adjacency matrix of a finite network G on N
vertices’s is the N × N matrix where the non diagonal entry aij is the number
of edges from node i to node j, and the diagonal entry aii, depending on the
convention, is either once or twice the number of edges (loops) from vertex i
to itself. Undirected graphs often use the former convention of counting loops
twice, whereas directed graphs typically use the latter convention. There exists
a unique adjacency matrix for each graph (up to permuting rows and columns),
and it is not the adjacency matrix of any other graph. If the graph is undirected,
the adjacency matrix is symmetric. The relationship between a graph and the
eigenvalues and eigenvectors of its adjacency matrix is studied in spectral graph
theory.
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Degree and degree distribution

The degree ki of a node i is the number of links adjacent to a node i, that is the
total number of nearest neighbors of a node i in a network. The degree distri-
bution P (k) is the fraction of nodes or vertices’s of degree k: P (k) = N(k)/N .
Here, N(k) is the number of nodes of degree k in a particular graph of the sta-
tistical ensemble. The averaging is over the entire statistical ensemble. Some
networks can be degree-homogeneous, where each node i has the same number of
connections, such as lattice networks. While, other networks might have certain
degree of heterogeneity in the connections of the nodes. For example, in a random
network, each node is connected (or not) with probability p (or 1 − p). In this
case the P (k) is a binomial distribution. Other examples are networks where the
degree distribution follow a power law: P (k) ∝ k−γ , where γ is a constant. Such
networks are called scale-free networks and have attracted particular attention
for their structural properties.

Clustering coefficient

In graph theory, a clustering coefficient is a measure of the extent to which
nodes in a graph tend to cluster together. Evidence suggests that in most real-
world networks, and in particular social networks, nodes tend to create tightly
knit groups characterized by a relatively local high density of ties. In real-world
networks, this likelihood tends to be greater than the average probability of a link
randomly established between two nodes [53, 71]. The definition for clustering
coefficient quantifies the local cliquishness of its closer neighborhood, and it is
know as local clustering coefficient Ci:

Ci =
2ǫ

ki(ki − 1)
, (1.1)

where ki is the degree of node i and ǫ is the number of links between its ki
neighbors. From this definition, the clustering coefficient of the whole network is
defined as the average over all nodes:

C ≡ 1

N

N
∑

i=1

Ci, (1.2)

where N is the total number of nodes in the system. In a social network, it can
be interpreted as a measure of the probability that the friends of a given agent
are at the same time friends of each other, i.e., it gives the probability of finding
triangles in the network.
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Average path length

The average path length l is the average number of steps along the shortest
paths for all possible pairs of network nodes. It is a measure of the efficiency
of information or mass transport on a network. Average path length is one of
the three most commonly used descriptors of network topology, along with its
clustering coefficient and its degree distribution. The average path length depends
on the system size. Regular d-dimensional lattice display an average path length
which scales with system size as l ∝ N1/d , while Complex Networks are usually
characterized by shorter path lengths, which scale as l ∝ ln(N), where N is the
system size.

Community structure

Although there is not an agreed common definition about what is a community
in the field of complex networks theory, the most usual one is the following: a set
of nodes is a community if they are strongly connected among them but with few
links connecting them to the rest of the network (see Figure 1.1). These networks
have a modular (or community ) structure [72]. Several other definitions can be
found in ref. [73]. A given community division of a network can be evaluated by
computing its modularity, a measure introduced by Newman and Girvan [72].

Figure 1.1: An example of a random network with community structure formed
by 64 nodes divided in 4 communities. From [74].
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1.3.2 Standard models of complex networks

Modeling networks is an important tool to improve the understanding of real
networks. In this section, we present a brief introduction of the three most
important network models for the attention to the field of network theory and
its development: Erdös-Rényi random networks [63], Watts-Strogatz small world
networks [53] and Barabási-Albert scale free networks [64].

Erdös-Rény random networks

The random network, developed by Rapoport [62] and independently by Erdös
and Rény [63], can be considered the most basic model of complex networks. In
their 1959 paper [63], Erdös and Rény introduced a model to generate random
graphs consisting of N vertices’s connected by m edges, which are chosen ran-
domly from the N(N − 1)/2 possibles edges. An alternative model definition is
to consider N vertices’s and a probability p of connecting each pair of vertices’s.
The average degree of a node in this kind of random networks is then:

〈k〉 = p(N − 1) =
2m

N
. (1.3)

When dealing with the large network size limit (N → ∞), 〈k〉 diverges if p is
fixed. Instead, p is chosen as function of N to keep k fixed: p = 〈k〉/(N − 1). So,
the probability of a randomly chosen node having degree k is binomial:

P (k) =

(

N − 1

k

)

pk(1 − p)N−1−k (1.4)

For large N and 〈k〉 fixed, this distribution approaches Poisson distribution
with mean value 〈k〉:

P (k) ≃ 〈k〉ke−〈k〉

k!
, (1.5)

which is sharply peaked at 〈k〉.

The small world model

Many real social networks are characterized by having a short average path
length, like the random network, but with a large cluster coefficient, if it is
compared with a random graph. This characteristic is known as small world
property. This concept originated from the famous experiment made by Milgram
in 1967 [75], who found that two US citizens chosen at random were connected
by an average of six acquaintances. The small-world networks were identified as
a class of random graphs by Duncan Watts and Steven Strogatz [76]. They noted
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that graphs could be classified according to two independent structural features,
namely the clustering coefficient and average node-to-node distance, the latter
also known as average shortest path length. Purely random graphs, built ac-
cording to the Erdös-Rényi model, exhibit a small average shortest path length
(varying typically as the logarithm of the number of nodes) along with a small
clustering coefficient. Watts and Strogatz measured that in fact many real-world
networks have a small average shortest path length, but also a clustering coeffi-
cient significantly higher than expected by random chance. Watts and Strogatz
then proposed a novel graph model, currently named the Watts and Strogatz
model, that is able to reproduce (i) a small average shortest path length, and (ii)
a large clustering coefficient. The small-world property was further confirmed by
the work by Leskovec on the network of Messenger chat services [77].

To construct a small-word network, one starts with a regular lattice of N
vertices’s in which each vertex is connected to k nearest neighbors in each direc-
tion, totalizing 2k connections, where N ≫ k ≫ log(N) ≫ 1. Next, each edge
is randomly rewired with probability p. When p = 0 we have an ordered regular
lattice with high number of triangles but large distances and when p → 1, the
network becomes a random graph with short distances but few triangles. In this
way, changing the parameter p, we observe a transition between a regular lattice
and a random network as shown in Figure 1.2. There exists a sizable region in
between these two extremes for which the model has both short path lengths and
high clustering coefficient (see Figure 1.3). Alternative procedures to generate
small-world networks based on addition of edges instead of rewiring have been
proposed [78, 79]. In those cases the interpolation is usually between a regular
lattice and a fully connected network (a network containing all possible edges).
The degree distribution in the Watts-Strogatz small world networks is similar to
that of a random graph: it has a pronounced peak at k = k0 and decays exponen-
tially for large k. Thus the topology of the network is relatively homogeneous,
with all nodes having approximately the same number of links [57].
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Figure 1.2: The Watts-Strogatz random rewiring procedure, which interpolates
between a regular ring lattice and a random network keeping the number of nodes
and links constant. N = 20 nodes, with four initial nearest neighbors. For p = 0
the original ring is unchanged; as p increases the network becomes increasingly
disordered until for p = 1 a random. From [53].
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Figure 1.3: Characteristic path length l(p) and clustering coefficient C(p) for the
Watts-Strogatz model. Data are normalized by the values l(0) and C(0) for a
regular lattice. Averages over 20 random realizations of the rewiring process;
N = 1000 nodes, and an average degree 〈k〉 = 10. From [53].

Barabási-Albert scale free networks

As we mentioned above, many real networks display small world properties. How-
ever, empirical results demonstrate that many large networks are also scale-free,
that is, their degree distribution P (k) follows a power law for large k [55, 57].
Furthermore, even for those networks for which P (k) has an exponential tail,
the degree distribution significantly deviates from a Poisson distribution. In this
case, a random graph or small-world model can not reproduce these features.
The origin of the power law in networks was first addressed in a seminal paper
by Barabási and Albert [64], where they showed that the degree distribution of
many real systems is characterized by an uneven distribution of connectedness. In
these networks, the nodes have a heterogeneous pattern in the connections, some
nodes are highly connected while others have few connections (see Fig. 1.4-a). In
this direction, they propose a simple model with two ingredients:
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Growth: Starting with a small number N0 of nodes all connected among them,
at every time step, a new node is added with m(≤ N0 ) edges that link the
new node to m different nodes already present in the system.

Preferential attachment: When choosing the nodes to which the new node con-
nects, we assume that the probability P that a new node will be con-
nected to node i depends on the degree ki of node i linearly, such that:
Π(ki) =

ki∑
j
kj
. After t times steps this procedure results in a network with

N = t+N0 and mt+ N0(N0−1)
2 edges. This network evolves into a scale in-

variant form with the probability that a node has k links following a power
law P (k) ∝ k−γ , with γ ≃ 3 (see Figure 1.4).

Figure 1.4: (a) An example of Scale-free networks of Barabási-Albert. (b) Degree
distribution for the BA-network. N = m0 + t = 35 ; with m0 = m = 1 (circle),
m0 = m = 3 (square), m0 = m = 5 (diamond), m0 = m = 7 (triangle). The
slope of the dashed line is γ = 2.9. Inset: rescaled distribution with m, P (k)/2m2

for the same parameter values. The slope of the dashed line is γ = 3. From [57].

It is worth mentioning that the case with exponent γ = 3 is special because
it leads to an uncorrelated scale-free network.

Dynamical properties of this model can be addressed using various analytic
approaches: The continuum theory [80], master-equation approach [81] and the
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rate-equation approach [82]. All these approaches are studied and summarized
in detail in Ref. [57].

1.3.3 Current directions in complex network theory

There exist two hot topics currently in network theory, namely temporal and
multiplex networks. The former can be cast in the latter framework, but it has
created a body of works in itself. We will just briefly comment about these two
topics in the present section.

1.3.3.1 Temporal networks

Lately, and due to the huge amount of generated and stored data on human
activities that conforms the so-called Big Data, some network theorists have
turned their efforts into a growing field called temporal networks. Given that
much of the gathered data is relational (or relations can be inferred from it)
and usually also carries a time stamp, a theoretical framework for such temporal
relational data is required: the description as temporal networks. For a review
about temporal networks see reference [83].

Although data on temporal networks is more frequent now, such type of data
had already been gathered and studied [84, 85]. These data consist of lists of
timestamped events between two entities that we will associate to the nodes of
the network. The events will form the edges of the network. Now the edges are
not fixed, but appear and disappear between the nodes with a certain temporal
dynamics (see Fig. 1.5). The usual approach has been to aggregate the events for
a certain time window, obtaining what is called the aggregated network and ne-
glecting the temporal dynamics of the edges. The aim of the temporal networks
framework is to add and exploit the temporal characteristics of the relations be-
tween the nodes to the network description. There are many reasons to take this
dimension into account. Many human activities display heterogeneous interac-
tion patterns in time, which may hinder or facilitate certain emergent properties
as compared to the expectations from a static network viewpoint. Causality is
related to this fact. With an aggregated view of the network one may think there
are many possible pathways of transmission in the network, while when taking
into account only paths that retain causality will make the count much smaller.
Last the temporal networks framework needs to be considered when the dynamics
of the network and on the network have similar timescales.
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Figure 1.5: Example of a temporal network from Ref. [83]. Illustration of the
reachability issue and the intransitivity of temporal networks (more specifically
a contact sequence). In (a), the times of the contacts between vertices AD are
indicated on the edges. Assume that, for example, a disease starts spreading at
vertex A and spreads further as soon as a contact occurs. The dashed lines and
vertices show this spreading process for four different times. The spreading will
not continue further than what is indicated in the t = ∞ picture, i.e. D cannot
get infected. However, if the spreading started at vertex D, the entire set of
vertices would eventually be infected. Aggregating the edges into one static graph
cannot capture this effect that arises from the time ordering of contacts. Panel
(b) visualizes the same situation by showing the temporal dimension explicitly.
The colors of the lines in (b) match the vertex colors in (a).

1.3.3.2 Multiplex

It is worth noting that for a more general framework than the temporal networks
framework one could use the multiplex networks framework [86, 87, 88]. This
framework is more flexible, as it considers several different networks that are
also linked between them. A simple example being the transport system in a
city: there are buses, trains, metros (and possibly other forms of transport), each
one with its own network where the nodes are stations and the links are given
by the existence of a line between stations. The station set in each network
may not by the same, but there are several station where one can change from
one kind of transport to another, thus connecting these multiple networks. In
this framework we can identify a temporal network as a set of networks for each
moment, containing only the edges that are active at that time. The nodes which
appear in consecutive slices are linked by a temporal link that points from one slice
to the next temporal slice of the network. The power of the muiltiplex framework
relies in the fact that a rigorous mathematical description can generalize many
measures already known for static and temporal networks and thus in the future
this compact formulation could be the usual approach to study networks.
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We define a multi-layer graph (or a multiplex or multigraph) M as an ensem-
ble of M graphs corresponding to each layer. We indicate the α-th layer of a
multigraph as Gα(V α, Eα).

Therefore, we can denote the sequences of graphs composing a M -layer mul-
tiplex as:

M = G1(V 1, E1), G2(V 2, E2), . . . , Gα(V α, Eα), . . . , GM (V M , EM ) (1.6)

An adjacency matrix Aα is associated to each graph Gα(V α, Eα) representing
the layer α of the multiplex. Therefore, a multiplex M can be described by a
sequence of matrices A = [A1, A2, . . . , Aα, . . . , AM ].

Moreover, a spatial and a geographic dimension can be added to the definition
of M. In other words, M can be dependent on both time (t) and space (s). In
other words, in generalM is a function of s and t, or more formallyM = M(s, t).

Assuming that the network is composed of N nodes, the state of the network
at time t is characterized by the N -dimensional vector σ(t). The i-th component
of σ(t) can be used to store a quantity related to a node (such as the number
of passengers in a transportation hub at a certain point in time) or to analyze
dynamic processes (such as, for example, for storing the number of walkers at a
node i at time t for example).

We denote by aαij the element of the matrix Aα at layer α representing the
link between nodes i and j. We indicate by Ni,α the set of neighbors of node i at
layer α. Then, we denote by

⋃

Ni
the union of the sets of the neighbors of node

i and by
⋂

Ni
the intersection of the sets of the neighbors of node i considering

all the layers.

It is possible to consider these definitions also in terms of multisets (i.e.,
set with repetitions). We indicate the union and the intersection of the set of
neighbors at different layers treating them as multisets by

⋃∗
Ni

and
⋂∗

Ni
. 2 An

edge between a node i and a node j belonging to the same layer is referred to as
an intra-layer edge. Conversely, we refer to an edge between a node i in layer α
and a node j in layer β as an inter-layers edge.

For a schematic representation see Fig. 1.6
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Figure 1.6: Example of a multiplex network from Ref. [86]. Schematic of multi-
layer networks for three different topologies. We show three four-layer multiplex
networks (and the corresponding network of layers as an inset in the top-left
corners) and recall that each interlayer edge connects a node with one of its
counterparts in another layer.

1.4 Human dynamics

There are many aspects when referring to human dynamics, such as decision
making, pedestrian flows, response in case of emergencies, the wisdom of crowds,
timing of activities, human mobility, etc. Here we will review two characteristics
of human dynamics that will be of importance later in this thesis, namely the
temporal activity characteristics usually observed in human activities and human
mobility. The latter motivates the study that is presented in chapter 3, while
the former is the input for the model that is presented in chapter 5. Both of
these aspects of human dynamics are implemented in this thesis into agent based
models for opinion formation.

1.4.1 Activity patterns

The usual assumption in agent based models is a constant activity rate λ for the
update ofthe agents’ states. This implies that they interact following a Poisson
process. This kind of process leads to a distribution of interevent times (times
between successive events) that is exponential with a well defined characteristic
time, the inverse of the activity rate λ. Such a fast decaying interevent time dis-
tribution implies that observing interevent times orders of magnitude bigger than
the average is not to be expected. But what is found in human activities such
as e-mail communication, surface mail, timing of financial trades, visits to public
places, long-range travels, online games, response time of cybernauts, printing
processes and phone calls [89, 90, 91, 92, 93, 94, 95, 96, 97, 98] is that the distri-
bution of interevent times displays a heavy tail, sometimes more consistent with
a power-law, others with some stretched exponential. Nevertheless the point is
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that one expects in human dynamics either not to have a well defined character-
istic time or that times ranging many orders of magnitude appear, without being
exceptions. A heavy-tailed distribution for interevent times is telling actually
that human activity patterns are bursty, i.e., bursts of activity with very small
interevent times appear between long resting periods. This is in contrast with
the Poissonian assumption, for which the events occur constantly.

The burstiness of human activity patterns is not just an anecdote about the
way we perform our activities, but is deeply rooted in our nature and has ef-
fects on the dynamics we play every day. On the one side there is the question
about the origin of this property. It is obvious that there exists a convolution of
characteristic times that govern our lives in some sense, like the circadian cycle
and weekly and seasonal oscillations. Nevertheless it has been shown that even
when controlling for those factors the dynamics keeps being bursty [99]. One of
the simple models successful in recovering bursty activity patterns is a priority
queue model [90, 93, 97, 98, 100], where the individual has a queue of jobs to do
which are ordered by priority. In the simplest case when a task is performed, it
is put back in the list of tasks with a random priority. Then when tracking the
times between successively doing the same task, a power law appears for their
distribution. The exponent of the power-law depends on the nature of the list,
if it is with fixed length or infinite. On the other side there are the implications
of this particular timing on certain dynamics. An example considered so far in
some detail is spreading and infection dynamics: SI-type spreading dynamics
have been investigated, showing that this peculiar timing gives rise to a slowing
down of the dynamics that cannot be explained just by a change of time scale but
it changes the functional form of the prevalence of a disease [92, 93, 94, 95, 101].
Usually agent based models have been implemented without taking into account
the heterogeneity in the timing of activities. This is deeply rooted in the defi-
nition of a Monte Carlo step, which refers to N basic updates in a system of N
units and is taken as the time unit. This gives rise to update the units once on
average per Monte Carlo step. So this technicality has to be changed in order to
reproduce heterogeneous activity patterns and makes the updating rule part of
the model. This calls for a revision of the agent based models’ results for which
heterogeneous activity patterns had not been implemented.

1.4.2 Mobility

As was said before, in chapter 5 we use human mobility data as input for an
opinion formation model. We do so by using directly census data on commuting
patterns, i.e., data telling how many people live in one place and work in another
one. This data enables us to create a nationwide network connecting different
regions by flows of commuters who work in one place and live in another one.
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In the thesis we just use the data as input and do not model it, but there have
been many efforts to model human mobility from small scale, through a city and
country level and up to a worldwide scale [102, 44, 103, 43]. The data used for
this end comes from different sources such as cell-phones, online services, official
census, geolocated applications or even tracking of bank notes. There exist several
approaches.

One is the continuous random walk approach, where, for individual trajecto-
ries, it has been found that both the waiting times for the jumps and jump dis-
tances distributions display heavy tails and give rise to anomalous diffusion [43].

Another one is not to focus on individual trajectories but in the commuting
or traveling flows that appear between populated locations. There exist two main
models in this direction. The first and broadly used is the gravity model. This
model states that the flow Fij of commuters or travelers between two locations
i, with population Mi and j, with population Mj and separated a distance dij
follows the form

Fij = G
Mβ1

i Mβ2

j

f(dij)
(1.7)

where f(x) is a growing function of the distance, for which powers of the distance
or an exponential function with a characteristic length have been mostly used.
The parameters in Eq. 1.7 are to be determined by the available data and differ
from country to country [104, 105, 106]. In the same line the recently proposed
radiation model [99] also predicts the flows between locations. In this case the
flow is determined not only by the population of both locations and the distance
between them, but also by the local population density inside a circle of radius
equal to the separation between the two locations. This model is interesting for a
couple of reasons. First it is parameter free and just uses as input the population
distribution. Second it gives a microscopic mechanisms for the individuals to
decide where to travel. It is based on the number of opportunities one can find
for having a job, making a purchase or just finding a reason to travel somewhere
on a particular place, that will be a growing function of the population of that
place. Third it predicts better the fluxes of moving individuals than the gravity
model as compared to census data (see Fig. 1.7). This model has also been
extended to describe microscopic flows inside a city by using data on the points
of interest of the place2.

2A Multi-Scale Multi-City Study of Commuting Patterns Incorporating Digital Traces
(Yingxiang Yang, C. Herrera-Yagüe, N. Eagle, Marta C González), Submitted to Nature Com-
munications, 2013
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Figure 1.7: Comparison of census data, radiation model and gravity model from
Ref. [99]. National mobility fluxes with more than ten travellers originating from
New York County (left panels) and the high intensity fluxes (over 1100 travellers)
within the state of New York (right panels). Arrows represent commuters fluxes,
the colour capturing flux intensity: black, 10 individuals (fluxes below ten trav-
ellers are not shown for clarity), white, 10000 individuals. The top panels display
the fluxes reported in US census 2000, the central panels display the fluxes fitted
by the gravity law with14 f(r) 5 rc, and the bottom panels display the fluxes
predicted by the radiation model.
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1.5 The power of simple models

In the physics spirit of understanding nature there is an effort to describe phe-
nomena using the simplest possible model, a minimal model. But why simple
models? The purpose of a simple model is threefold [107].

1. It isolates a mechanism of interaction and lets the researcher determine its
consequences at the collective level and the emergent properties.

2. It establishes cause-effect relations that go beyond observation of correla-
tions in data.

3. It is useful for checking common sense concepts or understanding counter-
intuitive observations.

Summarizing, simple models serve us to gain universal knowledge that is
independent of the details or to elucidate which details are really important and
which are not (one of the basic reasons for studying physics in my opinion).

1.6 Outline

The outline of the thesis is the following:
Chapter 2 presents a model for dynamics of link states. We study the compe-

tition of two equivalent relational states under the dynamics of a majority rule.
We describe the transients and characterize the asymptotic configurations that
are reached from random initial conditions on fully connected networks, square
lattices and Erdös-Rényi random networks. In Chapter 3 we introduce an update
rule for individual based models that is able to incorporate heterogeneous activity
patterns in the timing of interactions of the agents. For showing the difference
with standard update rules we characterize the behavior of the voter model under
standard update rules and two different implementations of the proposed update
rule. We find that when the update rule is coupled to the dynamics of the agents,
the qualitative behavior of the model changes, displaying a coarsening process
that standard update rules do not capture. In Chapter 4 we investigate the US
hospital system, in particular the transfers of patients among hospitals and their
implications regarding a spreading process on that network. Last in Chapter 5 we
analyze data from US presidential elections, finding statistical regularities that
have previously been observed in different electoral systems. We propose then
a model which captures those features. In Chapter 6 we finally summarize the
conclusions and outlooks of the thesis.



Chapter 2

Dynamics based on link
states

2.1 Introduction

Collective properties of interacting units have been traditionally studied consid-
ering that each of these units has a property or state, and that the units interact
with each other according to a network of interactions. The result of the interac-
tion depends on the state of the interacting units. For example, in a spin system
in a lattice, the spin of each node interacts with its neighbors in the lattice, in
a way that only depends on their spin state. The same basic set up has been
implemented in individual or agent based models of social collective properties
[16]. These models endow individuals with a variable, which can be discrete or
continuous, describing for example, an opinion state. The models also prescribe
a dynamical rule, which results in changes of the states of the agents that depend
on the state of the agents with whom they interact. However, there are a num-
ber of characteristics of social interactions which are better described by a state
of the interaction link than by a state of the individuals in interaction. This is
specially the case for relational interactions such as friendship, trust, method of
communication (phone or skype), method of salutation (kiss or handshake), etc.
It is also the case in language competition dynamics [108]. However language
has been modeled in this context as an individual’s property [109, 110]. In the
case of language one should differentiate the knowledge of a language, for which
a node feature is convenient; and the use of a language, which is better captured
by a link state, as individuals who know more than one language decide on which
language to establish a communication relation for each of their social connec-
tions. Noteworthy, data on link states associated with trust, friendship or enmity,

21
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Figure 2.1: In the balanced situations the multiplication of the link states yields
a positive result, contrary to unbalanced situations. Depending on the version of
the theory the triad with three negative relations is considered either unbalanced
(strong version) or neutral (weak version).

obtained from on-line games and on-line communities, is now available and has
been recently analyzed [111, 112]. Also data on the use of different languages in
Twitter [2] is available and it poses a stimulating future task for contrasting the
dynamics of language use from digital sources with the available models.

Social balance theory [113] is a well established precedent in the study on
link states and link interactions. In this theory there are two persons and a
third object, which may also be a person, and the relations between them can be
positive (like, friendship) and are represented by a +, or negative (dislike, enmity)
and are represented by a −. Whenever the algebraic product of the relations in
the triad is negative, the situation is said to be unbalanced and the individuals
will feel certain pressure to evolve towards a balanced situation by a relational
change (see Fig. 2.1). Think in the example depicted in Fig. 2.2. You know a
couple, Alice and Bob, and have a positive relation with both of them. If in a
point in time the couple divorces, you may feel certain stress for being befriended
with both, while they have a negative relation. So to return to balance one of
the options is to develop a negative relation towards one of them. Or that they
get back to a positive relation. The balanced situations may be summarized as

my friend’s friend is my friend
my friend’s enemy is my enemy
my enemy’s friend is my enemy
my enemy’s enemy is my friend.

There are actually two versions of Heider’s social balance theory. The strong
one states that all triads for which the multiplication of link states is negative
are unbalanced. The weak version differs in that triads with three negative links
are considered neutral. Ref. [111] supports the weak version, as the completely
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Balanced Unbalanced

Figure 2.2: In the beginning you are friends with Alice and Bob, who are married.
This situation is balanced according to Heider’s social balance theory. At a
certain point in time Alice and Bob divorce in a traumatic way. At that time the
situation is unbalanced according to social balance theory, so the pressure felt by
the individuals will motivate them to change their relational states as to recover a
balanced situation. This could be done either by you changing the status of your
relation towards Alice or Bob; or by Alice and Bob repairing their relationship.

negative triads they find in the social network under study are not under- or
over-represented as compared to randomizations of the data.

Recent studies address social balance in complex networks, implementing
stochastic link dynamics that explore when a balance situation is or it is not
reached asymptotically [114, 115, 116, 117]. Social balance theory has also been
confronted with large scale data [111, 112], and alternative theories for the inter-
action of positive/negative relations have also been proposed [112, 118].

Focusing on link properties has also been emphasized in the problem of com-
munity detection in complex networks [119, 120, 121, 122, 123]. This opposes
the traditional view of identifying network communities with a set of nodes[124],
and it makes possible for an individual to be assigned to different communities.
Finally, the idea of considering link dynamics is also present in the problem of
network dynamics controllability [125]. Here the aim is to identify the most rel-
evant links to drive the system to a desired global state of the network, instead
of focusing on the dynamically most influential nodes [126].

The aim of this chapter is to investigate a prototype model for the dynamics
of link states in a fixed network. Links can be in two equivalent states. This
departs from the positive/negative interactions, considered for example in social
balance, where the two link states play different roles1. Equivalent link states

1For the strong version of Heider’s social balance if we exchange the values of the states, the
balanced triads change to unbalanced and vice versa.
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can occur in many relational interactions including, for example, salutation or
competition of languages of the same prestige. As a first step towards the charac-
terization of such link dynamics we investigate a majority rule dynamics akin to
a zero-temperature kinetic Ising model but for the states of the links. We show
that such link majority rule dynamics on complex networks results in a degen-
eracy of asymptotic configurations which are generally not found when studying
traditional node-dynamics in the same topologies. We also show how a quan-
tity characterizing the node behavior naturally arises for the link states, so that
nodes can also be characterized by the state of the links connected to the node.
So in the example of language use this quantity characterizes naturally the level
of bilingualism of each individual.

The chapter is organized as follows: in section 2.2 we define the majority rule
link dynamics model, as well as some quantities introduced for its characteriza-
tion. In sections 2.3, 2.4 and 2.5 we describe our results on a fully connected
network, a square lattice and Erdös-Renyi random networks, respectively. Sec-
tion 2.6 contains a discussion summary.

2.2 Majority rule link dynamics

We consider a fixed undirected network G(N,L) composed by N nodes and L
edges. The state of each link (i, j) is characterized by a binary variable sij which
can take two equivalent values A or B. Two edges are considered first neighbors if
they are attached to a common node. We study a majority rule for the dynamics
of the state of the links. At each time step the dynamics is defined as

i. Randomly choose a link i− j.

ii. Update its state to the one of the majority of links in its first neighborhood.
In case of a tie, the state of the link is randomly chosen

The time unit is set to N basic steps so that for each node, on the average, the
state of two of its links is updated per unit time.

There exist two trivial absorbing ordered configurations, for which all the
links in the system have the same state. The dynamics tend to order the system
locally. We investigate whether, depending on the topology of the network, the
dynamics orders the system globally or if the system reaches asymptotic disor-
dered configurations with coexistence of both link states. We also analyze the
transient dynamics towards these asymptotic configurations. For these purposes
we consider the following quantities characterizing the network and its links dy-
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namics:

ki, Degree of node i.

l
A(B)
i , Number of A(B) edges connecting node i.

ρ, Order parameter. It measures the level of order in the system.

ρ =

∑N
i=1 l

A
i l

B
i

∑N
i=1 ki(ki − 1)/2

It vanishes when the system is completely ordered, because either lAi or lBi
is zero for all nodes.

bi, Link heterogeneity index of node i. It is a node characterization that mea-
sures the heterogeneity of a node in terms of how many A or B links are
attached to it.

bi =
lAi − lBi

ki

bi = +1 or bi = −1 for all links of the same type, bi = 0 for a completely
symmetric case.

P (b, t), Link heterogeneity index distribution, probability that a randomly cho-
sen node has link heterogeneity index b at time t.

S(t), Survival probability, probability that a realization of the dynamics has not
reached a fully ordered configuration at time t.

2.3 Fully connected network

We consider the dynamics on a fully connected network of size N , for which
every node is connected to every other node so that L = N(N − 1)/2. This case
is usually the simplest one, as in many occasions the behavior of the models is
well captured by a meanfield approximation. It is also a good representation of
small social groups and the results may be compared for example with data from
language use in a school class (in a bilingual society). Note however that every
link is not a first neighbor of every other link, as can be seen in Fig. 2.3 and this
fact poisons the analytical treatment.
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Figure 2.3: Fully connected network of size 4. Note that edges connecting sets
of nodes which do not overlap are not first neighbors. For example the edge
connecting nodes 0 and 1 is not connected to the edge connecting nodes 2 and 3.

2.3.1 Time evolution

We observe two kinds of trajectories, either the system orders or it gets trapped in
a frozen disordered configuration. Fig. 2.4 shows the time evolution the ensemble
average of the order parameter 〈ρ〉 and the survival probability S(t) for random
initial conditions. The average order parameter decays towards a plateau, indicat-
ing that the absorbing ordered configurations are not always reached. Comparing
this result with the survival probability, which also saturates at a certain value
after a transient, we conclude that the plateau in the average order parameter is
due to realizations which get frozen in a configuration with coexistence of states.
The analysis of single realizations of the link dynamics (lower panel of Fig. 2.4)
shows smooth dynamics to an asymptotic state in which the order parameter is
frozen. In the following we investigate the characteristics of these frozen asymp-
totic configurations.

2.3.2 Asymptotic configurations

The probability of having a certain value of ρ∞ in the asymptotic configurations
is plotted in Fig. 2.5. We observe a very heterogeneous set of possible final
configurations in addition to the most probable ordered configuration (ρ∞ =
0). The disordered frozen configurations can be classified by the number nb of
different link heterogeneity indices occurring in each configuration, as we discuss



2.3. FULLY CONNECTED NETWORK 27

0

0.1

0.2

0.3

0.4

0.5

<
ρ>

0 1000 2000 3000 4000 5000
t

0

0.2

0.4

0.6

0.8

1
S

0 1000 2000 3000
t

0

0.2

0.4

ρ

Figure 2.4: Upper panel: Evolution of the average order parameter on a fully
connected network. Inset: Survival probability. N = 100 for the black solid
line, N = 300 for the red dashed line and N = 600 for the blue dashed-dotted
line. Averages taken over 103 realizations. Lower panel: Evolution of the order
parameter for single realizations of the dynamics on a fully connected network of
size N = 300. We show two different kinds of realizations: a realization reaching
an absorbing ordered state (solid line) and a realization ending in a disordered
frozen configuration (dashed line).
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Figure 2.5: Probability of having a certain value of the order parameter in the
asymptotic configuration for a complete graph. The calculation is done over 104

realizations for system sizes N = 100 (black circles), N = 300 (red squares) and
N = 600 (blue diamonds).

next. nb = 1 corresponds to the ordered configuration in which all nodes have
the same heterogeneity index b = 1 or b = −1. For a configuration family with
an arbitrary number nb we can divide the nodes into nb classes, each of them
characterized by a link heterogeneity index b which is the same for each node in
that class and different for each class.

2.3.2.1 Simplest frozen configurations

The simplest frozen configurations on a fully connected network are of the type
shown in Fig. 2.6.a. They consist of a set of k nodes that have only links in one
state (red links), and the rest of nodes, N − k, having all their links in the other
state (blue links), except for the links with the k nodes of the first set. For this
kind of configuration there are only two types of nodes in terms of link hetero-
geneity index. The group of size k having |b| = 1 and therefore contributing to
the asymptotic p(b, t = ∞) in the peaks b = ±1 (see Fig.2.10), and another group
of size N − k with |b| = |2k−N − 1|/(N − 1). Therefore, for these configurations
nb = 2.

These configurations can be proven to be frozen for a range of k. For this
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k l

N − k − l

b)a)

Figure 2.6: a) Simple frozen configurations in a fully connected network (nb = 2).
b) Frozen configuration with nb = 3 on a fully connected network.

purpose one has to find how many of the neighboring links of a given link are in
each state and impose that links in state A (B) have more A (B) neighbors than
B (A) neighbors. In this way one easily concludes that configurations as the one
in Fig. 2.6.a) are frozen whenever

1 < k < N/2− 1. (2.1)

These solutions exist for N > 4. In Fig. 2.7 we show the probability density
to reach a configuration with a certain fraction k/N with |b| = 1, given that
the asymptotic configuration is of the type shown in Fig. 2.6.a. All the possible
configurations can be reached from random initial conditions (see Fig. 2.7).

One can compute some more quantities for this family of configurations, such
as the value of the order parameter given the value of k, which is

ρk =
2k2(N − k − 1)

N(N − 1)(N − 2)
. (2.2)

The order parameter varies between 0 and 8/27 in the thermodynamic limit
(limN→∞) for the allowed values of k, given by the inequalities (2.1). Following
the colors shown in Fig. 2.6a) the fraction of red (blue) edges in the system, R
(B) is

R =
2(N − 1)− k + 1

N(N − 1)
k

(

B =
(N − k)(N − k − 1)

N(N − 1)

)

.

There exists a value k∗ for which these two fractions are equal,

k∗ = N − 1

2

(

1 +
√

2N(N − 1) + 1
)

, (2.3)

which in the thermodynamic limit takes the value k∗ = N(1 − 1/
√
2) ≃ 0.29N .

If we interpret the model in terms of language competition that particular point
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Figure 2.7: Probability density of getting to a simple frozen configuration like
the one in Fig. 2.6.a) with a certain fraction k/N of nodes with |b| = 1, starting
from random initial conditions on a complete graph. Sizes are N = 100 (black
circles), N = 300 (red squares) and N = 600 (blue diamonds). The statistics are
over 105 realizations of the system.
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identifies the condition for the same global use of both languages and it happens
for a monolingual group of about 30% of the size of the system.

2.3.2.2 Other asymptotic configurations

Fig. 2.9 shows the probability of reaching an asymptotic configuration with a
certain number of different link heterogeneity indices nb in the system. The
ordered configurations nb = 1 and the ones with nb = 2 described above are
the most probable. An example of a configuration with nb = 3 is shown in
Fig. 2.6.b). These configurations have k nodes with |b| = 1, l nodes with
b = (2k −N + 1)/(N − 1) and N − k − l nodes with b = (N − 2l − 1)/(N − 1).
Following the same argument used for nb = 2 configurations, we can conclude
that nb = 3 configurations are frozen provided that

1 <k < N/2− 2

k + 1 <l < N/2− 1

The region of the parameter space k and l where frozen configurations can exist
is depicted in figure 2.8.

k

l

l = k + 1

k = N/2− 1

l = N/2− 1

k = 1

Figure 2.8: Frozen configurations with nb = 3 in a fully connected network can
have values of k and l from the light blue zone.

The order parameter for this kind of configurations is

ρ = 2l
k(N − k − 1) + (N − k − l)(N − l − 1)

N(N − 1)(N − 2)
. (2.4)

And the densities of red and blue links are

R = 1− l(2N − 2k − l − 1)

N(N − 1)
and B =

l(2N − 2k − l − 1)

N(N − 1)
. (2.5)
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When nb is increased, the frozen configurations become structurally more com-
plicated, and are much less probable. Empirically we have always found a group
of agents with |b| = 1 appears. To characterize a frozen solution family an arbi-
trary value of nb we need nb − 1 parameters and nb(nb +1)/2 inequalities, which
arise imposing that the state of every link is frozen and give a boundary for the
possible architecture of those configurations.
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Figure 2.9: Probability of reaching a frozen configuration with a certain number
of different link heterogeneity indices nb, starting from random initial conditions
on a complete graph. Sizes are N = 100 (black circles), N = 300 (red squares)
and N = 600 (blue diamonds), and the statistics are over 105 realizations of the
system.

2.3.3 Link heterogeneity index distribution

Fig. 2.10 shows the averaged time evolution of the link heterogeneity index dis-
tribution: We observe that it evolves from a distribution peaked around b = 0 for
random initial conditions, to a bimodal distribution peaked around b = ±1, with
a quite homogeneous probability of having any link heterogeneity index. This
statistics characterized by this distribution includes the most probable realiza-
tions that reach ordered states but also other which freeze in configurations with
nodes with different possible value of b, as discussed in the characterization of
the asymptotic configurations. Note that both types of realizations contribute
to the peaks at b = ±1 since frozen disordered asymptotic configuration have at
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least one group of agent with b = ±1.
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Figure 2.10: Distribution of link heterogeneity index probability density P (b, t)
for different times averaged over 103 realizations starting from random initial
conditions on a fully connected network of size N = 100. The initial condition is
in black circles. Time ordering of the other curves is: 50 (red squares), 100 (green
diamonds), 200 (blue up triangles) and 500 time steps (magenta left triangles).
The plot is approximately symmetric around b = 0 due to the equivalent nature
of the states A and B.

2.4 Square lattice

In order to account for local interaction effects we first consider a square lattice
with periodic boundary conditions.

2.4.1 Time evolution

Fig. 2.11 shows the time evolution the ensemble average of the order parameter
〈ρ〉 and the survival probability S(t) for random initial conditions. Similarly to
the case of a fully connected network (Fig. 2.4), 〈ρ〉 and S(t) decay smoothly to
a plateau value. Together with the plot of single realizations of the stochastic
dynamics (lower panel of Fig. 2.11 ) this indicates that some realizations reach
an asymptotic ordered state, while others get trapped in a disordered configu-
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Figure 2.11: Upper panel: Evolution of the average order parameter on a square
lattice. Inset: Survival probability. N = 2500 for the black solid line, N = 3600
for the red dashed line and N = 4900 for the blue dashed-dotted line. Averages
taken over 103 realizations. Lower panel: Evolution of the order parameter for
single realizations of the dynamics on a square lattice of size N = 2500. We
show three different realizations, corresponding to the three possible asymptotic
configurations: ordered state (dashed line), vertical/horizontal single stripe (solid
line) and diagonal single stripe (dotted-dashed line).

ration for which the order parameter remains constant for all times. We have
found only three different types of realizations characterized by their asymptotic
configurations, as we discuss next.

2.4.2 Asymptotic configurations

Starting from random initial conditions and using periodic boundary conditions
the probability of reaching one of the three main possible asymptotic configura-
tions, characterized by their value of the order parameter, is shown in Fig. 2.12.
These configurations are depicted in Fig. 2.13.
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Figure 2.12: Probability of reaching a given asymptotic value of the order param-
eter on a square lattice with periodic boundary conditions starting from random
initial conditions. There are three different possible configurations, namely or-
dered state, horizontal/vertical stripes and diagonal stripes. Sizes are N = 2500
(black circles), N = 3600 (red squares) and N = 4900 (blue diamonds). Statistics
computed from 104 realizations.

• Ordered configurations: All links are in the same state and ρ = 0.

• Trapped dynamical configurations, where the order parameter remains con-
stant, ρ = 1/

√
N , but the densities of links in each state fluctuate around

a certain value. These configurations form vertical/horizontal stripes, as
shown in Fig. 2.13.a). These configurations are dynamical traps from which
the system cannot reach the ordered state: links in the boundaries of the
stripes continue to blink without changing the value of the order parame-
ter. Single stripe configurations are the ones reached from random initial
conditions, but configurations with a larger number of stripes and a value
of the order parameter which is a multiple of 1/

√
N are also dynamical

traps of the model.

• Frozen configurations, where the order parameter and the densities of links
in each state remain constant. Configurations reached from random initial
conditions are single diagonal stripe as the one shown in Fig. 2.13.b), with
a value of the order parameter ρ = 4

3
√
N
. There are other frozen configu-

rations which we have not observed in our simulations with random initial
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conditions. These include multiple diagonal stripes and a combination of
diagonal front that we call percolating diamond (Fig. 2.13.c)): It contains
a square of links in one state, rotated an angle of 45 degrees, surrounded
by links in the opposite state and which percolates through the network.

For the percolating diamond configuration ρ = 4(
√
N−1)
3N .

ρ = 1/
√

N

a) Vertical/horizontal stripes b) Diagonal stripes

ρ = 4
3
√

N

c) Percolating diamond

ρ = 4(
√

N−1)
3N

Figure 2.13: Different asymptotic disordered configurations on a square lattice
with periodic boundary conditions. a) Vertical/horizontal single stripe. The gray
links keep changing state forever, while all other links are in a frozen state. b)
Diagonal single stripe. All links are frozen. c) Percolating diamond. All links are
frozen.

2.4.3 Link heterogeneity index distribution

For a square lattice the link heterogeneity index takes values b = ±1,±0.5, 0. The
evolution of the distribution P (b, t) is shown in Fig. 2.14. It evolves from an initial
peak at b = 0 to a distribution with two peaks at b = ±1 and a minimum value
at b = 0. This evolution can be understood from the asymptotic configurations
described above: The two peaks at b = ±1 originate in the most probable ordered
configurations, but also on the large percentage of nodes with b = ±1 in the two
other possible asymptotic configurations. The values b = ±0.5 appear only in the
second most probable asymptotic configuration: vertical/horizontal single stripe.
For these configurations there are 4

√
N nodes whose heterogeneity index keeps

jumping from b = ±1 and b = ±0.5. Last, the probability of having nodes with
b = 0 comes from the third possible asymptotic configuration, diagonal single
stripe. In this configuration 2

√
N − 2 nodes have b = 0 and the other nodes are

divided into two equal groups with b = 1 and b = −1.
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Figure 2.14: Distribution of link heterogeneity index probability density P (b, t)
for different times averaged over 103 realizations starting from random initial
conditions on a square lattice of sizeN = 2500 with periodic boundary conditions.
The initial condition is in black circles. Time ordering of the other curves is:
500 (red squares), 1000 (green diamonds), 2000 (blue up triangles) and 3000
time steps (magenta left triangles). The plot is approximately symmetric around
b = 0 due to the equivalent nature of the states A and B (except for small size
fluctuations).

2.5 Random networks

In order to account for the role of network heterogeneity in terms of connectivity
we finally consider the link dynamics model on Erdös-Renyi random networks.

2.5.1 Time evolution

Proceeding as in the previous cases we show in Fig. 2.15 the time evolution of the
ensemble average order parameter. The survival probability (not shown) is one
at all times, except for small systems or networks of high average degree, which
tend to a similar behavior as on a fully connected network. Our results indicate
that all stochastic realizations of the dynamics reach an asymptotic disordered
configuration with a constant value of ρ.
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Figure 2.15: Upper panel: Evolution of the average order parameter on Erdös-
Renyi networks of average degree 〈k〉 = 10. N = 1000 for the black solid line,
N = 5000 for the red dashed line and N = 10000 for the blue dashed-dotted
line. Averages are taken over 103 realizations of different initial conditions and
different realizations of the random network. Lower panel: Evolution of the
order parameter for single realizations of stochastic dynamics on an Erdös-Renyi
random network of size N = 1000 and average degree 〈k〉 = 10. Two different
realizations are shown, each one ending in a different configuration with frozen
order parameter.
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Figure 2.16: Probability of having a certain value of the order parameter in the
asymptotic configuration on a random graph. The calculation is done over 104

realizations for system size N = 1000 and average degrees 〈k〉 = 10 (black circles),
〈k〉 = 20 (red squares) and 〈k〉 = 40 (blue diamonds).

2.5.2 Asymptotic states

We observe a large variety of asymptotic configurations characterized by different
values of the order parameter ρ, as shown in Fig. 2.16. Increasing the average
degree of the network, the distribution of final values of ρ approaches the one
for a fully connected network (Fig. 2.5): The distribution develops a peak that
moves towards ρ = 0 and another peak near the maximum possible asymptotic
order parameter value.

For random networks we find three kinds of asymptotic configurations, as in
a square lattice:

• Ordered configurations: All links are in the same state and ρ = 0. This
configuration is only observed in small systems or in systems with high
average degree (close to fully connected network).

• Trapped dynamical configurations: the order parameter remains constant,
but the densities of links in each state vary with time.

• Frozen configurations, where the order parameter and the densities of links
in each state remain constant.
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Blinker

ρloc = 1/5

Figure 2.17: Example of change in state which changes the densities of blue and
red links conserve the value of the order parameter ρ. Independently of the state
of the gray link this motif will contribute to the order parameter of the whole
system with ρ = 1/5.

It is possible to identify some basic mechanisms leading to the observed traps.
Among them:

• Being the better connected in your neighborhood: If a node i is such that
ki ≫ kj for any neighboring node j, then the links attached to node i
usually end up sharing all the same state, which in most cases is the one of
the initial majority state in that set of links. This effect creates frozen links,
i.e., links which do not change state. Initial conditions and the particular
topology of the realization will determine how frequent is this effect and
whether this leads or not to an ordered configuration.

• Dynamics conserving the value of ρ: There exist changes of the state of
the links which do not cause a change in the value of ρ. These changes are
those for which the link changing state has a symmetric environment, with
the same number of neighbors in each state as shown in Fig. 2.17. This
situation is the one also found in a square lattice Fig. 2.13.a. This kind
of phenomenon can appear in more complex forms, as shown in Fig. 2.18.
There one can see that the order parameter is frozen after approximately
10 time steps, but the configuration of the system keeps changing, as can
be seen from the snapshots of the system configuration at different times.
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Figure 2.18: One realization on a small random network of size N = 20. Top
left panel shows the evolution of the order parameter, which freezes after approx-
imately 10 time steps. The other panels show the configuration of the system
at different times. The color of the nodes reflects their link heterogeneity index.
Red (blue) is for having all links in the red (blue) option, white is for having
half of the links in each color. The changes in the configuration do not affect
the value of the order parameter. For example the only difference between the
configuration at t = 20 and the one at t = 120 is the state of a single link. If we
count we can see that the link has the same number of neighbors in each state.
One can check that all the changes of state are of the type depicted in Fig. 2.17

2.5.3 Link heterogeneity index distribution

The evolution of the distribution of link heterogeneity indices in random networks
is shown in Fig. 2.19. The initial distribution is broad, but smoothly peaked
around b = 0. This evolves to a bimodal distribution peaked around b = ±1.
The best connected nodes in the network are prone to become nodes with b = ±1,
which in turn pulls more nodes to this value of b. The fact that links can be in
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frozen states for different parts of the network implies that between patches of
ordered domains, there are nodes with any value of the link heterogeneity index.
This contributes to the broad distribution of b values between the two peaks.
Blinking links in dynamically trapped configurations also contribute to the broad
distribution of intermediate values of b.
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Figure 2.19: Distribution of link heterogeneity index probability density P (b, t)
for different times averaged over 103 realizations on an ensemble of Erdös-Renyi
random networks of size N = 1000 and average degree 〈k〉 = 10 starting from
random initial conditions. The initial condition is in black circles. Time ordering
of the other curves is: 50 (red squares), 100 (green diamonds), 200 (blue up
triangles) and 500 time steps (magenta left triangles). The plot is approximately
symmetric around b = 0 due to the equivalent nature of the states A and B
(except for small size fluctuations).

2.6 Summary and discussion

The study of a majority rule for the dynamics of two equivalent link states in a
fixed network uncovers a set of non-trivial asymptotic configurations which are
generally not present when studying the classical node-based majority rule dy-
namics. The characterization of the asymptotic configurations in fully connected
networks, square lattices and Erdös-Renyi random networks provides the basis for
the understanding of the evolution of the link heterogeneity index distribution.
For a fully connected network and for a square lattice we have fully characterized
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the asymptotic configurations reached from random initial conditions. In a fully
connected network we have found large heterogeneity in the asymptotic config-
urations. All these configurations, classified by the number nb of heterogeneity
indexes present in the configuration, are frozen. Note that for the corresponding
node-dynamics in the same network only an asymptotic ordered configuration
is found (nb = 1). In a square lattice we have found asymptotic configurations
which are ordered, frozen and disordered, or dynamically trapped. The latter
does not have an analog in the corresponding node dynamics. In the case of
Erdös-Renyi random networks we have described the mechanisms leading to the
existence of very heterogeneous asymptotic configurations which are either frozen
or dynamical traps.

This particular link-dynamics model can be mapped into an equivalent node-
based problem by changing the network of interaction. The node-equivalent net-
work is the line-graph [127, 128, 129] of the original network. The line-graph is
a network where the links of the original network are represented by a node and
are connected to those nodes that represent links that were first neighbors in the
original network. This mapping of the problem has not been pursued here since
it obscures our original motivation and, given the complexity of the line graphs of
the networks considered here, it has been found not to be particularly useful for
a quantitative description of the dynamics. However, the mapping does provide
additional qualitative understanding of our findings: The line graph is a network
with higher connectivity since all links that converged originally in a node form
a clique subgraph in the line-graph, as clearly seen in the line-graph of a fully
connected network or a square lattice. This results in an increased cliquishness of
the line graph, as compared to the original network. Such cliquishness underlies
the topological traps that give rise to the wide range of possible asymptotic con-
figurations that we find for the link-dynamics. In addition, the mapping of a hub
of the original network in the corresponding line-graph also helps understanding
the different role played by the best connected nodes in node or link-based dy-
namics: As discussed in 2.5.2, best connected nodes tend to freeze link states in
their neighborhood.

The link heterogeneity index is a useful way of characterizing nodes in a given
link configuration. For example in node based models of language competition, a
node can be in state A or B corresponding to two competing languages, and bilin-
gualism can only be introduced through a third node bilingual state AB [109].
In the framework of link dynamics, state A or B characterizes the language used
in a given interaction between two individuals, and the link heterogeneity in-
dex is a natural measure of the degree of bilingualism of each individual (node).
Comparison of our results with data on language use would prove or refute our
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dynamics. This effort seems to be plausible with the use of electronic data such
as those coming from twitter as in Ref. [2]. Continuing with this example, a next
step is to consider the mixed dynamics of language competence (node dynamics)
and language use (link dynamics). In general, consideration of the coevolution
of link and node states is a natural framework that emerges in the study of
collective behavior of interacting units. In physical terms, the states of the in-
teracting particles are coupled to the state of the field that carries the interaction.



Chapter 3

Timing interactions in social
simulations: The voter
model

3.1 Introduction

Individual based models of collective social behavior include traditionally two
basic ingredients: the mechanism of interaction and the network of interactions
[16]. The idea of choosing a mechanism of interaction, such as random imitation
[130, 131, 35] or threshold behavior under social pressure [132, 133, 134], is to
isolate this mechanism and to determine its consequences at the collective level of
emergent properties. The network of interactions determines who interacts with
whom. The topology of the network incorporates the heterogeneity of ties among
individuals. In addition, ties are usually non persistent, so that the network
structure changes with time. In particular, the network and the state of the indi-
viduals can evolve in similar time scales (co-evolution). Such entangled process
of dynamics of the network and the dynamics on the network describes how to go
from interacting with neighbors to choosing neighbors [135, 136, 137, 138, 139]. A
third ingredient of individual based models, which was not considered in detail in
the past, is the timing of interactions: When do individuals interact? The usual
assumption in simulation models was a constant rate of interaction, i.e., at each
time step each individual has the same probability of being chosen for interaction
(a Poisson process). This assumption gives rise to a very homogeneous pattern
of interaction in time, as the distribution of times between successive interactions
will then be drawn from a Poisson distribution, which has a well defined average

45
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and for which outliers are not to be expected (not like happens in the case of
heavy-tailed distributions, where outliers orders of magnitude over the average
of the sample are to be expected). In this chapter we revise this assumption
addressing the consequences of the heterogeneity in the timing of interactions.

The availability of massive and high resolution data on human activity pat-
terns allows us to tackle this question. Information and knowledge extracted from
this data needs to be included in a realistic modeling of collective social behav-
ior. Indeed, many interevent time distributions measured recently in empirical
studies about human activities such as e-mail communication, surface mail, tim-
ing of financial trades, visits to public places, long-range travels, online games,
response time of cybernauts, printing processes and phone calls, among others
[89, 90, 91, 92, 93, 94, 95, 96, 97, 98], show heavy tails. Motivated by this finding
there are two current lines of research:

• Origin of these heavy-tailed distributions

– Explain these tails based on circadian cycle and seasonality, via a non-
homogeneous Poisson process with a cascading mechanism [89, 96].

– Root these heavy tails in the way individuals organize and prioritize
their tasks modeling it via priority queuing models [90, 93, 97, 98, 100].

• Effects of this interaction timing heterogeneity on certain dynamics: in-
dependently of the origin of this feature it has been noticed that a non-
homogeneous interaction in time can give rise to non-trivial behavior. An
example considered so far in some detail is spreading and infection dynam-
ics: SI-type spreading dynamics have been investigated, showing that this
peculiar timing gives rise to a slowing down of the dynamics that cannot
be explained just by a change of time scale but it changes the functional
form of the prevalence of a disease [92, 93, 94, 95, 101].

Our work [3] goes along the second of these research lines. It considers the
implementation of human activity patterns in simulation models of interacting
individuals, and the consequences of the timing of interactions. As an illustration
we explore this general question in the context of the voter model [130, 131].
The voter model is a very stylized model that serves as a null model for the
competition of two equivalent states under a dynamics of random imitation. A
difference with previous work in spreading and infection dynamics is that in the
voter model each individual can be in two equivalent states. Then the question is
when the system reaches consensus in either of these two states or when there is
asymptotic dynamical coexistence of the two states. We will see that the answer
to this question depends crucially on the timing of interactions. Related work on
the voter model, discussed later, include the papers by Stark et al. [140], Baxter
[141] and Takaguchi and Masuda [142].
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In Sect. 3.2 we revise the definition of the voter model and the different
quantities used to monitor its macroscopic dynamics. Sect. 3.3 considers the
voter model dynamics with different standard update rules, i.e. update rules
that incorporate a constant rate of interaction. In Sect. 3.4 we introduce new
update rules to account for heterogeneous activity patterns. We consider two
update rules: endogenous update, coupled to the dynamics of the states of the
agents; and exogenous update which is independent of the states of the agents.
Sect. 3.5 includes a discussion of our results and related work.

3.2 The voter model

The voter model has been investigated not just in the context of social dynamics
but also in fields such as probability theory [131] and population dynamics [130].
It was first considered in Ref. [130] in 1973 as a model for the competition of
species for their habitats, and named voter model in Ref. [131] in 1975 because
of the natural interpretation of its rules in terms of opinion dynamics [16, 35].

3.2.1 Definition of the voter model

The voter model consists of a set ofN agents placed on the nodes of an interacting
network. The links of the network are the connections among agents. Two nodes
are first neighbors if they are directly connected by a link in the network. The
agents have a binary variable (opinion, state...) which can take the values +1
or −1. The behavior of the agents is characterized by an imitation process,
because, whenever they interact, they just copy the state of a randomly chosen
first neighbor.

The model has two absorbing configurations, i.e., configurations in which
the dynamics stop, which consist either of all agents in state +1 or in state
−1. These absorbing configurations are also typically called consensus or ordered
configurations, as the whole population has agreed in the same state.

This model has been studied by computer simulations using what we later
define as random asynchronous update for node dynamics. In this case the basic
steps in the dynamics are:

1. Randomly choose an agent i with opinion xi.

2. Randomly choose one of i’s neighbors, j, with opinion xj . Agent i adopts
j’s opinion; xi(t+ 1/N) = xj(t).

3. Resume at 1.

The alternative link dynamics is considered in Ref. [143]. In that case a random
link (i, j) is chosen and with probability 1/2 i copies j’s state; otherwise j copies
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i’s state. This dynamics is equivalent to node dynamics on regular networks (all
nodes having exactly the same degree) and leads the same qualitative behavior
on heterogeneous networks in terms of ordering behavior, although it gives rise
to different conservation laws.

Usually the time is measured in units of N basic steps, i.e., a Monte Carlo
step, following the idea that every agent gets updated on average once per unit
time.

3.2.1.1 Macroscopic description

A basic question is under which conditions consensus will be reached and how. In
order to answer this question we have to define macroscopic quantities to describe
the state of the system and its dynamical behavior.

-Magnetization m(t): It is the average state of the population and is defined
as

m(t) =
1

N

N
∑

i=1

xi.

-Density of interfaces ρ(t): It is the fraction of links connecting agents with
different states. It is defined as

ρ(t) =
# of links between −1 and +1

# of links in the network
=

1
∑N

i=1 ki





∑

〈ij〉

1− xixj

2



 ,

where 〈ij〉 stands for summing over neighboring nodes.

In numerical simulations finite size effects come into play. In finite size systems
consensus will be reached, but we have to differentiate if consensus is reached
due to the inherent dynamics or to a finite size fluctuation. We use averages
over many realizations to extract the mean behavior. This is what is called an
ensemble average and will be denoted by 〈·〉. When doing the ensemble averages
some conservation laws can be found. For the case of regular networks, where
every node has the same number of neighbors (same degree), the ensemble average
of the magnetization 〈m(t)〉 is conserved under node dynamics [143, 144]. For
this reason the magnetization is not a good order parameter and we use the
density of interfaces ρ. This is a proper order parameter as it measures the
degree of order in the system. It is nonzero while the system is not in one of the
absorbing states and is zero otherwise. A decrease of ρ(t) describes the coarsening
process with growth of domains with agents in the same state. If the network is
heterogeneous, i.e., the degrees of the nodes are not all the same, the conservation
law for 〈m(t)〉 breaks down unless we use link dynamics. Using node dynamics an
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equivalent conservation arises, but for the average degree weighted magnetization
〈mk〉 = (

∑N
i=1 kixi)/N , where ki is the degree of node i [145, 143].

In order to gain more insight into the dynamics for finite size systems we also
introduce two other quantities to characterize the dynamics. These quantities
are:

-Survival probability S(t): It is the probability that a realization of the system
has not reached one of the absorbing states at time t. The mean time T to
reach consensus is then given by1

T =

∫ ∞

0

S(t)dt.

-Density of interfaces averaged over surviving runs 〈ρ∗(t)〉: This quantity is
basically the same as the density of interfaces, but disregarding the realiza-
tions that have already reached an absorbing state when doing the ensemble
average. It tells us the degree of order in the system for the realizations
that are still in an active state. This quantity is related to the density of
interfaces averaged over all realizations by

〈ρ(t)〉 = S(t)〈ρ∗(t)〉.

A novel quantity in the study of the voter model has to be introduced in order
to characterize the temporal activity patterns. This quantity is:

-Interevent time (IET) distribution M(τ): It is the probability that, given two
consecutive changes of state of a node, the time interval between them
equals τ . We will also use the complementary cumulative distribution2 of
this, C(τ) = 1−

∫ τ

0
M(t)dt.

3.3 Standard update rules

In this section we review standard update rules used in simulations of agent
based models (ABM’s) and investigate the behavior of the voter model for these
different rules. In ABM’s agents are placed on the nodes of a network. The

1S(t) is the probability of being in an active configuration at simulation time t. Then the
probability of reaching an absorbing state at time t is d

dt
(1 − S(t)) = −

d

dt
S(t). The average

time to reach consensus is then T = −

∫
∞

0 (t d

dt
S(t))dt and, integrating by parts one finds that

T =
∫
∞

0 S(t).
2In the remainder we will refer to the complementary cumulative distribution just as cumu-

lative distribution.
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state of the agents is characterized by a variable that can take one of various
values. The specific dynamics tells how the states of the nodes are updated.
In addition to the dynamical rules, update rules determine when an agent is
given the opportunity to update her state. Standard update rules implement a
homogeneous pattern of updates in time.

The simulations all over this chapter were done with random initial conditions,
i.e., every agent has the same probability in the beginning to have one state or
the other. We investigate the activity patterns by tracking the time elapsed
between consecutive changes of state of the same agent and therefore use an
internal variable for each agent which records the time since the last change of
state. This internal times are initially set to zero.

3.3.1 Definitions of standard update rules

Typically the update rules implemented are

•Asynchronous update: At each simulation step only one of the agents is
updated. The unit of time is typically defined as N simulation steps (a
Monte Carlo step), where N is the number of agents in the system.

Random asynchronous update (RAU): the agents are updated in a
random order.

Sequential asynchronous update (SAU): the agents are always up-
dated in the same order.

•Synchronous update (SU): All the agents are updated at the same time.
The time is measured in units of simulation steps.

The most commonly used update for the voter model has been the RAU. Most of
the results have been derived for that update. As we can see from the definitions
of these standard update rules, there exists a well defined characteristic time
between two consecutive updates of the same node. In the case of SAU and
SU every agent is updated exactly once per unit time, while for RAU this only
happens on average.

3.3.2 Voter model with standard update rules

In Fig. 3.1 we can see the outcome of the simulations on a complete graph, a
random graph of average degree 〈k〉 = 6 and on a scale-free graph of average
degree 〈k〉 = 6. These figures include plots of the averaged density of active links
〈ρ(t)〉, the evolution of ρ in a single realization and the survival probability S(t).
The cumulative IET distribution C(τ) is plotted for the three updates and the
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RAU τ (N) SAU τ (N) SU τ (N)

CG
〈ρ〉|S(t) N/2 0.23(4)N1.01(2) 0.9(1)N1.01(2)

C 0.63(7)N0.47(2) 0.33(4)N0.50(1) 0.6(1)N0.51(2)

RG 〈k〉 = 6
〈ρ〉|S(t) 0.57(7)N0.99(2) 0.34(6)N0.97(2) 1.0(1)N1.01(2)

C 1.0(2)N0.47(2) 0.38(6)N0.51(2) 0.74(9)N0.51(2)

SFG 〈k〉 = 6
〈ρ〉|S(t) 0.25(5)N0.88(2) 0.19(3)N0.92(5) 1.6(4)N0.84(3)

C 0.35(7)N0.52(2) 0.18(7)N0.53(4) 1.0(3)N0.43(3)

Table 3.1: System size dependence of the characteristic times in the density of
active links, 〈ρ(t)〉 and in the cumulative distribution of interevent times, C(τ),
for different network topologies and node update rules. CG stands for complete
graph, RG for random graph and S-FG for scale-free graph.

three different networks in Fig.3.2. The question of interest is whether C(τ) is
Poisson-like or a more heterogeneous distribution. By Poisson-like we mean...

Results for RAU, SAU and SU are plotted together for comparison purposes.
We observe that the averaged density of active links 〈ρ(t)〉, the survival prob-
ability S(t) and the tail of the cumulative IET distribution C(τ) display an
exponential decay exp(−t/τ(N)), with a characteristic time that depends on the
system size. These characteristic times have been extracted by fitting the data
for many system sizes and computing the scaling behavior of τ(N). The results
of this analysis are summarized in Table 3.1 for the different update rules and
networks. Both the average density of interfaces 〈ρ(t)〉 and the survival prob-
ability S(t) display the same characteristic time. This feature gives rise to the
appearance of a plateau in the density of interfaces averages over surviving runs,
as 〈ρ∗(t)〉 = 〈ρ(t)〉/S(t), which is a signature of the system being maintained in
disorder by the dynamics.

Thus the voter model has the same qualitative dynamical behavior under
RAU, SAU and SU node update rules. These results can be summarized as
follows:

Density of active links:
〈ρ(t)〉: For the ensemble average over all realizations we find an exponential
decay in

〈ρ(t)〉 ∝ e−t/τ(N)

with a characteristic time that scales as τ(N) ∝ N for a complete graph and
random graphs. For the case of Barabási-Albert scale-free graphs the scal-
ing is compatible with the analytical result τ(N) ∝ N/ log(N) [143, 146, 59].
We can see that the characteristic time diverges with the system size, so
that 〈ρ(t)〉 remains constant in the infinite size limit for any of these net-
works. The system is not reaching an ordered state in the thermodynamic
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Figure 3.1: The voter model under the usual update rules (RAU in black, SAU
in red and SU in blue) on different networks. All the averages where done over
1000 realizations. The left column is for a complete graph, middle column for a
random graph with average degree 〈k〉 = 6 and right column a scale-free graph
with average degree 〈k〉 = 6. Top row contains plots for the average density of
interfaces 〈ρ〉 with dashed lines at the value of the plateau that will only exist
in the thermodynamic limit, second row shows the density of interfaces averaged
only over surviving runs 〈ρ∗〉, third row shows the density of interfaces for single
realizations and the bottom row contains the survival probability. System size is
N = 1000.
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Figure 3.2: Cumulative IET distributions for the voter model under the usual
update rules (RAU in black, SAU in red and SU in blue) on different networks.
All the averages where done over 1000 realizations. Left plot is for a complete
graph, middle plot for a random graph with average degree 〈k〉 = 6 and right
plot for a scale-free graph with average degree 〈k〉 = 6. System size is N = 1000.

limit.
〈ρ∗(t)〉: Decays exponentially until it reaches a plateau. The plateau height
is independent of the system size, meaning that, on average, the realizations
that have not yet reached an absorbing state stay at a disordered state with
a finite and large fraction of active links.

Survival probability:
S(t): The survival probability decays exponentially,

S(t) ∝ e−t/τ(N),

with the same characteristic time as 〈ρ(t)〉. Thus when combining 〈ρ(t)〉/S(t) =
〈ρ∗(t)〉 we find a constant value for 〈ρ∗(t)〉. The mean times to reach con-
sensus for finite systems are well defined. In the infinite size limit, as τ(N)
diverges with the system size, we can conclude again that the system does
not reach an ordered state and the survival probability is just equal to one
for all times in the thermodynamic limit.

Cumulative IET distribution:
C(τ): This distribution shows an exponential tail,

S(t) ∝ e−t/τ ′(N)

indicating that there is a well defined average IET. The characteristic time
in the exponential tail scales approximately

τ ′(N) ∝
√
N.

These are the features shared by all standard node update rules. There are also
differences, since the precise characteristic times and the plateau heights of 〈ρ(t)〉
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and 〈ρ∗(t)〉 depend on the update rule. See top row in Fig. 3.1 where the plateaus
for the different update rules are plotted with a dashed black line. It is clear that
the difference between RAU and SAU update rule lies in correlations that will
be present in SAU and not in RAU. For the case of SU, the differences come
from the fact that for this update rule the dynamics is purely discrete. Still the
main result is that the qualitative behavior is the same: for these three update
rules the system remains, in the thermodynamic limit, in an active disordered
configuration for the voter model dynamics in a complete graph and in complex
networks of infinite effective dimensionality such as Erdös-Renyi and Barabási-
Albert networks. Also the activity patterns are very homogeneous, with a well
defined average IET.

3.4 Update rules for heterogeneous activity pat-

terns

A set of N agents are placed on the nodes of a network of interaction, as was
explained generally for agent based models in Sect. 3.3. Each agent i is character-
ized by its state xi and an internal variable that we will call persistence time τi.
For any given interaction model (Ising, voter, contact process, ...), the dynamics
is as follows: at each time step,

1. with probability p(τi) each agent i becomes active, otherwise it stays inac-
tive;

2. active agents update their state according to the dynamical rules of the
particular interaction model;

3. all agents increase their persistence time τi in one unit

See Fig. 3.3 for an illustration of the update rule. The persistence time measures
the time since the last event for each agent. Typically an event is an interaction
(exogenous update: active agents reset τ = 0 after step (ii)) or a change of state
(endogenous update: only active agents that change their state in step (ii) reset
τ = 0).

There are two interesting limiting cases of this update when p(τ) is inde-
pendent of τ : when p(τ) = 1, all agents are updated synchronously; when
p(τ) = 1/N , every agent will be updated on average once per N unit time steps.
The latter corresponds to the usual random asynchronous update (RAU). We are
interested in non-Poissonian activation processes, with probabilities p(τ) that de-
cay with τ , that is, the longer an agent stays inactive, the harder is to activate.
To be precise, we will later consider that

p(τ) =
b

τ
, (3.1)
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where b is a parameter that controls the decay with τ .

We expect the IET distribution M(t) to be related to the activation proba-
bility p(τ). Neglecting the actual dynamics and assuming that at each update
event, the agent changes state we can find an approximate relation between M(t)
and p(τ). Recall that M(t) is the probability that an agent changes state (up-
dating and changing state coincide in this approximation) t time steps after her
last change of state. Therefore the probability that an agent has not changed
state in t− 1 time steps is 1−∑t−1

j=1 M(j) and the probability of changing state
having persistence time t is p(t). Therefore we can write for t larger than one:



1−
t−1
∑

j=1

M(j)



 p(t) = M(t), (3.2)

with p(1) = M(1). Taking the continuous limit and expressing this equation in
terms of the cumulative IET distribution we obtain

d ln(C(τ)) = −p(τ)dτ. (3.3)

Setting p(τ) = b/τ the cumulative IET distribution decays as a power law C(τ) ∼
τ−β with β = b. Numerical simulations show that this approximation holds for
the voter model on a fully connected network for endogenous updates and for
a small range of b-values in the exogenous update for any topology of the ones
considered in this study.

The modification of the model is investigated more exhaustively for the case
in which the cumulative IET distribution is set to a power law C(τ) ∝ τ−β , but
any distribution C(τ) can be plugged into the definition of p(τ) (Eq. (3.3)). In
fact the case β = 1 will be studied in more detail.

When applied to the voter model the new update rule changes the transition
rates for node-dependent rates that are function of the persistence time of each
node.

3.4.1 Application to the voter model

First of all, and to have a better idea of the kind of dynamics that arise from the
new update rules, we exemplify them in Tables (3.2)-(3.4). In those Tables we
show snapshots of the evolution of the voter model under the different update
rules on a square lattice. In particular we show the configuration of nodes states,
times since the last change of state and time since last update at different points in
time: for RAU (Table 3.2), for exogenous update (Table 3.3) and for endogenous
update (Table 3.4).
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t
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+1

t+ 1

p(τ1)

p(τ5) p(τ6)

p(τ8)

Figure 3.3: Example of the new update rule. Every agent gets updated with her
own probability p(τi), being τi her persistence time. The two possible states of
the nodes are represented by blue squares and red circles. The node or nodes
inside a black dashed circle are the ones that are updated. The nodes inside a
green circle are the randomly chosen neighbors for the interaction and the purple
arrow tells in which direction the state will be copied.
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Time Configuration Time since state change Time since update

t = 1

t = 10

t = 100

Table 3.2: Evolution of the voter model on a square lattice of 100 × 100 nodes
with random asynchronous update (RAU ). The first column of images shows
the states of the nodes in blue and red, the second one shows the time since
the last change of state of each node, with red being a long time and yellow a
small time. The third column shows the time since the last update, being dark
gray for a long time and light gray for a small time. The updates of the nodes
follow a Poisson process with a characteristic time of one Monte Carlo step. The
growth of domains proceeds via interfacial noise dynamics (first column). Nodes
change state quite frequently, except when the system is approaching consensus
(see middle column). The third column shows three equivalent snapshots (spatial
white-noise), because of the lack of memory of the system.
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Time Configuration Time since state change Time since update

t = 1

t = 10

t = 100

Table 3.3: Evolution of the voter model on a square lattice of 100×100 nodes with
exogenous update. Color codes as in Table 3.2. We observe the same coarsening
process (growth of domains) as with RAU (first column). Nodes also change
state quite frequently (second column), with nodes that have kept their state for
a longer time only inside of domains of the same state. Nevertheless, times since
the last update (third column) do not show any specific pattern: some form of
1/f spatial noise with nodes updated in the same way.
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Time Configuration Time since state change Time since update

t = 1

t = 10

t = 100

Table 3.4: Evolution of the voter model on a square lattice of 100 × 100 nodes
with endogenous update. Color codes as in Table 3.2. The effect of this update
on the dynamics is striking and the same patterns are observed in the three
columns. First, endogenous update introduces surfaces tension in the dynamics,
so that the coarsening process (growth of domains) is now driven by curvature
reduction (first column). In the second column we observe that the time since
the last change of state is only small in the boundaries separating nodes with
different states. Given that this time is now coupled to the update process, the
same patterns are observed in the third column: the nodes at the interface (the
ones which have changed less time ago) are updated much more frequently than
the nodes in the bulk of a cluster of each state.
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3.4.1.1 Voter model with exogenous update on complex networks

If instead of the standard update rules discussed in section 3.3.2 we now apply
the exogenous version of the new update, the agents will not be characterized
only by its state xi, but also by their internal time τi, i.e. the time since their
last update event.

The simulation steps for this modified voter model are as follows:

1. With probability p(τi) every agent i is given the opportunity of updating
her state by interacting with a neighbor.

2. If the agent interacts, one of its neighbors j is chosen at random and agent
i copies j’s state. xi(t+ 1) = xj(t). Agent i resets τi = 0.

3. The time is increased by a unit and we return to 1 to keep on with the
dynamics.

For an activation probability p(τ) = 1/τ , i.e. β = 1 we ran simulations on a com-
plete graph, on random graphs of different average degrees, and on a Barabási-
Albert scale-free graph of average degree 〈k〉 = 6 and for different system sizes
(see Fig.3.4).

Our results can be summarized as follows:

Density of active links 〈ρ(t)〉 and 〈ρ∗(t)〉: When averaged over all runs, 〈ρ(t)〉
decays with different rates depending on the interaction networks and sys-
tem sizes. For bigger system sizes the decay slows down, reaching a plateau
in the thermodynamic limit (left column of Fig. 3.4). When averaged over
active runs 〈ρ∗(t)〉 reaches a plateau (Inset of left column of Fig. 3.4), which
is independent of the system size, showing that living runs stay, on average,
on a dynamical disordered state, as happens with standard update rules.

Survival probability S(t): No realizations order in some time, until the survival
probability decays in a nontrivial way. It is not a purely exponential decay,
but decays faster than any power law. Therefore no normalization problems
are expected.

Cumulative IET distribution C(τ): Develops a power law tail consistent with
the exponent β = b, which in this case is set to 1, as we could expect if the
approximation of Eq.3.3 holds.

The dynamics does not order the system with the exogenous update.



3.4. UPDATE RULES FOR HETEROGENEOUS ACTIVITY PATTERNS 61

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

t
10

-2

10
-1

10
0

<
ρ(

t)
>

N
 g

ro
w

s

10
0

10
2

10
4

10
6

t
10

-1

10
0

<
ρ(

t)
>

N
 g

ro
w

s

10
0

10
2

10
4

10
6

t
10

-1

10
0

<
ρ(

t)
>

N
 g

ro
w

s

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

t
0

0.1

0.2

0.3

0.4

0.5

<
ρ∗ (t

)>

N
 g

ro
w

s

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

t
0.1

0.2

0.3

0.4

0.5
<

ρ∗ (t
)>

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

t
0.1

0.2

0.3

0.4

0.5

<
ρ∗ (t

)>

10
0

10
2

10
4

10
6

t
0

0.2

0.4

0.6

0.8

1

S(
t)

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

t
0

0.2

0.4

0.6

0.8

1

S(
t)

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

t
0

0.2

0.4

0.6

0.8

1

S(
t)

10
0

10
1

10
2

10
3

τ
10

-4

10
-3

10
-2

10
-1

10
0

C
(τ

) τ-1

10
0

10
1

10
2

10
3

τ
10

-4

10
-3

10
-2

10
-1

10
0

C
(τ

) τ-1

10
0

10
1

10
2

10
3

10
4

τ
10

-5

10
-4

10
-3

10
-2

10
-1

10
0

C
(τ

) τ-1

Figure 3.4: Characteristics of the voter model with exogenous update for several
networks. Left column is for complete graphs of sizes 300 in black,1000 in red and
4000 in blue. Middle column is for random graphs with average degree 〈k〉 = 6
and sizes 1000 in black,2000 in red and 4000 in blue. Right column is for scale-
free graphs with average degree 〈k〉 = 6 and sizes 1000 in black,2000 in red and
4000 in blue. Top row shows plots of the average density of interfaces 〈ρ〉, second
row shows the density of interfaces averaged over surviving runs 〈ρ∗〉, third row
shows the survival probability S(t) and bottom row shows the cumulative IET
distribution C(τ). The averages where done over 1000 realizations.
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〈ρ(t)〉 ∝ t−γ S(t) ∝ t−δ C(τ) ∝ t−β

Complete graph γ = 0.985(5) δ = 0.95(2) β = 0.99(3)
Random graph 〈k〉 = 20 γ = 0.99(1) δ = 0.82(1) β = 0.94(4)
Random graph 〈k〉 = 6 γ = 0.249(4) δ = 0.13(1) β = 0.45(1)
Scale-free graph 〈k〉 = 6 γ = 0.324(7) δ = 0.32(1) β = 0.46(1)

Table 3.5: Exponents for the power law decaying quantities ρ(t), S(t) and C(τ)
for the voter model with the endogenous update rule.

3.4.1.2 Voter model with endogenous update on complex networks

We now apply the endogenous update to the voter model. This is just the same
as the exogenous update rule, but in this case the internal time of each agent
i, τi, is the time since her last change of state. In this way the update rule is
coupled to the states of the agents.

The simulation steps for the modified voter model that we study are as follows:

1. With probability p(τi) every agent i is given the opportunity of updating
her state by interacting with a neighbor.

2. If the agent interacts, one of its neighbors j is chosen at random and agent
i copies j’s state. xi(t+ 1) = xj(t).

3. If the update produces a change of state of node i, then τi is set to zero.

4. The time is updated to a unit more and we return to 1 to keep on with the
dynamics.

The question now is whether this modification will lead to qualitative changes in
the outcome of the dynamics of the voter model.

For an activation probability p(τ) = 1/τ , i.e., β = 1 we ran simulations on a
complete graph, on random graphs of different average degree, and on a Barabási-
Albert scale-free graph of average degree 〈k〉 = 6 and for different system sizes
(see Fig.3.5).

The exponents in the power laws of the quantities plotted in Fig. 3.5 are
summarized in Table (3.5) for the cases of complete, random and scale-free graph
with mean degree 〈k〉 = 6. We can see from the Table that increasing the average
degree of the random networks the dynamics get closer to the ones on a complete
graph.
Our results can be summarized as follows:

Density of active links 〈ρ(t)〉 and 〈ρ∗(t)〉: When averaged over all runs, 〈ρ(t)〉
decays as a power law with different exponents depending on the interaction
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Figure 3.5: Characteristics of the voter model with endogenous update for several
networks. Left column is for complete graphs of sizes 300 in black,1000 in red and
4000 in blue. Middle column is for random graphs with average degree 〈k〉 = 6
and sizes 1000 in black,2000 in red and 4000 in blue. Right column is for scale-
free graphs with average degree 〈k〉 = 6 and sizes 1000 in black,2000 in red and
4000 in blue. Top row shows plots of the average density of interfaces 〈ρ〉, second
row shows the density of interfaces averaged over surviving runs 〈ρ∗〉, third row
shows the survival probability S(t) and bottom row shows the cumulative IET
distribution C(τ). The averages where done over 1000 realizations.
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network. When averaged over active runs 〈ρ∗(t)〉 it decays as a power law
until it reaches a plateau whose height depends on the system size and is
smaller for bigger system sizes and therefore the system is heading towards
consensus, contrary to what happens with the standard update rules.

Survival probability S(t): It is one until it decays, also like a power law. The
exponents are in all cases smaller or around 1, so that the average time
to reach consensus diverges for all system sizes. Remember that the mean
time to reach consensus is T =

∫∞
0

S(t)dt. So, a proper average consensus
time is not defined.

Cumulative IET distribution C(τ): Develops a power law tail. For a complete
graph and a random network with high degree we recover an exponent β in
the tail of the interevent times cumulative distribution C(τ) that matches
the one we wanted it to follow given our calculations and our choice p(τ) =
1/τ . For the other two networks, random and scale-free with 〈k〉 = 6 we
recover that the tail behaves approximately as 1/

√
τ .

with the endogenous update the dynamics orders the system through a coarsening
process that leads to the divergence of the mean time to reach consensus for all
system sizes.

As a summary, the complete graph case gives us already the qualitative be-
havior: for the voter model with exogenous update the timescales are much
larger than in the voter model with RAU, but it has the same qualitative be-
havior: the system doesn’t order in the thermodynamic limit, but stays in a
disordered dynamical configuration with asymptotic coexistence of both states.
This contrasts with the endogenous update, where the timescales are also per-
turbed, but with the difference that a coarsening process occurs, slowly ordering
the system. We have checked that the ensemble average of the magnetization
〈m(t)〉 = 1

N

∑N
i=1〈si(t)〉 is conserved for the exogenous update, whereas for the

endogenous update this conservation law breaks down, as previously discussed
in Ref. [140]. The non-conservation of the magnetization leads to an ordering
process. The conservation law is broken due to the different average values of the
persistence time in both populations of agents (+1 and -1) leading to different
average activation probabilities.

3.4.1.3 Varying the exponents of the cumulative IET distribution
C(τ)

As was shown in section 3.4 the exponent in the cumulative IET distribution
C(τ) ∝ τ−β should be related to the parameter b appearing in the activation
probability p(τ) = b/τ . If at every time step we let an agent be updated, this one
changes state, this relation is such that β = b. When introducing the dynamics,
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this relation is not so clear and depends also on the kind of network where the
dynamics are taking place. In Fig. 3.6 we can see the interevent times cumulative
distributions for different values of b for the exogenous update.
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Figure 3.6: Exogenous update: cumulative IET distribution C(τ) for different
values of the parameter b (grows from right to left) appearing in the activation
probability p(τ) for complete graph, random graph with 〈k〉 = 6 and Barabási-
Albert scale-free network with 〈k〉 = 6 and for system size N = 1000.

For b = 1 the power law tail is recovered with an exponent that matches β = b.
For higher values of b the form of the tail is rapidly lost and we have cumulative
IET distribution C(τ) are similar to those with standard update rules, i.e., do
not display heavy tails.

In Fig. 3.7 we can see the interevent times cumulative distributions for differ-
ent values of b for the endogenous update.
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Figure 3.7: Endogenous update: cumulative IET distribution C(τ) for different
values of the parameter b (grows from right to left) appearing in the activation
probability p(τ) for complete graph, random graph with 〈k〉 = 6 and Barabási-
Albert scale-free network with 〈k〉 = 6 and for system size N = 1000.

The endogenous update rule has a wider range of b-values for which the heavy
tail is recovered. We measured the exponents of the tails for different values b in
the different topologies (Fig. 3.8).

Surprisingly, for the case of the complete graph, we recover the relation pre-
dicted, i.e. a linear relation between β in the cumulative distribution function
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Figure 3.8: Endogenous update. Relation of β, the exponent of the cumulative
IET distribution C(t) ∼ t−β, and b, the parameter in the function p(τ) = b/τ
for three different topologies; fully connected (circles), random with 〈k〉 = 6
(squares) and scale free with 〈k〉 = 6 (diamonds) networks. As a guide to the eye
we plot the curve β = b with a dashed line. The bars stand for the associated
standard errors of the measures.

and b, the parameter in the probability p(τ).

In the case of other topologies we find that the relation b(β) is not the one
predicted in the case of no interactions, but it displays a reminiscent behavior of
the one observed for a complete graph: the exponent β found in the cumulative
interevent time distribution increases monotonically with the parameter b in the
activation probability.

3.4.1.4 Effective events

An interesting feature is the number of effective events, i.e., updates that result
in a change of state, are needed to get to consensus. It happens that for the usual
update rules and the exogenous update, the scaling with system size is the same,
while the endogenous update follows a different scaling (cf. left plot in Fig. 3.9
for the case of complete graph), signaling the difference due to the coarsening
process that appears for the endogenous update. Furthermore the number of
effective events needed with the endogenous update to order the system is much
less than with the other update rules. This efficiency in ordering is due to the
coarsening process that occurs with the endogenous update. Even though, in
terms of time steps, the exogenous update is much slower, such that the time to
reach consensus diverges. In the right plot of Fig. 3.9 we see a time for reaching
consensus for the endogenous update, but this time will diverge if the sample of
realizations taken for the average is big enough.
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time with system size for a complete graph and three different update rules, RAU,
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3.5 Discussion

The take home message of this chapter is to beware of social simulations of
interacting individuals based on a constant activity rate: Human activity patterns
need to be implemented as an essential part of social simulation. We have shown
that heterogeneous interevent time distributions can produce a qualitative change
in the voter model of social consensus, leading from dynamical coexistence of
equivalent states to ordering dynamics. More specifically, we have shown that for
standard update rules (SAU, RAU, SU) of the voter model dynamics in networks
of high dimensionality (Fully connected, random, scale free) the system remains
in long lived disordered dynamical states of coexistence of the two states, and
activity patterns are homogeneous with a well defined characteristic interevent
time. A power law tail for the cumulative interevent time distribution is obtained
with two forms of the update rule accounting for heterogeneous activity patterns.
For an exogenous update rule the dynamics is still qualitatively the same than for
standard update rules: the system does not order, remaining trapped in long lived
dynamical states. However, when the update rule is coupled to the states of the
agents (endogenous update) it becomes part of the dynamical model, modifying
in an essential way the dynamical process: there is coarsening of domains of nodes
in the same state, so that the system orders approaching a consensus state. Also
the times to reach consensus in the endogenous version of the update rule are
such that a mean time to reach consensus is not well defined. In fact the scaling
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of effective events needed for consensus is able to give a signature of which of
the updates is ordering the system. In summary, when drawing conclusions from
microscopic models of human activity, it is necessary to take into account that the
macroscopic outcome depends on the timing and sequences of the interactions.
Even if recovering heterogeneous interevent time distributions the type of update
(exogenous vs. endogenous rule) can modify the ordering dynamics.

Recent research on human dynamics has revealed the “small but slow” paradigm
[94, 93], that is, the spreading of an infection can be slow despite the underly-
ing small-world property of the underlying network of interaction. Here, with
the help of a general updating algorithm accounting for realistic interevent time
distributions, we have shown that the competition of two states can lead to slow
ordering not only in small-world networks but also in the mean field case. Our
results provide a theoretical framework that bridges the empirical efforts devoted
to uncover the properties of human dynamics with modeling efforts in opinion
dynamics.

Works closely related to our research are those in Refs. [140, 141, 142]. Stark
et al. [140] introduced an update rule similar to our endogenous update and fo-
cused on consensus times. However they did not explore the activity patterns
followed a heavy tail distribution for the interevent intervals. They found that by
slowing the dynamics, introducing a probability to interact that decays with the
time since the last change of state, consensus formation could be actually accel-
erated. Baxter [141] introduced a time dependence in the flip rates of the voter
model. He explored the case when the flip rates vary periodically obtaining that
consensus times depend non-trivially on the period of the flip-rate oscillations,
having larger consensus times for larger periods, until it saturates. Finally, Tak-
aguchi and Masuda [142] investigated some variations of the voter model, where
the intervals between interactions of the agents were given by different distribu-
tions. The models they used are similar to our exogenous update. They found
that the times to consensus in the case of a power law distributed interevent
interval distribution were enlarged, in agreement with our results.

Possible future avenues of research following the ideas of this work are to
study other dynamics and topologies. An example is the possibility that fat-tailed
IET distributions appear as a consequence of topological traps in the network of
interaction under majority rule dynamics. These traps can lead to anomalous
scaling of consensus times for a majority rule dynamics [147, 148]. A consensus
time is a global property of the system, but it remains unclear if this is also
reflected in the microscopic dynamics, giving rise to broad IET distributions.



Chapter 4

Hospital transfers

4.1 Introduction

The world economic forum in its Global Risks Report in 2013 identified “the
dangers of hubris on human health” as one of the problems humanity is acutely
facing [149]. The report highlights the overconfidence of the population in the
medical sciences as a potential risk factor at a time when our ability to cure
infections is decreasing globally [150]. In the US, antibiotic resistant bacteria are
the main cause of 99,000 annual deaths from hospital-acquired infections, and the
costs associated with them total 21-34 billion dollars a year [151, 152]. Halting
the spread of these pathogens is crucial for a robust domestic and global health
care system. These pathogens to large extent originate at hospitals and the infec-
tions are propagated from one patient to another. Local containment, at the level
of an individual hospital, is a challenging but manageable task. However, control-
ling a larger epidemic of antibiotic resistant bacteria, potentially resulting from
hospital-to-hospital transfers of infectious patients, could result in a serious and
difficult-to-contain public health hazard. This calls for a better understanding of
hospital-to-hospital transfer patterns, in particular examination of the dynamic
signatures of such epidemics and development of methods for their early detec-
tion.

We study hospital-to-hospital transfer patterns of US Medicare patients from
a 2-year period as a weighted and directed network. By aggregating the data over
time, we first examine static network properties, such as community structure and
geographical characteristics of the hospital transfers. We find, for example, that
the in-degree distribution has a much broader tail than the out-degree distribu-
tion, and about 90% of the transfers are made over a distance shorter than 200

69
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km, thus giving rise to geographically compact communities. Temporal activity
patterns of transfers display a seasonal oscillation in the number of transfers and
patient admissions. At a finer temporal scale, a weekly periodic cycle is clearly
observed, where Saturdays and Sundays are the least active days and Mondays
the most variable ones.

After examining these overall topological and temporal features of the net-
work, we turn to epidemiological spreading processes. First we show that the
transfer network really serves as a proxy for the routes an infection could take,
with the help of a subset of the data containing a particular diagnosis associated
to a highly resistant bacteria that is mostly acquired in hospitals. We focus then
on the fastest possible spreading process, where a transfer from an infectious
hospital will infect a susceptible hospital with probability one. We find that the
aggregate network overestimates the speed of the spreading process compared to
the temporal network, in agreement with theoretical results [153]. We also esti-
mate the characteristic spreading time and vulnerability time of each hospital,
i.e., the time it takes for an infectious hospital to infect a sizable fraction of other
hospitals in the network and the time it takes for a hospital to become infected
by other hospitals, respectively. These times are distributed around a mean of
120 days, but vary significantly with geography, the East Coast having the fastest
spreading dynamics. These numbers set the upper bound on any containment
strategy, i.e., any containment strategy should be carried out faster than these
times in order to be effective.

4.2 Description of the data

The dataset contains all the stays in hospitals of Medicare patients during the
years 2006 and 2007. Medicare [154] is a social insurance program administered
by the United States government, providing health insurance coverage to people
who are aged 65 and over; to those who are under 65 and are permanently phys-
ically disabled or who have a congenital physical disability; or to those who meet
other special criteria. The records are very rich, but we just focused on the dates
of the stay and the hospital that hosted the patient. We combined the data with
hospital data from the American Hospital Association (AHA) [155] for 2005 and
kept only those hospitals for which we have data and those patients who are 65
years old or older. With this we keep 21 millions of records of single stays in 5667
different hospitals for 10.4 millions single patients.
There are already a number of studies in the medical sciences that use this kind of
data and associate it to spreading of diseases using a network framework. Some
of them are about critical care nationwide in the US and its transfer network
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(a) (b)

Figure 4.1: (a) Total number of admitted patients staying overnight as a function
of time and (b), median, 5- and 95- percentiles of several global quantities on
different days of the week.

structure and implications for disease spreading [156, 157, 158, 159], others are
only restricted to small geographical areas like a county [160, 161, 162]. The
present work is neither restricted to a geographical area nor to a type of health
care as is critical care.
The most striking characteristic of the data, when looked globally, is the clear
appearance of weekly and annual cycles, as has been observed previously for
other human activities [163]. As can be seen in Fig.4.1, the weekly pattern is
the strongest one. We analyzed the data by weekday and extracted the typical
activity levels for load (patients staying over night in the system), admissions,
discharges, and transfers, finding that days follow different activity patterns de-
pending on the day of the week. Mondays are the most diverse ones, having the
biggest intervals between the 5- and 95-percentiles for admissions and transfers.
Weekends show the least activity, having on Sundays a residual number of admis-
sions, discharges and transfers, which probably accounts to a number of activities
that have to be performed immediately.

4.3 The transfer network

The data regarding transfers of patients is not available, so it has to be inferred
from the stays’ records. We assume a transfer whenever a patient is discharged
from a hospital and admitted in another hospital the same day. With this def-
inition we extract 936101 different transfers, distributed among 76003 different
hospital connections (taking into consideration directionality), with an average
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Figure 4.2: Comparison of transfer window of one and two days (1). Total
network of hospitals, connected by transfers of patients. The data is aggregated
for the full window, i.e., two years. White edges correspond to the connections
already present when considering a transfer to happen only in the same day. The
blue connections correspond to the transfers that appear when considering also a
transfer when the admission in the target hospital is next day from the discharge
from the origin hospital.

number of transfers per connection of 12.3 and a standard deviation of 47.5. The
whole distribution of transfers per connection is shown in Fig.(4.3). We checked
that relaxing the assumption so that we consider a transfer also when the patient
is admitted in another hospital the next day does not lead to a qualitatively
different outcome. This relaxation leads to 67472 extra transfers (7.2% more
transfers). There appear 11827 new edges on the transfer network (15.6% more),
with an average transfer load of 1.2 and a standard deviation of 0.7. For the
connections that appear in both cases, the difference in loads averages to 0.7
transfers, with a standard deviation of 1.9. The number of transfers is increased,
but the patterns remain basically the same, both temporally and topologically.
Note also that both measures of transfers are strictly wrong, as the first one
gives a lower bound of the number of transfers and the relaxed one gives an
upper bound. In the following we just work with the lower bound, i.e., being
discharged and admitted in different hospitals the same day.

Another aspect of the data is the network nature of the transfers we extract.
The hospitals can be represented as nodes and a transfer at day d of x patients
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Figure 4.3: Comparison of transfer window of one and two days (2).
Top left: Distributions for the number of transfers per connection (ω) in black
for the one day transfers and red for the one or two days transfers. Top right:
Distribution of the number of transfers per connection for the connection that
appear only in the two days transfers (orange) and of the difference of the num-
ber of transfers for the common connections for one day and two day transfers.
Bottom left: Temporal evolution of the total number of transfers for the one
day and two day transfers. The insets show a four week and a one week win-
dow, showing the periodicities in the data. Bottom right: Median, 5 and 95
percentiles for the transfers aggregated by day of the week. Again comparison of
one day and two day transfers.
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from hospital i to hospital j represent a directed edge connecting from i to j
and with a weight equal to x that is present at day d. The sequence of transfers
forms a directed and weighted temporal network, which can be studied in very
different aspects. As a first approach we aggregate the data for the two years,
creating thus a static representation of the transfer network which is directed and
weighted that has lost the temporal dimension. This complex network has a very
strong geographical component, with 90% of the transfers connecting hospitals
that are less than 200km away, which leads to geographically compact community
structure. The distributions of in- and out-degree show different behaviors, being
the in-degree distribution much broader than the out-degree one. The underlying
reason is probably that the out-degree is controlled by the own hospital’s policy,
while the in-degree is the result of the self-organization of all other hospitals and
thus it is not locally controlled.

4.3.1 Substrate for spreading processes

The importance of this transfer network lies in the fact that pathogens can be
transmitted from hospital to hospital through the transfer of patients. Thus
we postulate that the appearance of nosocomial infectious diseases should be
correlated to the transfer network structure. To check this hypothesis we extract
the subset of stays of patients diagnosed with Clostridium difficile (C. diff).

Clostridium difficile is a species of Gram-positive spore-forming bacterium
that is best known for causing antibiotic-associated diarrhea (AAD). While it
can be a minor normal component of colonic flora, the bacterium is thought
to cause disease when competing bacteria in the gut have been wiped out by
antibiotic treatment. In severe cases, C. difficile can cause pseudomembranous
colitis, a severe inflammation of the colon.

C. difficile infection is a growing problem in inpatient health care facilities.
Outbreaks occur when patients accidentally ingest spores of the bacteria while
they are patients in a hospital (where 14,000 people a year in America alone
die as a result [50, 164]), nursing home, or similar facility. When the bacteria
are in a colon in which the normal gut flora has been destroyed (usually after a
broad-spectrum antibiotic such as clindamycin has been used), the gut becomes
overrun with C. difficile. This overpopulation is harmful because the bacteria
release toxins that can cause bloating and diarrhea, with abdominal pain, which
may become severe. C. difficile infections are the most common cause of pseudo-
membranous colitis, and in rare cases this can progress to toxic megacolon, which
can be life-threatening.

The data on C.diff infections displays similar oscillations as the whole dataset,
with seasonal and very pronounced weekly cycles, as can be seen in Fig. 4.5.
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Figure 4.4: Transfers characteristics. Top: Total network of hospitals, con-
nected by one day transfers of patients. The data is aggregated for the full win-
dow, i.e., two years. Middle left: Distributions for in- and out-degree. Middle
right: Distribution of transfer distances. The inset shows the inverse cumulative
distribution. Bottom left: Temporal evolution of the total load of the system.
The insets show a four week and a one week window, showing the periodicities in
the data. Bottom right: Median, 5 and 95 percentiles for the load, admissions,
discharges and one day transfers, aggregated by day of the week.
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Figure 4.5: Left: Number of patients with C.Diff diagnosis in the hospital system
day by day in the two years of data. A yearly and weekly cycles are to be
observed. Right: Median, 5- and 95- percentiles of the number of patients with
C.Diff diagnosis on different days of the week.

By aggregating the data for a certain period of time we compute the fractions
of patients diagnosed with C.Diff. out of all patients that went through each hos-
pital. For the same period we extract the aggregated transfer network and then
we check the influence of the transfer network on the C.Diff. cases by comput-
ing the correlation of those fractions at different distances on the corresponding
network. The result is that after 2 months there is a non-negligible correlation
on the network, that decays with network distance, thus consolidating the idea
that the network is responsible for the influence between hospitals. This result is
further reinforced by the fact that the randomization of either the C.Diff. cases
or the network structure results in zero correlation of the C.Diff cases’ fractions.

This result justifies the application of network based measures to monitor the
system and further to contain the spreading of pathogens at a system scale and
not only locally. In the following we focus on extracting the characteristic times
of the hospital system regarding spreading processes.
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Figure 4.6: Top: Correlations for the densities of C.Diff. diagnosed patients
at different distances on the transfer network. The densities and the network
over which the correlations are done are extracted for different time windows.
Bottom left: Same correlation but randomizing the network. Bottom right:
Same correlation but randomizing the cases, i.e., assigning a random hospital to
each infected case.
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4.4 The light cone of spreading processes

We first consider the case of the most infectious disease that could ever spread,
which is a deterministic SI model (population is divided into susceptible entities
or infected ones) where each time that a contact exists between a susceptible
entity and an infected one, the susceptible one gets infected. Infected entities do
not recover and stay infected (and infectious) for the rest of the simulation. In our
setting those entities will be the hospitals, which can be infected or susceptible to
anything that can spread on the hospital transfer network. Given the sequence of
directed contacts between hospitals for our dataset (the transfers network with
the timestamps of the transfers), the dynamics described above sets a limit for
anything that could spread in the temporal network of hospitals.

4.4.1 Aggregated network vs. temporal network in case of
epidemics

By aggregated network we understand keeping all the information about transfers
in the form of a static directed weighted network, where the weight of an edge
ij is the global rate of transfers through that edge, i.e., the number of transfers
from hospital i to hospital j divided by the number of days of the observation
window. In our case the full observation window is of two years. The temporal
network structure instead has the form of a time stamped list of events, where
an event here is a transfer (and is defined by the origin and destination hospitals
and the number of patients transfered). So for the temporal network we keep all
temporal activity characteristics, while for the aggregated vision of the system
we just keep an overall activity level, different for each edge, and usually assume
a Poissonian dynamics on them. Usually for human dynamics the Poissonian
assumption fails and it has been shown that spreading processes or opinion com-
petition following realistic temporal activity patterns differ relevantly from the
Poissonian case, sometimes even giving rise to different qualitative behaviors of
the dynamics, like changing the functional form of the prevalence of a virus or
changing the ordering properties of opinion models, and not only changing the
timescales of the evolution [89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 3] (see also
chapter 3).
In order to have a clue on the spreading processes of the two networks, we propose
the fastest spreading process that could occur on those substrates. Although real
spreading processes can develop in very different ways than the fastest spreading
process, the latter one is interesting for a couple of reasons. On one side it is
the idealization of the most dangerous epidemics that could spread in a system,
which is interesting in itself, and sets a boundary for any other spreading process
that could occur, irrespective the its details. On the other side the measures that
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we use and develop with this process are genuine temporal-topological measures
that can be applied to any network and in particular are well suited for temporal
networks, a now growing field of research [83].
What we have called the fastest spreading process is the deterministic limit of
the well-known SI process. In this process agents are separated into two groups,
either susceptible (S) or infected (I). Anytime a susceptible individual meets an
infected one, the susceptible individual gets infected. In our system we will con-
sider the hospitals as infected or susceptible. Anytime there is a transfer from an
infected hospital to a susceptible hospital, the susceptible will become infected at
the next day. Not taking into account immediate infection we avoid results that
would differ if the transfers of the same day are reshuffled. Note that a natural
way of feeding this process is giving a sequence of transfer events and therefore
it is well-defined on an empirical temporal network.
To illustrate the different behaviors of the two representations of the transfer net-
work, we run the model on both, starting from a wholly susceptible population,
except for Boston MGH (one of the biggest general hospitals in the Boston area),
which is infected. On the temporal network we run the process for 365 days and
record the adoption curve and the paths the disease takes. We do averages of the
dynamics by starting the process on different initial days of the data (we start in
day one and run the dynamics, then we start on day 2 and so on) and just fol-
lowing the empirical sequence of transfers between hospitals. For the aggregated
network it is a bit more involved. First we obtain the average number of transfers
rij per day for each edge ij. Then we create 50 sequences of transfers that are
two years long, as the original data, by drawing Poissonian numbers with average
equal to rij for each edge each day. In this way we have 50 independent random
realizations of the contact patterns. Then, for each sequence we run the model
as we did for the empirical data (averaging over different starting days) and then
average over the different realizations of the contact sequence.
In Fig.4.7 one can see the difference in the adoption curves. The temporal network
is slower when it comes to a spreading process, although the standard deviation
of the number of infected hospitals can rise further than for the aggregated net-
work case. This means that on average the temporal network is slower (signaled
also by the peak in the standard deviation of infected hospitals, which is delayed
with respect the aggregated network), but it comes with more uncertainty. Sud-
denly a burst of transfers could favor spreading and reach a significant part of
the population. This result is in agreement with theoretical results that show
that not having into account the temporal dimension of contact patterns overes-
timates the speed of the processes that happen on the network [153]. Also the
reproductive ratio R0 a quantity marking the threshold above which epidemics do
spread, has been shown to be affected by the temporal dimension of the contact
sequences [165].
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Figure 4.7: The difference in the adoption curves is to be appreciated mostly
between the 10th and 40th day of the epidemics.

4.4.2 Single hospitals spreading capabilities

In order to know about the spreading capabilities of each of the hospitals in the
set we perform the following simulations. We choose the hospital we want to
analyze and put it in the infected (and infectious) state, while all the others
are susceptible. Then we run the dynamics described above for a period of
∆t consecutive days of our dataset. We make as many realizations of this as
different sets of consecutive ∆t days we have in the dataset. Once this is done,
we count how many secondary hospitals were infected on average, Ninf(∆t), and
the standard deviation of it, σ(Ninf)(∆t). We do this for various values of ∆t and
for all the hospitals. In Fig. 4.8.(b) one can appreciate how is the average spread
from 25 different hospitals. In Fig.4.8.(c) we see the standard deviation of the
values in (b). This standard deviation shows a peak for all hospitals. The peak is
signaling a transition from spreading to a small fraction of hospitals to spreading
to a major fraction of the population. In fact a large standard deviation shows
that the variation realization to realization of the average value Ninf is very large,
signaling that in that time a big cluster of hospitals may or may not be infected
already. Afterwards, when σ(Ninf) decreases again it means that for those times
for sure the cluster of which we talked before has already been attached to the
set of infected hospitals.
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The time ∆tσmax
at which each hospital has the maximum in σ(Ninf) is an

important characteristic which tells us the time there is to start an intervention
before the spreading has gone too far. The distribution of those times can be
seen Fig.4.8(e). We see that there are three high peaks between 100 days and 120
days, separated by a distance of one week, which again is reflecting the strongest
periodic component of the data, which is the weekly cycle. Those hospitals with
a small characteristic time will be the most dangerous ones, as they are the ones
which can spread a disease more efficiently.
To check the spatial distribution of the characteristic times in Fig.4.8(a) we plot
the hospitals with different colors for different groupings of characteristic times.
The red ones are the ones which spread the disease faster and the white ones
slower. We can check that the characteristic times are not randomly distributed
among the hospitals. They tend to aggregate thus forming a cluster in Florida and
condensing in the east half of the USA and around big cities. Notable exceptions
are Las Vegas and Phoenix.

4.4.3 Single hospitals vulnerability

In order to asses the vulnerability of single hospitals we use a modified version of
the dynamics in the previous section. Namely we start the simulation with every
hospital as seed for a different disease and let the system evolve for a certain
number τ of consecutive days. Then we count how many different diseases each
hospital has, Nseeds, as a function of τ . We plot the average number Nseeds in
Fig. 4.9b) and the standard deviation of those values in Fig. 4.9c). The stan-
dard deviation shows a peak at the time when most infections aggregate at the
central hospital we are looking at. We extract this characteristic time for each
hospital and the number of infections it received on average after 600 days. The
distribution of those times is shown in Fig. 4.9. With this we check the spatial
distributions of the times and asymptotic values of different infections by plot-
ting a map with colors coding for the time and size for the asymptotic value of
infections in Fig. 4.9a).
The characteristic vulnerability times show various peaks around 120 days again,
with separation of one week between them, reflecting again the strongest oscilla-
tion in the system dynamics. These characteristic times are signaling a transition
from aggregating infections from a small fraction of the hospitals to an aggrega-
tion of a considerable portion of them. Therefore these times should be taken
into account in order to protect those hospitals. The ones with smaller charac-
teristic vulnerability times should be checked more frequently and thoroughly.
The most vulnerable hospitals regarding those times are distributed following
approximately population centers. Again in the spatial distribution of them we
can see that the dynamics in the east coast is much faster than in the west coast
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a)

b) c)

d) e)

Figure 4.8: Spreading capabilities of single hospitals. (a) Map of all the hospitals
from the dataset in the continental area of the USA. The color indicates ∆tσmax

.
Size reflects the average number of infected hospitals at ∆t = ∆tσmax

. (The
separation in colors is 0 to 92 days, 92 to 99 days, 99 to 106 days, 106 to 113
days, 113 to 120 days, 120 to 127 days, 127 to 134 days, 134 to 148 days, 148 to
200 days and more than 200 days.) (b) Average number Ninf and (c) standard
deviation σ(Ninf) of infected hospitals after ∆t simulation steps. In the figure
the graphs for 200 different hospitals are shown in gray and the average values
aggregating the data from all the hospitals in red. (d) Frequency plot of ∆tσmax

in the hospital population. (e) Plot of the number of Hospitals infected after 600
days as a function of the characteristic spreading time of each hospital. Hospitals
peaking earlier in time spread to more hospitals on the long run.
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a)

b) c)

d) e)

Figure 4.9: Vulnerability of single hospitals. (a) Map of all the hospitals from
the dataset in the continental area of the USA. The color indicates ∆τσmax

. Size
reflects the average number of different infections that the hospital gets after
τ = 600 days. (The separation in colors is 0 to 99 days, 99 to 106 days, 106 to
113 days, 113 to 120 days, 120 to 138 days, 138 to 200 days, 200 to 300 days
and more than 300 days.) (b) Average number Nseeds and (c) standard deviation
σ(Nseeds) of the number of different infections after ∆t simulation steps. In the
figure the graphs for 200 different hospitals are shown in gray and the average
values aggregating the data from all the hospitals in red. (d) Frequency plot of
∆tσmax

in the hospital population. (e) Plot of the number infections acquired after
600 days as a function of the characteristic vulnerability time of each hospitals.
Hospitals peaking earlier in time get infected from more hospitals on the long
run.
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(see Fig. 4.9a).

4.5 Discussion

We have shown the characteristics of the hospital system of US, such as temporal,
topological and geographical. On the temporal dimension and only looking at a
global scale, seasonal and weekly oscillations are observed. We find that weekends
display the least activity, while Mondays are the most busy and variable days.
Once we extract the transfers of patients in the system we observe that on the
topological and geographical dimension, despite the heterogeneity of the network,
90% of transfers occur within 200km from the origin hospital. This endows the
system with a strong geographical component.

We have also shown that the transfer network is correlated with the appear-
ance of a certain kind of nosocomial infections, namely C.diff. This correlation
motivates the study of the transfer network as a proxy for the spreading of infec-
tions. Thus we turn to investigate spreading processes on the transfer network.
We do so by extracting the characteristics of the fastest spreading process that
could ever happen, what we call the light cone of spreading processes. This
process is especially interesting because, on the one side it models the most in-
fectious disease ever, setting the boundaries for any other spreading process; and
on the other side it provides purely temporal-topological measures of the hospi-
tal transfers temporal network. We show that this process runs differently on
the aggregated network and on the temporal network of transfers. The tempo-
ral network is slower in the spreading process on average, but comes with more
uncertainty, as burst of activity could reinforce the spreading, while the most
common is to find a “resting” period. With the use of this spreading process we
extract characteristic times for each hospital, both for spreading capability and
vulnerability. We believe this kind of cheap measures (it only relies on the med-
ical claims for stays in hospitals) can be very informative to health care policy
makers. This kind of study can serve devising proper strategies for a system-wide
containment of an ongoing epidemics [166, 167, 168, 169, 170, 171, 172].

Prior work has explored the network of 100,000’s of practicing physicians in
the USA [173], and how the structure of this network affects hospital care within
hospitals [174]. Here we have shown that the structure of the nationwide hospital
network is also important.



Chapter 5

Modeling voting behavior:
social influence and
recurrent mobility

5.1 Introduction

Opinion dynamics focuses on the competition of different options in a population,
giving raise to either consensus (every individual holding the same opinion or op-
tion) or coexistence of several opinions, as we have seen in chapters 2 and 3. Many
theoretical efforts have been devoted to clarify the implications on the macro-
scopic outcome, among other aspects, of different interaction mechanisms, differ-
ent topologies of the interaction networks, the presence of opinion leaders or of
zealots, external fields, different update rules [16, 35, 175]. To advance our under-
standing on social phenomena these theoretical efforts need to be complemented
with empirical [176, 177, 178] and experimental results [42, 179, 180, 181]. In this
context elections provide a powerful source of observational data on opinion com-
petition, giving snapshots of the opinions of the electorate [182, 183, 184, 185].
Furthermore these data are usually public with a certain level of spatial aggre-
gation, which can be quite fine in certain countries. For example in Spain it is
available at the level of municipalities (approximately 8 · 103 covering a popu-
lation of around 46 · 106 inhabitants) and in France at the level of communes
(approximately 37 · 103 covering a population of around 67 · 106 inhabitants),
both of which divisions are quite detailed, whereas in the US it is available at
the level of counties (about 3 · 103 covering a population of around 317.5 · 106
inhabitants), giving a more coarse-grained image of the election results. On top

85



86 CHAPTER 5. MODELING VOTING BEHAVIOR

of that, elections are repeated more or less periodically and the data are available
in some cases for several decades, which enable longitudinal studies.

In order to create and create and test an opinion model we need two steps,
namely looking for the features the model should reproduce and the basic ingre-
dients it should contain. On the one side, turnout studies have a long tradition
which helps us to devise the crucial ingredients for modeling voter behavior. Ra-
tional arguments based on expected utility from voting activity fail in explaining
voter activity due to the lilliputian probability of a single vote being decisive
in an election [186, 187]. Therefore any cost associated with voting, such as
gathering information about the voting options, or even having to go to the vot-
ing station, would be enough to create a negative benefit. Then why do people
actually vote? One hypothesis points to the “social context”. While the ratio-
nal hypothesis isolates the voter from its social context [188, 189, 190], this one
increases the incentive for a voter to actually vote as she can influence several
other individuals towards the same action [191, 42]. Furthermore taking social
interaction into account has an influence on the collective behavior which can
differ from the aggregation of independent agents [181], making it crucial to add
the interactions among individuals in order to have an insight on the emergent
collective properties. Therefore social influence seems to be a basic ingredient
for modeling voting behavior, which means implementing a social context for the
agents and a certain imitation mechanism. On the other side, even minimalis-
tic models should reproduce the pervasive features of election results observed
across different elections and countries despite the socio-demographic differences.
For instance in proportional elections the distribution of votes for candidates is
a universal scaling function, which is captured by a simple branching process
[184, 192]. For closed list multi-party elections there are also several emergent
stylized facts such as the Gaussian distribution nature of turnout and winner
votes distributions [193, 183, 194], and the logarithmic decay of turnout and win-
ner spatial correlations [193, 195, 196]. Applications of these features are for
example the signaling of irregularities in the democratic process by the deviation
from the Gaussian nature of the vote-share distribution.

The chapter is organized as follows: in sect. 5.2 we characterize US elec-
toral results and show their statistical regularities, in sect. 5.3 we discuss the
ingredients for a model of voting behavior and propose the Social Influence and
Recurrent Mobility model, in sect. 5.4 we apply and compare the model to the
US and we conclude by a discussion in sect. 5.5

5.2 Characterization of electoral data

We will start by reviewing spatiotemporal characteristics of US presidential elec-
tions 1980–2012 in order to identify the key features that a model of voting
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Figure 5.1: National election results. The colors of the background indicate
the president’s party (red for republican and blue for democrat). a) Global trends
for the absolute values of different quantities such as turnout (black circles),
votes for democrats (blue squares), republicans (red diamonds) and other (orange
triangles). b) Global trends for the percentages of different quantities such as
turnout, fractions of votes for democrats, republicans and other. The dots are the
average over all counties for different years and the bars represent the standard
deviation of those averages.

behavior should reproduce. Although we will review many characteristics of elec-
toral data and propose mechanisms to implement them in an individual based
model, the section ends by reviewing the basic characteristics we want to repro-
duce in a minimal “zeroth order” model of voting behavior. Other characteristics
will remain as challenges for further work.

5.2.1 National vote

The average vote-share or the global percentage of people voting for one party
or the other is not a statistical regularity in election data, as it varies from year
to year. We show the evolution of the global shares associated to turnout and
votes for the different parties in Fig. 5.1a) (percentage of voters out of all the
population, and percentages of voters for each party out of the voting population)
and in Fig. 5.1b) (average county percentage of voters and shares for the different
parties). The shares are computed county by county and then we extract the
average and its standard deviation. The background color of the plots shows the
color of the winning party. The winner of the election corresponds approximately
to the party with bigger national proportion of votes (Fig. 5.1a) and the difference
with the per county average (Fig. 5.1b) comes from the population bias observed
in voting data, that we will comment in section 5.2.4.
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From the observation that the third party is negligible in almost all elections,
we will consider a binary opinion variable encoding the vote for republicans or
democrats for the case of US presidential elections. Only years 1992 and 1994
did the third option get a significant part of the votes. We show this fact also
visually by creating a particular set of maps for the election results. Imagine
there were strictly two options. In that case if vAi represents the vote-share for
party A in county i, the share of party B in that county will be vBi = 1 − vAi .
Therefore from the data we can plot the maps showing the election results by
choosing either of the party shares. Using the other set of shares and inverting
the color coding, we would get the same map. We show in Fig. 5.2 the result of
using democrat (left plots) or republican (right plots) vote-shares to create the
maps showing election results. It is clear that for 1992 (top images) the maps
are different, due to the non- negligible effect of the third party, while for 2012
(bottom images) the maps look just the same. The case of 2012 is the one which
happens for all the elections except for 1992 and 1994.

Figure 5.2: Top left: Using democrat shares from the data on election results
1992. Top right: Using republican shares from the data on election results 1992.
Bottom left: Same as top left but for year 2012. Bottom right: Same as top
right but for year 2012. The redder is a county, the more republican and the
bluer, the more democrat it is.
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5.2.2 Temporal characteristics

We analyze the results of the presidential elections in the US from 1856 to 2012.
Figure 5.3 shows the percentage of votes obtained by the Democratic and Re-
publican Parties in the elections celebrated during the indicated time span.

Figure 5.3: US election result in percentage of the votes for the Democratic and
Republican Parties.

We perform a binarization of the data time series as follows: we assign a
value 1 to an election result favorable to the Democratic Party and a value of 0
otherwise. The result of this binarization is shown in Fig. 5.4.
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Figure 5.4: Democratic Party terms codified as a binary time series. See text for
details.

To unveil the existence of any significant frequency in the data, we compute
the Lomb normalized periodogram (spectral power as a function of frequency) of
the sequence of the N data points hj of the binary time series for the Democratic
Party terms. The Lomb normalized periodogram is defined by [197, 198]:
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(5.1)
where h and σ2 are the mean and the variance of the sample respectively and

τ is defined by the relation

tan(2ωτ) =

∑

j sin(2ωtj)
∑

j cos(2ωtj)
. (5.2)

Note that the constant τ is an offset that makes PN (ω) independent of shifting
all ti by any constant. This fact implies that the Lomb periodogram weights the
data on a “per-point” basis instead of on a “per-time interval” basis, allowing
this method to give superior results to FFT especially for uneven sampling data.
The significance of the analysis is given by the false-alarm probability of the null
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hypothesis (i.e., the data values are independent Gaussian random variables):
P (> z) = 1− (1 − exp(−z))M , for M independent frequencies scanned. A small
value of the false-alarm probability indicates a highly significant periodic signal.
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Figure 5.5: Lomb Periodogram of the binary time series for the Democratic Party
as shown in Fig 5.4. The dashed line represents the averaged Lomb periodogram
for 10 randomizations of the binary time series.

The analysis shown in Fig. 5.5 reveals a predominance of a period in the elec-
tion winning of Tw = 28.3 years (with a false-alarm probability of P (Tw) = 0.56).
It also shows other peaks at periods T1 = 56.8 years and T2 = 15.6 years but with
higher false-alarm probability: P (T1) = 0.965 and P (T2) = 0.869, corresponding
to a lower significance levels respectively. The dashed line in Fig. 5.5 represents
the averaged Lomb periodogram for 10 randomizations of the binary time series.
We see from the result of the randomization that the peaks in the periodogram
of the original series are significantly different from random data.

In this work we will not try to reproduce the behavior of the average vote-
shares or the global percentage of votes for each party. Nevertheless this charac-
teristic periods of oscillation, mainly the most significant of about 28 years, i.e.,
7 election periods, could be used as the period of an external field which drives
the global inclination of society towards one or the other party.
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5.2.3 Per county vote and spatial correlations

The county population distribution is widely distributed, with the bulk of the dis-
tribution following a power-law decay with exponent 1.7 (regression using min-
imum squares), as can be seen in Fig. 5.6a). In that figure we plot together
also the distributions of the absolute numbers of voters in a county and voters
for each party. They all collapse when they are rescaled to have a mean equal
to 1. When looking at the distributions of the per county percentage of voters
(turnout) or per county vote shares of each party (Fig. 5.6b), properly translated
to have zero average, we see a collapse, showing two approximate Gaussians, one
for turnout of all years with a standard deviation of 0.068 and one for the vote
shares both for republicans or democrats with a standard deviation of 0.11. The
fact that, despite the average vote-share changing from year to year, its standard
deviation remains constant will be considered here as a statistical regularity of
the background fluctuations in election dynamics.

Figure 5.6: Per county distributions. a) Distributions of the absolute val-
ues of population (violet), turnout (black), votes for democrats (red), votes for
republicans (blue) and votes for other (orange). The distributions are rescaled
in such a way that they all have average equal to 1. All of them collapse to a
single curve with a power-law decay with exponent 1.7. The different symbols
refer to different years. b) Turnout fraction, democrat and republican vote frac-
tion distributions for all elections as a function of the fraction minus the average.
They follow a Gaussian distribution. It seems that both republican and democrat
follow the same distribution, which is wider than the one that is followed by the
turnout fractions.

To have more insight into the distribution of votes we look at the spatial
patterns they form. Particularly we will use two point spatial correlations as a
descriptor of the spatial patterns. The spatial correlation function is computed
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as

C(r) =
〈vivj〉|d(~ri,~rj)=r − 〈v〉2

σ2(v)
, (5.3)

where 〈v〉 is the average (over counties) number of voters or vote-share over all the
cells, σ2(v) its standard deviation, and 〈vivj〉||~rj−~ri|=r is the average of number
of voters or vote-share in cell i, vi, times the number of voters or vote-share in
cell j, vj , over pairs of cells separated a distance r. In Fig. 5.7 we see the spatial
correlations of population and absolute values of the number of voters and voters
for each party (a), and for the turnout fractions and vote-shares for each party
(b). For absolute values all correlations fall approximately following a power
law of exponent 1.25, while for fractions the decay is approximately logarithmic,
what has been observed previously in several countries with different electoral
systems [193, 195]. As suggested previously in the same works, this characteristic
points toward a noisy diffusive model in two dimensions, fact that we will exploit
later in the modeling phase.

Figure 5.7: Spatial correlations. a) Correlations between absolute values show
a power-law decay with exponent around 1.2. The data in this figure is for
turnout (black), votes for democrats (blue), republicans (red) for all years in the
dataset and population (violet). Different symbols refer to different years. b)
Correlations between fractions of values show a logarithmic decay.

logarithmically,

5.2.4 Population bias

One of the features of US election data is the presence of a population bias, in the
sense that small (big) counties are prone to have bigger republican (democrat)
vote-shares. In Fig. 5.8 we show the democrat (a) and republican (b) vote-shares,
once the average for that year is subtracted for all years, for all counties in gray
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dots. When looking at the average behavior, either of each year (black dashed
lines) or globally for all the elections considered (1980–2012), we can observe
that for counties with populations below 104 it is more probable to have a bigger
republican vote-share than the average, while for populations above 105 democrat
vote-shares dominate.

At this point of modeling we will not consider this bias, although future
extensions of the model should consider this fact in order to more accurately
reproduce the spatiotemporal patterns displayed by electoral results. This feature
could be added to an individual based model of voting behavior for example in the
form of a county size-dependent local field or by the addition of zealots (agents
who do not change opinion), although there may also be other not so obvious
mechanisms leading to this characteristic.

Figure 5.8: Population bias. a) Republican vote-shares, once the average for
each year is subtracted, as a function of the county size Ni. In grey are all the
data points. The black dashed lines show the average behavior for the different
elections in the data (1980–2012, solid color lines). In red is the global average
behavior (computed for all years). b) Same as a) for democrat vote-shares, with
the global behavior in blue.

5.2.5 Statistical regularities in electoral data

After reviewing so many spatiotemporal characteristics of the electoral data under
study we focus on two characteristics that will serve as milestones to be achieved
by the results of an agent based model for voting behavior. We will thus focus
just on the stationarity of the vote-share dispersion, and the logarithmic decay
in the spatial correlations. Both characteristics are then summarized in Fig. 5.9.
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Figure 5.9: US electoral results. a) County vote-share probability density func-
tions for all the elections in the period 1980-2012. For each year the correspond-
ing average vote-share over all locations, 〈v〉, is subtracted. b) Spatial vote-share
correlations as a function of distance. The dashed lines are guides to the eye,
displaying a pure logarithmic decay.

These two features, the stationarity of the vote-share dispersion and the log-
arithmic decay of the spatial correlations, will be considered as generic of the
fluctuations in electoral dynamics.

5.3 Social influence and recurrent mobility (SIRM)
model for voting behavior

For constructing a social influence model there are two basic ingredients. On
one side is the interaction mechanism, i.e., the way in which ideas, opinions,
behaviors, fads or any other characteristic that is susceptible of being passed
between individuals, are changed by the positions of other agents. On the other
side is the social context of the individuals, i.e., with which alters does each agent
interact. Usually this is modeled as a network of interactions, where agents are
linked to all other agents with whom they interact.

5.3.1 Interaction mechanism

As an interaction mechanism for social influence we take random imitation, al-
lowing at the same time some degree of imperfection in the imitation procedure.
In the spirit of physics modeling we want to keep the model as simple as possible.
We believe random imitation is the most basic manifestation of social influence.
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This kind of dynamics has been extensively studied on networks under the name
of the voter model, one of the main characters of this thesis. Although this model
has been explained previously in chapter 3, let us review a special characteristic
that makes the voter model dynamics a good candidate for modeling voting dy-
namics. We are referring to the diffusive nature of the voter model. Remember
that in the voter dynamics (with random asynchronous update) agents are cho-
sen at random and update their state by copying the state of a randomly chosen
neighbor. Then if σi is the value of the opinion variable (which can take values
±1) at site i, its rate of change to −σi is

ωi =
1

2ki

∑

j

aij(1− σiσj),

with ki the degree of node i and aij the adjacency matrix of the network where
the voter model is played. Given that the change in σi is −2σi if there is a change
of state, the evolution of the ensemble average of the state at site i is

d

dt
〈σi〉 = −2〈σi〉ωi ⇒ d

dt
〈σi〉 =

∑

Lij〈σj〉, (5.4)

with 〈·〉 meaning ensemble average and Lij = aij/ki − δij the Laplacian of the
adjacency matrix. Eq. 5.4 is then a discrete diffusion equation on a network.
When the network is two-dimensional one can expect the results of its continuum
representation to be valid1 (ρ̇ = D∇2ρ). In that case the two point correlation
function decays as a logarithm of the distance, but as the voter model coarsens
slowly in two dimensions, the correlations keep growing in time. The precise form
is [199]

C(r, t) ∼ 1− ln(r/a)

ln(
√
t/a)

, (5.5)

with a a lower cutoff until which correlation is perfect, with the additional con-
straint that the lattice spacing is much greater than a (for more details see
Ref. [199]). The same logarithmic decay is found to be stationary for the Edwards-
Wilkinson equation, i.e., a diffusion equation with additive noise [200, 193]. This
feature resembles the logarithmic decay found in spatial correlations of vote-
shares in section 5.2.5 and this is why we think the voter model is a good candi-
date for the opinion exchange mechanism underlying voting dynamics.

5.3.2 Social context

As a proxy for the social context of the agents, i.e., the set of all possible social
interactions, we will consider a recurrent mobility pattern [44, 201] of the agents.

1Also in other dimensions, but here we are concerned with the two-dimensional case.



5.3. SIRM MODEL 97

More precisely, agents interact in the vicinity of their home and work locations,
which in general can be extracted from the official census of a country. The agents
are distributed among n different locations, which we call their home locations, so
that the number of agents assigned to a particular location i is the population of
that location Ni. Each agent is assigned a working location, so that the number
of agents living in location i and working in location j is given by Nij . Obviously
the population of location i is Ni =

∑

j Nij , the working population of location
i is N ′

i =
∑

j Nji and the total population of the system is N =
∑

ij Nij . The
commuting behavior is implemented stochastically: an agent interacts either with
an agent who lives in the same location (neighbor) with probability α, or other-
wise with an agent who works in the same location (workmate). The probability
α measures the ratio of time spent at home vs. at work. This implementation
mimics the behavior of a single agent interacting recurrently at home and at work.

This description is general and can apply to any division of a country, but
as we will later apply the model to the US here we review the characteristics
of population and commuting data from the US. The commuting data is taken
from the US census of year 2001. It provides the population of each county and
the number of individuals Nij living in county i and working in county j, where
i, j is a couple of counties with a non-vanishing flux of commuters. The data
contains 3117 counties or county-equivalent regions with an average population
of 89585 and a standard deviation of 292405. The whole distribution is shown
in Figure 5.10 bottom left, where one can see the broad nature of it. There are
162131 commuting connections between different counties with a mean flux of
10854 individuals and a standard deviation of 15584. The whole distribution is
shown in Figure 5.10 bottom right. Note that this forms a directed weighted
network, with 3117 nodes corresponding to the counties and 162131 directed and
weighted edges encoding the number of people living in one county and working
in another. If we add one weighted self-loop per county counting how many
individuals live and work at each county, we have embedded all population and
commuting data in a network structure.

In Fig. 5.11 a schematic representation of how to construct the social context
of the individuals starting from the commuting data is shown. The figure also
displays a map showing the spatial distribution of populations.
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Figure 5.10: Commuting data. a) Map showing 10% of all commuting con-
nections. The ones shown are those with bigger fluxes. b) County population
distribution. c) Commuting fluxes distribution.
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Figure 5.11: Recurrent mobility and population heterogeneities. a)
Schematic representation of the commuting network obtained from census data.
b) Schematic representation of the different agent interactions. The home county
interactions (black edges) and work county interactions (red edges) occur with
different probabilities (α and 1− α respectively). The agents are placed at their
home counties and colored by their work counties. c) Map of the populations
by county in the 2000 census. The color scale is logarithmic because there are
populations ranging from around a hundred to several millions of individuals.
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5.3.3 Model definition and analytical description

In the SIRM model N agents live in a spatial system divided in non-overlapping
cells. The N agents are distributed among the different cells according to their
residence cell. The number of residents in a particular cell i will be called Ni.
While many of these individuals may work at i, some others will work at different
cells. This defines the fluxes Nij of residents of i recurrently moving to j for work.
By consistency, Ni =

∑

j Nij . The working population at cell i is N ′
i =

∑

j Nji

and the total population in the system (country) is N =
∑

ij Nij .

We describe agents’ opinion by a binary variable with possible values +1 or
−1. The main variables are the number of individuals Vij holding opinion +1,
living in county i and working at j. Correspondingly, Vi =

∑

l Vil stands for the
number of voters living in i holding opinion +1 and V ′

j =
∑

l Vlj for the number
of voters working at j holding opinion +1. We assume that each individual
interacts with people living in her own location (family, friends, neighbors) with
a probability α, while with probability 1 − α she does so with individuals of
her work place. Once an individual interacts with others, its opinion is updated
following a noisy voter model [191, 131, 146, 59, 199]: an interaction partner
is chosen and the original agent copies her opinion imperfectly (with a certain
probability of making mistakes). The evolution of the system can be expressed
in terms of the following transition rates:

r−ij(V) = Vij

[

α
Ni − Vi

Ni
+ (1− α)

N ′
j − V ′

j

N ′
j

]

+Nij
D

2
η−ij(t),

r+ij(V) = (Nij − Vij)

[

α
Vi

Ni
+ (1 − α)

V ′
j

N ′
j

]

+Nij
D

2
η+ij(t), (5.6)

where V = {Vij} is the configuration of the system according to the set of variables
Vij , and r±ij(V) are the rates of change of Vij by one unit to Vij±1. Note that these
rates include recurrent mobility and so they are different from those obtained for
random diffusion processes [202]. The variables η±ij(t) are noise terms accounting
for imperfect imitation, which are modeled as Gaussian noises with zero mean
and 〈ηaij(t)ηbkl(t′)〉 = δ(t− t′) δab δik δjl.

For a review on models with stochastic rates see Ref. [203]. Given these rates
one can write down the master equation for the probability P (V ; t) of having V11

agents with state +1 in subpopulation 11, V12 agents with state +1 in subpopula-
tion 12, and so on at time t. We take the notation V = {V11, V12, . . . , Vij , . . . , Vnn}
and V±

ij is equal to V except for Vij , which is replaced by Vij±1. Then the master
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equation is

∂P (V ; t)
∂t

=
∑

i,j

[

r+ij(V−
ij )P (V−

ij ; t) + r−ij(V+
ij )P (V+

ij ; t)−
(

r+ij(V) + r−ij(V)
)

P (V ; t)
]

.

(5.7)
By standard methods one can find a Fokker Planck equation that approximates
this master equation,

∂P (V ; t)
∂t

=
∑

i,j

{

− ∂

∂Vij

[(

r+ij(V)− r−ij(V)
)

P (V ; t)
]

+
∂2

∂V 2
ij

[

1

2

(

r+ij(V) + r−ij(V)
)

P (V ; t)
]

}

.

We can translate the Fokker-Planck equation into a Langevin equation, which will
describe the dynamics of the numbers of voters with state +1 in each subpopu-
lation, Vij . Here we already show this equation for the densities vij = Vij/Nij

dvij
dt

= α
∑

l

(

Nil

Ni
− δjl

)

vil + (1 − α)
∑

l

(

Nlj

N ′
j

− δli

)

vlj +Dηij(t) (5.8)

+
1

√

Nij

√

√

√

√(1− 2vij)

(

α

∑

l Nilvil
Ni

+ (1− α)

∑

l Nljvlj
N ′

j

)

+ vij +
D

2
η

′

ij(t)η
∗
ij(t).

Note also that in the right side of Eq.(5.8) all the terms are of order 1 (densities)
except for the last term, which accounts for the variability of a single realization
of the stochastic process and is of order 1/

√

Nij . Given the sizes of the subpop-
ulations Nij it is reasonable to disregard this term. The error will be of more
importance for smaller subpopulations.

At the leading order we are left with

dvij
dt

= α
∑

l

Aijlvil + (1− α)
∑

l

Bijlvlj +Dηij(t), (5.9)

with Aijl =
Nil

Ni
− δjl and Bijl =

Nlj

N ′

j

− δli. The first term on the right hand side

describes interactions among agents who live in i and work elsewhere, while the
second term follows from the interactions among agents who work in j and live
elsewhere. Interactions between individuals who work at the same county despite
living at different counties effectively increase the inter-county connectivity, fa-
cilitating the correlation of the vote-share fluctuations. The last term is a noise
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coming from a combination of η+ij(t) and η−ij(t). This term represents imperfect
imitation and accounts for the combined effect of all other influences different
from the interaction between peers. This includes opinion drift, local media or
even free will of the individuals. When D 6= 0 the microscopic rules lead to a noisy
diffusive equation, in agreement with previous proposals of mesoscopic electoral
dynamics models [193, 195]. The equation corresponds to an Edwards-Wilkinson
equation on a disordered medium, described by the coupling matrices A and B.
In the absence of imperfect imitation (D = 0), Eq. (5.9) can be written as a
Laplacian d

dt~v = L~v. This implies a homogeneous asymptotic configuration and
the existence of a globally conserved variable, which, in this case, corresponds to
the total number of voters holding opinion +1, V =

∑

ij Vij [126].
When simulating the model, we integrate the stochastic process by updating

the values of the number of agents holding opinion +1 in each cell ij, Vij , using
binomial distributions with the rates in Eq. (5.6). At each Monte Carlo step we
update all cells in a random order.

5.3.3.1 Reduction of the equations and “fast mixing” approximation

We define the variables vi = 1
Ni

∑

j Nijvij and v′i = 1
N ′

i

∑

j Njivji, which are

the proportion of agents with state +1 living in i and working in i respectively.
Eq.(5.9) (after averaging for getting rid of the noise term) reads then

d

dt

( 〈~v〉
〈~v′〉

)

=

(

−(1− α)1 (1 − α)M1

αM2 −α1

)( 〈~v〉
〈~v′〉

)

, (5.10)

with M1
ij = Nij/Ni and M2

ij = Nji/N
′
i . In this way we have reduced the number

of equations to 2n instead of as many as commuting connections plus the number
of locations, n. We have lost the information about the densities of voters with
state +1 in the subpopulations ij. Nevertheless the interesting variables are
the ones aggregated for the whole location vi, because these ones are directly
translated to electoral results.

From Eq.(5.9), which is the deterministic part of the dynamics, one can derive
an approximation, which we call the fast mixing approximation and is similar to
other approximations to commuting behavior [204, 205, 206, 207, 208]. In this
approximation we consider that the densities of voters with state +1 who live in
the same location are all the same, i.e., 〈vij〉 = 〈vil〉 = 〈vi〉 for any i,j and l.
After multiplying Eq.(5.9) by Nij , summing over j and dividing by Ni,it takes
the form

d〈vi〉
dt

= (1− α)
∑

j

[

∑

l

NjlNil

NiN
′

l

− δij

]

〈vj〉. (5.11)

This equation keeps the Laplacian nature of the dynamics and represents a voter
model on a directed weighted network with self-loops.
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5.4 Application to US

We apply the model to the US presidential elections and thus identify the cells
with the counties. The populations and commuting fluxes Nij are obtained from
the 2000 census [209] and are provided as input data to the SIRM model. This
framework can be applied to any country, besides the US, or territorial division
(counties, municipalities, provinces, states, etc). Besides these data, there are two
free parameters: D and α. The parameter α provides a measure of the relative
intensity and duration of the social relations at work and at home. According
to the survey on time use of the Bureau of Labor Statistics [210], the average
individual spends daily almost 8 hours at work and the rest of time at his or
her home location. Out of this home time, close to another 8 hours are spent
sleeping. Thus α will be set at 1/2.

5.4.1 Model calibration

To calibrate the noise intensity D, the SIRM model is run for a set of values of
D taking as initial condition the results for the elections of the year 2000. We
choose this initial condition because it already has the features that the model
should keep. On one side if this configuration is not one which would be reached
by the model, then its characteristics should vanish with the model evolution. On
the other side, if we start with random initial conditions, the transient for the
model to create spatial correlations is so long that it is not worth simulating the
system. Thus the system is evolved for 104 Monte Carlo steps starting from the
initial condition of year 2000 and then the standard deviation σ of the vote-share
distribution is measured (see panel a) in Fig. 5.12).

The best agreement is obtained for D = 0.03 which will be taken as the level
of noise for the simulations of the model. When the noise intensity is too low
we find basically a diffusive process, where the vote-share distribution narrows
and the correlations grow (D = 0.005 in Fig. 5.12). In contrast, for larger D
the noise is dominating the results (D = 0.35 in Fig. 5.12). The vote-share
distribution widens as time goes by and the spatial correlations vanish. For
D = 0.03 the standard deviation of the vote-share distribution of the model has
the same value as the data. Not only the standard deviation is matched, but
also the shape of the vote-share distribution agrees with the empirical one. The
distribution, in addition, becomes stationary in time. Furthermore, although we
did not take spatial correlations into account for the calibration, they show a
stationary logarithmic decay for this value of noise intensity D.

Finally, we set the equivalence between the Monte Carlo (MC) steps and the
real time between elections (see panel b) of Fig. 5.12). Sets of electoral results
are produced with the model with D = 0.03 and with a fixed number of Monte
Carlo steps between elections. Then the standard deviation σ∗ of the vote-share
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Figure 5.12: Model calibration. a) Vote-share standard deviation as a function
of the noise intensity D. The dashed black line marks the level of dispersion
observed in the empirical data (σe = 0.11). The boxes surrounding the main
plot display results obtained with the level of noise marked as squares and in-
clude the distribution of vote-shares shifted to have zero mean, and their spatial
correlations. The color of the boxes and the squares are matching. The black
curves are always the initial conditions. In the red box, the red curve is for 10
MC steps, and the orange for 20 MC steps; in the green box, the times are 100
MC steps (red) and 200 MC steps (orange); and in the purple box, 40 MC steps
(red) and 140 MC steps (orange). b) Time calibration. The average dispersion in
the democrat vote-share is represented as a function of the number of elections.
The best agreement is obtained for 2.5MCsteps/year.
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trajectory for each county as a function of the number of consecutive elections
is computed. Averaging over all different counties and comparing with empirical
data, we find that both curves grow as

√
n, where n is the number of elections

considered (the error bars correspond to the dispersion of σ∗ across counties),
reminiscent of a random walk. Both curves have the best overlap when we set
10 MCsteps/election (equivalently 2.5 MCsteps/year).

5.4.2 Results and comparison with electoral data

The stochasticity of the model introduces uncertainty in the temporal evolution
of the vote-shares as can be appreciated for three counties in Fig. 5.13a. Once
the average value is discounted, the shape of the distribution of vote-shares is
similar to the one observed in the empirical data (see Fig. 5.13b): the stationar-
ity and the particular functional shape of the distributions are features correctly
identified by the model. This occurs not only at county level (Fig. 5.13b) but
also at other coarse-grained geographical scales such as congressional districts
(Fig. 5.13c) and states (Fig. 5.13d). By changing geographical scale, a real space
renormalization of the system is performed. A good correspondence between
model predictions and data indicates that the model incorporates the essential
mechanisms at the different scales. This relates to the ability of the model to
properly capture the spatial correlations in the data (see Fig. 5.13e). In order to
show that this agreement is not a simple artifact, the empirical vote-shares are
reshuffled across US counties. The reshuffled data is aggregated at the level of
congressional districts and states and the resulting vote-share distributions are
compared with the original ones (see Fig. 5.15 in section 5.4.3 ). The distribu-
tions are notably different, implying that the lack of spatial correlations in the
randomized data leads to different scaling behaviors.

The goodness of the model is also assessed by a direct comparison between
model predictions and data for vote-share fluctuations. In Fig. 5.13f and g, we
show the distribution of the ratios between model and data of the vote-shares
deviations from the national average, vi − 〈v〉, where 〈·〉 denotes spatial average
and not average over realizations of the model. We evolve the model for an
election, starting with the initial conditions from the electoral results from year
2000, and compare with the electoral results from year 2004, finding that 80%
of the ratios fall between 0.6 and 1.5. These numbers become 0.9 and 1.1 at the
congressional district level, attesting the quality of the model predictions.

5.4.3 Results across scales

The way in which election data aggregate can be seen in the maps of Fig.5.14.
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Figure 5.13: Model results. The parameters of the simulation are α = 1/2,
D = 0.03. a) Time traces of the vote-shares for Democrats in different counties;
one with high population, Los Angeles CA (black symbols and curves, 9.5 · 106
inhabitants); one with a medium population, Blane ID (in orange, 19 · 103 in-
habitants); and one with low population, Loving TX (green line, 67 inhabitants).
Symbols represent data, dashed lines represent the results of a single realization
of the model with the initial conditions taken from the data of year 2000, solid
lines represent the average of 100 realizations of the model and dotted lines their
standard deviation. b), c) and d) Democratic vote-share probability density func-
tions (except for d), which shows the cumulative pdf) as predicted by the model
for counties, congressional districts and states, respectively. The initial condition
at t = 0 (black circles) corresponds to the vote-shares obtained from the 2000
elections. e) Vote-share spatial correlations as a function of the distance. f) and
g) Distribution of ratio between model predictions and data observations for the
Democratic vote-shares at county level (f) and for congressional districts (g). The
colored areas mark the 80% confidence intervals.
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Figure 5.14: Aggregation to bigger geographical areas of the real data of year
2000. Spatial configuration of democrat vote-shares per county (a), per congres-
sional district (b) and per state (c). The boundary files for counties, congressional
districts and states where taken from the census web page [209].

Here we show that the result of aggregating for bigger geographical areas
than counties, i.e., congressional districts or states, is strongly dependent on
the spatial configuration of the election results. For doing so we compare the
result of this aggregation for real data from year 2000 and the result from the
aggregation procedure of a random configuration of county shares that follows
the same distribution as the one displayed by the data. This comparison can be
seen in Figure 5.15.
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Figure 5.15: Uncorrelated aggregation. Comparison of the aggregation to
bigger geographical areas of the real data of year 2000 (other years look very
similar) and randomized data. Randomized data does not aggregate in the same
way. a) County vote-share distribution. The black circles show the democrat
data of year 2000, while the other curves are just random assignations of vote-
shares following the same distribution. b) Aggregation to show the distribution
of congressional districts vote-shares. The randomized data do not aggregate
as the real data. c) Aggregation to show the cumulative distribution of state
vote-shares. The randomized data do not aggregate as the real data.

5.4.4 Effect of the mobility range

As a final point we investigate the role played by the mobility network on the
model results. The links connecting only geographically neighboring counties can
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Figure 5.16: Influence of the mobility range. a) Illustration of the procedure of
restricting the commuting network to the adjacency of counties (left), at most
200 km distances (middle) or keeping the whole commuting network. The colors
are such that the underlying adjacency network is in black and the added edges
for the other networks are colored in such a way that each color has 10% of all
extra edges (different from adjacency edges) and are ordered by the size of the
flux of commuters they represent. b) For the model running on networks filtered
at different distances, the parameter D is calibrated. b) Vote-share correlations
as a function of the distance for models running on the different networks.

be extracted and used as a baseline network. The rest of the links are then added
filtering by the distance that separates the centroid of the residence county to
that of the work county. The result of performing this operation is a network
that includes more and more links as the threshold of the filter is increased.
The model has to be calibrated for each new network (Fig. 5.16a). Once the
optimal value for the noise level of the imperfect imitation D∗ is found, the model
simulations running on different networks can be compared with the empirical
data. In Fig. 5.16b, we show how the vote-share spatial correlations change when
the network is modified. Long links are important to recover correlation levels
similar to those observed empirically.
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5.4.5 Effect of parameter α

Here we show that the results shown do not depend crucially on parameter α,
as long as it is different from 1 or 0 (in these cases the system is composed
by disconnected patches). Actually one can intuitively see from the dynamical
equations that a variation in α will change the timescales of the model and the
values of the noise intensity D to recover the empirical standard deviation of vote-
shares. In Fig. 5.17 we show the calibration of the model on the full commuting
network for different values of α. Although the value at which the model is
calibrated depends on α, the properties of the model at that point remain as in
the case of α = 1/2, i.e., the vote-share distributions remain stationary and the
spatial correlations fall logarithmically in space.

5.4.6 Data vs. model predictions

One of the favorite questions of the audiences listening to a talk about this work
is about prediction of election results. This is not our aim here. Our aim is
to reproduce statistical regularities in election data, namely the stationary vote-
share fluctuation distribution and spatial correlations. Both these features are
independent of the average vote-share, which would be a proxy for the winning
party. So the prediction is expected to be good for the fluctuations of vote-shares,
as can be seen in Fig. 5.18. We start the model with the initial condition of year
2000 and evolve it for 12 years. Then we compare the outcome of the model
with the real results of year 2012. If we subtract directly real data minus model
results, we see the left figure, in which a bias is to be observed. Nevertheless if we
first subtract the average vote-share for data and model results and then do the
subtraction, we see that the model quite accurately predicts the data. It is worth
noting that the bias in the model results with respect to the data is population
dependent, just because we didn’t add to the model the population biased that
was shown in section 5.2.4.
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Figure 5.17: Exploration of α. Top left: Calibration curves for different values
of α on the full commuting network. The curves show the standard deviation of
the vote-share distribution after 10000 Monte Carlo steps. Top right: Value of
the noise intensity D∗ that recovers the empirical value of the standard deviation
of the vote-share distribution. Bottom left: Vote-share distributions after 10000
Monte Carlo steps for different values of the parameter α at the calibrated noise
intensity D∗. Bottom right: Spatial correlations after 10000 Monte Carlo steps
for different values of the parameter α at the calibrated noise intensity D∗.
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Figure 5.18: Difference between data and model prediction. Maps showing
the difference between real data and model after 12 years. The model is evolved
for 12 years, starting from the initial condition from the data of year 2000, with
parameters α = 1/2 and D = 0.02. Then the results of the model are compared
to the electoral results of year 2012. a) Direct subtraction of data minus model.
b) For this we first subtract the national average both from data and model
results and then do the subtraction of data minus model. This image shows that
all values are very near to zero, thus being model and data in good agreement.
The point here is that the model describes the fluctuations in election data and
does not account for the real average value of the vote-shares.

5.5 Discussion

We have introduced a microscopic model for opinion dynamics whose main in-
gredients are social influence (modeled as a noisy voter model), mobility and
population heterogeneity. The model can be approximated by a noisy diffusion
equation on an anisotropic substrate that is given by the highly heterogeneous
population and commuting data. It reproduces generic features of the vote-share
fluctuations observed in data coming from three decades of presidential elections.
It is important to note that the model is not aimed at predicting the winning
party, only the local fluctuations around the national average vote-share. In
this sense, it is able to capture the empirical distributions of vote-share fluc-
tuations, the spatial correlations and even the evolution of the local vote-share
fluctuations. This agreement between model predictions and empirical data is
maintained when the geographical areas considered are coarse-grained, showing
thus that the model accounts for the main mechanisms at play in the dynamics
of the system at different scales. We have studied, besides, the relevance of the
mobility range for the quantitative agreement of the model.

The present work offers -with the use of demographic data as input- a com-
parison of a theoretical model with real data, which is used both for calibration
and to evaluate the results. It proposes a path for further research in opinion
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dynamics since it establishes a method to bridge the gap existing between micro-
scopic mechanisms of social interchange and macroscopic results of surveys and
electoral processes. One limitation of the work is due to the use of census data,
which translates in a lack of fine structure for the interaction network. We ex-
pect that the use of digital data, which is being more and more widespread, will
provide the necessary information to fill this gap. Nevertheless recent research
on reaction diffusion processes on metapopulations hints to the fact that the in-
ternal structure of the metapopulations may not have an effect on the global
description of the behavior of the system [211]. Another important issue we have
not addressed is the dynamics of the average vote- share. To this end further
elements need to be included, as for example the effects of social and communi-
cation media or a global field containing the oscillations found in section 5.2.2.
Finally the population bias shown in section 5.2.4 could be implemented in the
form of a population-dependent local field.

Furthermore this work triggers theoretical questions on the role of the different
heterogeneities present in the system (topological, demographic and mobility)
regarding diffusion processes [212]. One question is related to the degree of
non-locality of the couplings between cells (counties in the case of US) that is
compatible with the standard features of a diffusive process on two dimensions.
This question may be tackled using for example the fast mixing approximation
from section 5.3.3.1 to infer the dependence of the couplings with distance and
then use it in a continuum approach of the type used in Ref. [213] for spreading
processes. Another option is to relate that equation to random walks in the spirit
of Ref. [43].

Further aspects to investigate the model and the impact of heterogeneities
are those related to the spectral properties of the coupling matrices. These can
give an insight on how the timescales are distorted by heterogeneities.



Chapter 6

Conclusions and outlook

6.1 Summary of specific conclusions

6.1.1 Link models

By studying a majority rule for the dynamics of two equivalent link states we
have uncovered a set of non-trivial asymptotic configurations, which are not to
be expected when studying the corresponding node dynamics in the same graphs.
Our characterization of the asymptotic configurations serves as a basis for un-
derstanding the evolution of more involved measures as the distribution of link
heterogeneity indices, being the link heterogeneity index a measure of the het-
erogeneity of states of the links attached to a node. The link heterogeneity index
is a useful way of characterizing nodes in a given link configuration. For example
in node based models of language competition, a node can be in state A or B
corresponding to two competing languages, and bilingualism can only be intro-
duced through a third node bilingual state AB [109]. In the framework of link
dynamics, state A or B characterizes the language used in a given interaction
between two individuals, and the link heterogeneity index is a natural measure
of the degree of bilingualism of each individual (node).

The results, organized by the studied network are as follows.

• Fully connected network

– Full characterization of the asymptotic configurations reached from
random initial conditions.

– Large heterogeneity in asymptotic configurations, displaying a wide
range of possible values of the order parameter. The correspond-
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ing node-based dynamics on a fully connected network has only one
asymptotic configuration, consensus also (vanishing order parameter).

– All asymptotic configurations are frozen and can be classified into
families of configurations with the same architecture. These families
are labeled by the number nb of different link heterogeneity indices
present in the configuration.

• Square lattice

– Full characterization of the asymptotic configurations reached from
random initial conditions.

– Only three different types of asymptotic configurations: ordered, frozen
and disordered (vertical/horizontal stripes) and dynamically trapped
(diagonal stripes). The last configuration class is not present when
studying the corresponding node dynamics on a square lattice.

• Erdös-Rényi networks

– It is not possible to fully characterize the asymptotic configurations,
as we are dealing now with an ensemble of networks.

– We find frozen and dynamically trapped configurations. Ordered con-
figurations are very rare and we have only observed them in very small
networks.

– We describe two mechanisms that lead to the formation of topological
traps and the blinking of link states:

1. A link becomes a blinker when it has the same number of neighbor-
ing links in each state, if those other links are frozen. The changes
of state of the blinker leave the order parameter unchanged and so
the system wanders through a set of isoenergetic configurations,
as happens to the node-based model above two dimensions.

2. The best connected nodes are prone to freeze the links connected
to it in the state of initial majority for that node. Given that this
can happen in separated points of the network and the links can
freeze in one of both states, this prepares the trap for the system
not to reach consensus.

It is worth noting that this particular link dynamics can be mapped into an
equivalent node-based problem by changing the network of interaction. The node-
equivalent network is the line-graph [127, 128, 129] of the original network. The
line-graph is a network where the links of the original network are represented by
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a node and are connected to those nodes that represent links that were first neigh-
bors in the original network. The characteristics of the line-graph of the original
network provide qualitative explanations on how the link dynamics behaves, by
making use of previous results on node dynamics. The line graph is a network
with higher connectivity since all links that converged originally in a node form
a clique subgraph in the line-graph, as clearly seen in the line-graph of a fully
connected network or a square lattice. This results in an increased cliquishness
of the line graph, as compared to the original network. Such cliquishness under-
lies the topological traps that give rise to the wide range of possible asymptotic
configurations that we find for the majority rule link-dynamics. As is known a
majority rule evolves with surface tension and as such is affected by the commu-
nity structure of the network. If we use other dynamics like random imitation
(the voter model), the qualitative behavior does not change, as the voter model
does not have surface tension and thus it is not affected by community structure
as heavily as a majority rule. The line graph duality is also useful to understand
the role of the better connected nodes. The links attached to them will form rela-
tively large cliques that are loosely connected to other smaller cliques and so it is
very probable that those large cliques freeze independently of their environment.
also

Outlook

Comparison of our results with data on language use would prove or refute our
dynamics. This effort seems to be plausible with the use of electronic data such
as those coming from twitter as in Ref. [2]. Continuing with the language ex-
ample, a next step is to consider the mixed dynamics of language competence
(node dynamics) and language use (link dynamics). In general, consideration of
the coevolution of link and node states is a natural framework that emerges in
the study of collective behavior of interacting units.

6.1.2 Timing interactions

As take home message of this chapter we stress the necessity of implementing
correctly human activity patterns, characterized by heavy-tailed interevent time
distributions. The qualitative results of the simulations may change as compared
to the results derived from constant activity rates. We show that in the voter
model implementing heterogeneous activity patterns may lead to an ordering
process, while the usual studies lead to dynamical coexistence of states in the
thermodynamic limit.

The results and conclusions from this work and that apply to all studied
networks (fully connected, Erdös-Rényi and Barabási-Albert scale-free networks)
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are as follows.

• Usual update rules : Sequential asynchronous update (SAU), random asyn-
chronous update (RAU) and synchronous update (SU), based on constant
activity rates. They all behave qualitatively the same.

– For the voter model they lead to dynamical coexistence of states in
the thermodynamic limit.

– The activity patterns are homogeneous, having an exponentially de-
caying interevent time distribution with a well defined characteristic
time.

• New update rules : exogenous and endogenous update rules. Both are able
to display heterogeneous activity patterns but behave differently depending
on the implementation.

– Exogenous update: the update rule is independent of the configura-
tion of the system, but the probability of an update decays with the
time since the las update attempt, and the voter model evolves un-
der this update following the same qualitative characteristics as the
usual update rules, although the timescales are distorted. So it leads
to dynamical coexistence of states.

– Endogenous update: the update rule is coupled to the configuration
of the system in such way that the more time an agent stays in one
state, the less probable it is for her to do an update attempt. The
qualitative behavior of the voter model is changed under this update
rule. There appears a coarsening process for which nevertheless the
time to reach consensus is not well defined.

We present a theoretical framework that bridges the empirical efforts devoted
to uncover the properties of human dynamics with modeling efforts in opinion
dynamics. But more generally we have developed a tool (both new standard
update rules) that can help researchers find out the implications of heterogeneous
activity patterns on the outcome of agent based models.

Outlook

Possible future avenues of research following the ideas of this work are to study
other dynamics and topologies. An example is the possibility that fat-tailed
IET distributions appear as a consequence of topological traps in the network
of interaction under majority rule dynamics. These traps can lead to anomalous
scaling of consensus times for a majority rule dynamics [147, 148]. A consensus
time is a global property of the system, but it remains unclear if this is also
reflected in the microscopic dynamics, giving rise to broad IET distributions.
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6.1.3 Hospital transfers

We have studied the dynamics of the hospital network of the US and the implica-
tions of the specific characteristics of patient transfers upon spreading processes.
We have shown that there is a positive correlation between a particular case of
nosocomial infections (C.diff) and the transfer network structure. This result
motivates the use of the transfer network as a proxy for the possible spreading
paths of pathogens. Furthermore we also have shown that the spreading process
differs if one uses only aggregated data or uses the full timing information. Our
results show the spreading capabilities and times of single hospitals, as well as
their vulnerability times. We believe that all this information, which is relatively
cheap to obtain, as it relies only on medical claims for hospital stays, can be
used to improve health care in the form of better containment strategies at the
systems level.

Outlook

Research not shown in this thesis has targeted the creation of effective sensor sets
of hospitals for monitoring the hospital system in order to have advanced signals
in the case of an epidemic outbreak. This kind of work, combined with control
theory and recent methods of early outbreak detection such as monitoring twitter
posts or Google searches, can potentially lead to a much more robust health care
system.

One of the limitations of the project is that the system is open, i.e, it is
in contact with the population outside the hospital, and as such the possible
infection routes are much bigger. Coupling the hospital system to a model of
population movements may be of interest to have a more detailed description of
the combined impact of hospital transfers and human mobility on the spreading
of a pathogen.

6.1.4 Modeling voting behavior

We have introduced a microscopic model for opinion dynamics whose main in-
gredients are social influence (in the form of a noisy voter model) and recurrent
mobility (from commuting patterns). The framework incorporates naturally spa-
tial and sociodemographic heterogeneities and gives rise to a mesoscopic noisy
diffusion equation on a disordered medium that is given by population and het-
erogeneities.

Our results and conclusions can be summarized as follows.

• The model reproduces generic features of vote-share fluctuations observed in
electoral data. Here we focus on three decades of US presidential elections,
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but the same features have been found in other countries. Those features
are:

1. Vote share fluctuations distribution. The vote-shares follow an approx-
imately Gaussian distribution which does not change its form from
election to election, although the average value changes.

2. Spatial correlations. The spatial correlations decay logarithmically in
space. This results points to a noisy diffusive equation, which is the
mesoscopic representation of the model.

• The model is so simple it has only two free parameters, one of which is
not very relevant (α) while it is different from 1 or 0. The calibration of
the model involves only one parameter, D. The model also contains many
other parameters, but those are populations and commuting fluxes, which
are fixed by census data.

• Agreement of model and real data is also achieved at different aggrega-
tion scales (counties, congressional districts, states), which highlights that
the model incorporates the basic mechanisms at play in the dynamics at
different scales.

• The model can be approximated by a noisy diffusion equation on an anisotropic
substrate given by the highly heterogeneous population and commuting
data.

• The work is both mathematically and computationally challenging. To
simulate a whole country individual by individual is out of the scope here,
so we developed an analytical description of the model which enables us to
efficiently simulate the model. On top of that the analytical investigation
sheds more light into the model, as it uncovers the diffusive nature of it.

• The model offers a comparison of results from theoretical modeling and real
world data. More than that the data input and comparison is rooted deep
in the way the research has been done. Data has been used as input to
inform the model (commuting and population data), as calibration bench-
mark (when calibrating the model to reproduce the dispersion of vote-shares
and to reproduce the evolution of the average vote-share dispersions of the
trajectories of single counties) and to validate the model (agreement of
spatial correlations and of vote-share distributions at different aggregation
scales).

• This work tries to bridge the gap between microscopic mechanisms and
directly available data on mesoscopic opinion distribution (from surveys,
electoral data, etc).
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It is worth stressing that the model is not aimed at predicting the evolution
of the average vote share, which gives an approximate measure of the outcome
of the elections, but the dispersion of vote shares around that average and their
statistical spatial distribution. Another point worth mentioning is that this work
is purely interdisciplinary, as it breeds from at least three different fields: physics,
social sciences and political sciences.

Outlook

One limitation of the work is due to the use of census data, which translates in
a lack of fine structure for the interaction network. We expect that the use of
digital data, which is being more and more widespread, will provide the necessary
information to fill this gap. Another important issue we have not addressed is
the dynamics of the average vote-share. To this end further elements need to be
included, as for example the effects of social and communication media and the
oscillations present in election results found in section 5.2.2. This last one could
be introduced as a global external field with those characteristic frequencies. To
further refine the model geographically the population bias found in section 5.2.4
could be used either to size-dependently modulate the external field.

The fact that the logarithmic correlations (typical of noisy diffusion on a two-
dimensional substrate) are recovered despite the complexity of the coupling be-
tween counties triggers theoretical questions on the role of heterogeneities on dif-
fusion processes. The heterogeneities in the coupling comes from various sources
such as population, size of the fluxes between and topology of the commuting
network. It remains unclear how the combination of those characteristics affects
the diffusion process, i.e., which are the constraints that that combination must
obey in order to recover the usual characteristics of 2d diffusive processes [212].
This question may be tackled using for example the fast mixing approximation
from section 5.3.3.1 to infer the dependence of the couplings with distance and
then use it in a continuum approach of the type used in Ref. [213] for spreading
processes. Another option is to relate that equation to random walks in the spirit
of Ref. [43].

Further aspects to investigate the model and the impact of heterogeneities
are those related to the spectral properties of the coupling matrices. These can
give an insight on how the timescales are distorted by heterogeneities.

6.2 Personal outlook

I have seen this thesis as a flow of works directed towards an edge between data
analysis, physics modeling and social sciences. The general conclusions I extract
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may seem particular just for the last work, but in my view these conclusions are
the product of this flow.

In the effort to bring together social sciences, statistical physics and data
analysis I became aware of the demanding task that is trying to be informed of
the latest results, while also trying not to neglect previous literature. In this line
also the interaction with researches from other fields is sometimes obscured by
the jargons and prejudices of each discipline, both to be avoided when trying to
establish a link between disciplines that should span further than just a link and
create its own niche.

From the viewpoint of a physicist, discarding or validating models through
experiment or observational data should be a common goal in the field. Predic-
tion, which is in my experience one of the most popular topics when discussing
about the works in this thesis, will come only if the first is accomplished.

Last I want to comment on data-driven vs. data-inspired (or data-informed)
modeling. As well as I think that without real world data one cannot gain
information, I also think that wisdom can only be achieved if the data analysis
task is not only complemented with, but a part of the modeling process. Universal
knowledge is what should be pursued.
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done over 104 realizations for system size N = 1000 and average
degrees 〈k〉 = 10 (black circles), 〈k〉 = 20 (red squares) and 〈k〉 =
40 (blue diamonds). . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.17 Example of change in state which changes the densities of blue and
red links conserve the value of the order parameter ρ. Indepen-
dently of the state of the gray link this motif will contribute to the
order parameter of the whole system with ρ = 1/5. . . . . . . . . . 40

2.18 One realization on a small random network of size N = 20. Top
left panel shows the evolution of the order parameter, which freezes
after approximately 10 time steps. The other panels show the
configuration of the system at different times. The color of the
nodes reflects their link heterogeneity index. Red (blue) is for
having all links in the red (blue) option, white is for having half
of the links in each color. The changes in the configuration do
not affect the value of the order parameter. For example the only
difference between the configuration at t = 20 and the one at
t = 120 is the state of a single link. If we count we can see that
the link has the same number of neighbors in each state. One
can check that all the changes of state are of the type depicted in
Fig. 2.17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.19 Distribution of link heterogeneity index probability density P (b, t)
for different times averaged over 103 realizations on an ensemble
of Erdös-Renyi random networks of size N = 1000 and average
degree 〈k〉 = 10 starting from random initial conditions. The
initial condition is in black circles. Time ordering of the other
curves is: 50 (red squares), 100 (green diamonds), 200 (blue up
triangles) and 500 time steps (magenta left triangles). The plot
is approximately symmetric around b = 0 due to the equivalent
nature of the states A and B (except for small size fluctuations). . 42
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3.1 The voter model under the usual update rules (RAU in black,
SAU in red and SU in blue) on different networks. All the aver-
ages where done over 1000 realizations. The left column is for a
complete graph, middle column for a random graph with average
degree 〈k〉 = 6 and right column a scale-free graph with average
degree 〈k〉 = 6. Top row contains plots for the average density of
interfaces 〈ρ〉 with dashed lines at the value of the plateau that will
only exist in the thermodynamic limit, second row shows the den-
sity of interfaces averaged only over surviving runs 〈ρ∗〉, third row
shows the density of interfaces for single realizations and the bot-
tom row contains the survival probability. System size is N = 1000. 52

3.2 Cumulative IET distributions for the voter model under the usual
update rules (RAU in black, SAU in red and SU in blue) on differ-
ent networks. All the averages where done over 1000 realizations.
Left plot is for a complete graph, middle plot for a random graph
with average degree 〈k〉 = 6 and right plot for a scale-free graph
with average degree 〈k〉 = 6. System size is N = 1000. . . . . . . . 53

3.3 Example of the new update rule. Every agent gets updated with
her own probability p(τi), being τi her persistence time. The two
possible states of the nodes are represented by blue squares and
red circles. The node or nodes inside a black dashed circle are
the ones that are updated. The nodes inside a green circle are
the randomly chosen neighbors for the interaction and the purple
arrow tells in which direction the state will be copied. . . . . . . . 56

3.4 Characteristics of the voter model with exogenous update for sev-
eral networks. Left column is for complete graphs of sizes 300 in
black,1000 in red and 4000 in blue. Middle column is for random
graphs with average degree 〈k〉 = 6 and sizes 1000 in black,2000
in red and 4000 in blue. Right column is for scale-free graphs with
average degree 〈k〉 = 6 and sizes 1000 in black,2000 in red and
4000 in blue. Top row shows plots of the average density of inter-
faces 〈ρ〉, second row shows the density of interfaces averaged over
surviving runs 〈ρ∗〉, third row shows the survival probability S(t)
and bottom row shows the cumulative IET distribution C(τ). The
averages where done over 1000 realizations. . . . . . . . . . . . . . 61
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3.5 Characteristics of the voter model with endogenous update for sev-
eral networks. Left column is for complete graphs of sizes 300 in
black,1000 in red and 4000 in blue. Middle column is for random
graphs with average degree 〈k〉 = 6 and sizes 1000 in black,2000
in red and 4000 in blue. Right column is for scale-free graphs with
average degree 〈k〉 = 6 and sizes 1000 in black,2000 in red and
4000 in blue. Top row shows plots of the average density of inter-
faces 〈ρ〉, second row shows the density of interfaces averaged over
surviving runs 〈ρ∗〉, third row shows the survival probability S(t)
and bottom row shows the cumulative IET distribution C(τ). The
averages where done over 1000 realizations. . . . . . . . . . . . . . 63

3.6 Exogenous update: cumulative IET distribution C(τ) for different
values of the parameter b (grows from right to left) appearing in
the activation probability p(τ) for complete graph, random graph
with 〈k〉 = 6 and Barabási-Albert scale-free network with 〈k〉 = 6
and for system size N = 1000. . . . . . . . . . . . . . . . . . . . . . 65

3.7 Endogenous update: cumulative IET distribution C(τ) for different
values of the parameter b (grows from right to left) appearing in
the activation probability p(τ) for complete graph, random graph
with 〈k〉 = 6 and Barabási-Albert scale-free network with 〈k〉 = 6
and for system size N = 1000. . . . . . . . . . . . . . . . . . . . . . 65

3.8 Endogenous update. Relation of β, the exponent of the cumulative
IET distribution C(t) ∼ t−β, and b, the parameter in the function
p(τ) = b/τ for three different topologies; fully connected (circles),
random with 〈k〉 = 6 (squares) and scale free with 〈k〉 = 6 (dia-
monds) networks. As a guide to the eye we plot the curve β = b
with a dashed line. The bars stand for the associated standard
errors of the measures. . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.9 On the left we can see the scaling of the number of effective events
with system size for a complete graph and three different update
rules, RAU, exogenous and endogenous. On the right we can see
the scaling of the consensus time with system size for a complete
graph and three different update rules, RAU, exogenous and en-
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4.1 (a) Total number of admitted patients staying overnight as a func-
tion of time and (b), median, 5- and 95- percentiles of several
global quantities on different days of the week. . . . . . . . . . . . 71
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4.2 Comparison of transfer window of one and two days (1).
Total network of hospitals, connected by transfers of patients. The
data is aggregated for the full window, i.e., two years. White edges
correspond to the connections already present when considering a
transfer to happen only in the same day. The blue connections
correspond to the transfers that appear when considering also a
transfer when the admission in the target hospital is next day from
the discharge from the origin hospital. . . . . . . . . . . . . . . . . 72

4.3 Comparison of transfer window of one and two days (2).
Top left: Distributions for the number of transfers per connection
(ω) in black for the one day transfers and red for the one or two
days transfers. Top right: Distribution of the number of transfers
per connection for the connection that appear only in the two days
transfers (orange) and of the difference of the number of transfers
for the common connections for one day and two day transfers.
Bottom left: Temporal evolution of the total number of transfers
for the one day and two day transfers. The insets show a four week
and a one week window, showing the periodicities in the data.
Bottom right: Median, 5 and 95 percentiles for the transfers
aggregated by day of the week. Again comparison of one day and
two day transfers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.4 Transfers characteristics. Top: Total network of hospitals,
connected by one day transfers of patients. The data is aggregated
for the full window, i.e., two years. Middle left: Distributions
for in- and out-degree. Middle right: Distribution of transfer
distances. The inset shows the inverse cumulative distribution.
Bottom left: Temporal evolution of the total load of the system.
The insets show a four week and a one week window, showing the
periodicities in the data. Bottom right: Median, 5 and 95 per-
centiles for the load, admissions, discharges and one day transfers,
aggregated by day of the week. . . . . . . . . . . . . . . . . . . . . 75

4.5 Left: Number of patients with C.Diff diagnosis in the hospital
system day by day in the two years of data. A yearly and weekly
cycles are to be observed. Right: Median, 5- and 95- percentiles
of the number of patients with C.Diff diagnosis on different days
of the week. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
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4.6 Top: Correlations for the densities of C.Diff. diagnosed patients
at different distances on the transfer network. The densities and
the network over which the correlations are done are extracted
for different time windows. Bottom left: Same correlation but
randomizing the network. Bottom right: Same correlation but
randomizing the cases, i.e., assigning a random hospital to each
infected case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.7 The difference in the adoption curves is to be appreciated mostly
between the 10th and 40th day of the epidemics. . . . . . . . . . . 80

4.8 Spreading capabilities of single hospitals. (a) Map of all the hospi-
tals from the dataset in the continental area of the USA. The color
indicates ∆tσmax

. Size reflects the average number of infected hos-
pitals at ∆t = ∆tσmax

. (The separation in colors is 0 to 92 days,
92 to 99 days, 99 to 106 days, 106 to 113 days, 113 to 120 days,
120 to 127 days, 127 to 134 days, 134 to 148 days, 148 to 200
days and more than 200 days.) (b) Average number Ninf and (c)
standard deviation σ(Ninf) of infected hospitals after ∆t simula-
tion steps. In the figure the graphs for 200 different hospitals are
shown in gray and the average values aggregating the data from all
the hospitals in red. (d) Frequency plot of ∆tσmax

in the hospital
population. (e) Plot of the number of Hospitals infected after 600
days as a function of the characteristic spreading time of each hos-
pital. Hospitals peaking earlier in time spread to more hospitals
on the long run. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.9 Vulnerability of single hospitals. (a) Map of all the hospitals from
the dataset in the continental area of the USA. The color indicates
∆τσmax

. Size reflects the average number of different infections that
the hospital gets after τ = 600 days. (The separation in colors is
0 to 99 days, 99 to 106 days, 106 to 113 days, 113 to 120 days,
120 to 138 days, 138 to 200 days, 200 to 300 days and more than
300 days.) (b) Average number Nseeds and (c) standard deviation
σ(Nseeds) of the number of different infections after ∆t simulation
steps. In the figure the graphs for 200 different hospitals are shown
in gray and the average values aggregating the data from all the
hospitals in red. (d) Frequency plot of ∆tσmax

in the hospital
population. (e) Plot of the number infections acquired after 600
days as a function of the characteristic vulnerability time of each
hospitals. Hospitals peaking earlier in time get infected from more
hospitals on the long run. . . . . . . . . . . . . . . . . . . . . . . . 83
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5.1 National election results. The colors of the background indi-
cate the president’s party (red for republican and blue for demo-
crat). a) Global trends for the absolute values of different quan-
tities such as turnout (black circles), votes for democrats (blue
squares), republicans (red diamonds) and other (orange triangles).
b) Global trends for the percentages of different quantities such as
turnout, fractions of votes for democrats, republicans and other.
The dots are the average over all counties for different years and
the bars represent the standard deviation of those averages. . . . . 87

5.2 Top left: Using democrat shares from the data on election re-
sults 1992. Top right: Using republican shares from the data on
election results 1992. Bottom left: Same as top left but for year
2012. Bottom right: Same as top right but for year 2012. The
redder is a county, the more republican and the bluer, the more
democrat it is. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.3 US election result in percentage of the votes for the Democratic
and Republican Parties. . . . . . . . . . . . . . . . . . . . . . . . . 89

5.4 Democratic Party terms codified as a binary time series. See text
for details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.5 Lomb Periodogram of the binary time series for the Democratic
Party as shown in Fig 5.4. The dashed line represents the averaged
Lomb periodogram for 10 randomizations of the binary time series. 91

5.6 Per county distributions. a) Distributions of the absolute val-
ues of population (violet), turnout (black), votes for democrats
(red), votes for republicans (blue) and votes for other (orange).
The distributions are rescaled in such a way that they all have
average equal to 1. All of them collapse to a single curve with a
power-law decay with exponent 1.7. The different symbols refer to
different years. b) Turnout fraction, democrat and republican vote
fraction distributions for all elections as a function of the fraction
minus the average. They follow a Gaussian distribution. It seems
that both republican and democrat follow the same distribution,
which is wider than the one that is followed by the turnout fractions. 92

5.7 Spatial correlations. a) Correlations between absolute values
show a power-law decay with exponent around 1.2. The data in
this figure is for turnout (black), votes for democrats (blue), re-
publicans (red) for all years in the dataset and population (violet).
Different symbols refer to different years. b) Correlations between
fractions of values show a logarithmic decay. . . . . . . . . . . . . . 93
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5.8 Population bias. a) Republican vote-shares, once the average
for each year is subtracted, as a function of the county size Ni.
In grey are all the data points. The black dashed lines show the
average behavior for the different elections in the data (1980–2012,
solid color lines). In red is the global average behavior (computed
for all years). b) Same as a) for democrat vote-shares, with the
global behavior in blue. . . . . . . . . . . . . . . . . . . . . . . . . 94

5.9 US electoral results. a) County vote-share probability density func-
tions for all the elections in the period 1980-2012. For each year
the corresponding average vote-share over all locations, 〈v〉, is sub-
tracted. b) Spatial vote-share correlations as a function of dis-
tance. The dashed lines are guides to the eye, displaying a pure
logarithmic decay. . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.10 Commuting data. a) Map showing 10% of all commuting con-
nections. The ones shown are those with bigger fluxes. b) County
population distribution. c) Commuting fluxes distribution. . . . . 98

5.11 Recurrent mobility and population heterogeneities. a)
Schematic representation of the commuting network obtained from
census data. b) Schematic representation of the different agent in-
teractions. The home county interactions (black edges) and work
county interactions (red edges) occur with different probabilities
(α and 1 − α respectively). The agents are placed at their home
counties and colored by their work counties. c) Map of the popu-
lations by county in the 2000 census. The color scale is logarithmic
because there are populations ranging from around a hundred to
several millions of individuals. . . . . . . . . . . . . . . . . . . . . 99

5.12 Model calibration. a) Vote-share standard deviation as a function
of the noise intensity D. The dashed black line marks the level of
dispersion observed in the empirical data (σe = 0.11). The boxes
surrounding the main plot display results obtained with the level
of noise marked as squares and include the distribution of vote-
shares shifted to have zero mean, and their spatial correlations.
The color of the boxes and the squares are matching. The black
curves are always the initial conditions. In the red box, the red
curve is for 10 MC steps, and the orange for 20 MC steps; in the
green box, the times are 100 MC steps (red) and 200 MC steps
(orange); and in the purple box, 40 MC steps (red) and 140 MC
steps (orange). b) Time calibration. The average dispersion in the
democrat vote-share is represented as a function of the number of
elections. The best agreement is obtained for 2.5MCsteps/year. . 104
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5.13 Model results. The parameters of the simulation are α = 1/2,
D = 0.03. a) Time traces of the vote-shares for Democrats in dif-
ferent counties; one with high population, Los Angeles CA (black
symbols and curves, 9.5 ·106 inhabitants); one with a medium pop-
ulation, Blane ID (in orange, 19 · 103 inhabitants); and one with
low population, Loving TX (green line, 67 inhabitants). Symbols
represent data, dashed lines represent the results of a single re-
alization of the model with the initial conditions taken from the
data of year 2000, solid lines represent the average of 100 real-
izations of the model and dotted lines their standard deviation.
b), c) and d) Democratic vote-share probability density functions
(except for d), which shows the cumulative pdf) as predicted by
the model for counties, congressional districts and states, respec-
tively. The initial condition at t = 0 (black circles) corresponds
to the vote-shares obtained from the 2000 elections. e) Vote-share
spatial correlations as a function of the distance. f) and g) Distri-
bution of ratio between model predictions and data observations
for the Democratic vote-shares at county level (f) and for congres-
sional districts (g). The colored areas mark the 80% confidence
intervals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.14 Aggregation to bigger geographical areas of the real data of year
2000. Spatial configuration of democrat vote-shares per county
(a), per congressional district (b) and per state (c). The boundary
files for counties, congressional districts and states where taken
from the census web page [209]. . . . . . . . . . . . . . . . . . . . . 107

5.15 Uncorrelated aggregation. Comparison of the aggregation to
bigger geographical areas of the real data of year 2000 (other years
look very similar) and randomized data. Randomized data does
not aggregate in the same way. a) County vote-share distribution.
The black circles show the democrat data of year 2000, while the
other curves are just random assignations of vote-shares following
the same distribution. b) Aggregation to show the distribution of
congressional districts vote-shares. The randomized data do not
aggregate as the real data. c) Aggregation to show the cumulative
distribution of state vote-shares. The randomized data do not
aggregate as the real data. . . . . . . . . . . . . . . . . . . . . . . . 107
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5.16 Influence of the mobility range. a) Illustration of the procedure
of restricting the commuting network to the adjacency of counties
(left), at most 200 km distances (middle) or keeping the whole
commuting network. The colors are such that the underlying ad-
jacency network is in black and the added edges for the other
networks are colored in such a way that each color has 10% of all
extra edges (different from adjacency edges) and are ordered by
the size of the flux of commuters they represent. b) For the model
running on networks filtered at different distances, the parameter
D is calibrated. b) Vote-share correlations as a function of the
distance for models running on the different networks. . . . . . . . 108

5.17 Exploration of α. Top left: Calibration curves for different
values of α on the full commuting network. The curves show
the standard deviation of the vote-share distribution after 10000
Monte Carlo steps. Top right: Value of the noise intensity D∗

that recovers the empirical value of the standard deviation of the
vote-share distribution. Bottom left: Vote-share distributions
after 10000 Monte Carlo steps for different values of the parame-
ter α at the calibrated noise intensity D∗. Bottom right: Spatial
correlations after 10000 Monte Carlo steps for different values of
the parameter α at the calibrated noise intensity D∗. . . . . . . . . 110

5.18 Difference between data and model prediction. Maps show-
ing the difference between real data and model after 12 years. The
model is evolved for 12 years, starting from the initial condition
from the data of year 2000, with parameters α = 1/2 andD = 0.02.
Then the results of the model are compared to the electoral results
of year 2012. a) Direct subtraction of data minus model. b) For
this we first subtract the national average both from data and
model results and then do the subtraction of data minus model.
This image shows that all values are very near to zero, thus be-
ing model and data in good agreement. The point here is that
the model describes the fluctuations in election data and does not
account for the real average value of the vote-shares. . . . . . . . . 111
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[94] M. Karsai, M. Kivelä, R. K. Pan, K. Kaski, J. Kertész, A.-L. Barabási, and
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of individual role in collective dynamics. Sci. Rep., 2:292, 2012.

[145] M.A. Serrano, K. Klemm, F. Vázquez, V. M. Egúıluz, and M. San Miguel.
Conservation laws for voter-like models on random directed networks. J.
of Stat. Mech.: Th. and Exp., page P10024, 2009.
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[163] B. Gonçalves and J.J. Ramasco. Human dynamics revealed through web
analytics. Phys. Rev. E, 78:026123, 2008.

[164] G. Sinha. Dna sleuths track c. difficile infection routes. Science,
341(6153):1440, 2013.

[165] E. Volz and L.A. Meyers. Epidemic thresholds in dynamic contact networks.
Journal of The Royal Society Interface, 6:233–241, 2009.

[166] L. Ramanan. Crafting a system-wide response to healthcare-associated
infections. Proc. Natl. Acad. Sci., 109:6364–6365, 2012.

[167] R. Meza L.A. Meyers D.J.D. Earn B. Davoudi, J.C. Miller and B. Pour-
bohloul. Early real-time estimation of the basic reproduction number of
emerging infectious diseases. Phys. Rev. X, 2:031005, 2012.
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[192] A. Chatterjee, M. Mitrović, and S. Fortunato. Universality in voting be-
havior: an empirical analysis. Sci. Rep., 3:1049, 2013.

[193] C. Borghesi and J.-P. Bouchaud. Spatial correlations in vote statistics:
a diffusive field model for decision-making. Eur. Phys. J. B, 75:395–404,
2010.

[194] R. Enikolopov, V. Korovkin, M. Petrova, K. Sonin, and A. Zakharov. Field
experiment estimate of electoral fraud in russian parliamentary elections.
Proc. Natl. Acad. Sci., 2012.

[195] C. Borghesi, J.-C. Raynal, and J-P. Bouchaud. Election turnout statistics
in many countries: Similarities, differences, and a diffusive field model for
decision-making. PLoS ONE, 7:e36289, 2012.

[196] J.P. Bouchaud, C. Borghesi, and P. Jensen. On the emergence of an ”in-
tention field” for socially cohesive agents. 2013.

[197] N.R. Lomb. Least-squares frequency analysis of unequally spaced data.
Astrophys. and Space Sci., 39.

[198] W.H. Press and G.B. Rybicki. Fast algorithm for spectral analysis of un-
evenly sampled data. Astrophys. J., 338.



BIBLIOGRAPHY 151

[199] P.L. Krapivsky, S. Redner, and E. Ben-Naim. Cambridge University Press,
2010.

[200] S.K. Ma. Statistical Mechanics. World Scientific, 1985.

[201] D. Balcan and A. Vespignani. Phase transitions in contagion processes
mediated by recurrent mobility patterns. Nature phys., 7:581–586, 2011.

[202] A. Baronchelli and R. Pastor-Satorras. Effects of mobility on ordering
dynamics. J. Stat. Mech.: Th. and Exp., 2009:L11001, 2009.
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[206] D. Balcan, V. Colizza, B. Gonçalves, H. Hu, J.J. Ramasco, and A. Vespig-
nani. Multiscale mobility networks and the spatial spreading of infectious
diseases. Proc. Natl. Acad. Sci., 106:21484–21489, 2009.

[207] M. Tizzoni, P. Bajardi, C. Poletto, J.J. Ramasco, D. Balcan, B. Gonçalves,
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