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Abstract

The conformational space of a flexible molecular loop includes the set of conformations fulfilling the geometric loop-closure constraints and its energy landscape can be seen as a scalar field defined on this implicit set. Higher-dimensional continuation tools, recently developed in Dynamical Systems and also applied to Robotics, provide efficient algorithms to trace out implicitly defined sets. This paper describes these tools and applies them to obtain full descriptions of the energy landscapes of short molecular loops that, otherwise, can only be partially explored, mainly via sampling. Moreover, to deal with larger loops, this paper exploits the higher-dimensional continuation tools to find local minima and minimum energy transition paths between them, without deviating from the loop-closure constraints. The proposed techniques are applied to previously studied molecules revealing the intricate structure of their energy landscapes.
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This paper introduces the use of higher-dimensional continuation tools to explore the energy landscapes of the implicitly-defined conformational spaces of flexible molecular loops. These tools produce an atlas composed by coordinated charts that parametrize the conformational space. The atlas captures the structure of this space, which determines the motion of the loop and the transition paths between conformations, something that is hard to obtain using existing approaches.
1 Introduction

In Biochemistry, the loop modeling problem consist in determining the energetically favorable conformations of a molecular chain that fulfill a set of geometric constraints on its extremes. This problem appears in many relevant situations such as when determining the valid conformations of cyclic molecules, when analyzing the movements of an atom chain with fixed ends, or when trying to complete the missing fragments in protein modeling [26, 62, 1, 51, 55, 36]. In general, the loops are not rigid, but flexible, since they can undergo internal motions. Actually, the function of many biomolecules depends on this flexibility. Unfortunately, the internal motions induce noisy data when trying to characterize the loops using X-ray crystallography and similar techniques. Therefore, loops are typically modeled using computational methods.

Approaches focusing either on the energetic or on the geometric aspects of the loop modeling problem provide complementary insights for such a challenging problem. Geometry-based approaches typically use coarse-grained representations of the problem to provide information about the coordinated motions of the loop in idealized or average cases, an aspect that is hard to apprehend using energy-based techniques. The mainstream of geometry-based approaches is based on sampling the set of valid conformations implicitly given by the loop-closure constraints. Actually, the situation where a solution set is implicitly defined by some constraints appears in many fields and, formally, such set forms a variety, possibly involving several manifolds. This fact and its possible effects on the algorithms for computational chemistry have been largely disregarded until recent works [6, 39]. The immediate consequence is that since the implicit variety is usually intricate and non-parametric, sampling methods have difficulties in fully covering it. Moreover, a collection of samples does not provide direct information about the structure of the variety, which is fundamental to determine the likely transitions between conformations. For instance, conformations with similar potential energy and low root mean square distance can be actually far away when moving on the variety and, thus, the transition between them can be unlikely, despite its apparent proximity.

From Differential Geometry, it is well known that an implicit variety can be described by an atlas containing a collection of charts, each chart providing a local parametrization of the variety [19]. Higher-dimensional continuation techniques provide tools to generate the atlas of the compact subset of a variety reachable from a given point. This paper applies recently developed higher-dimensional continuation techniques to describe the conformational space of molecules (or fragments of molecules) defining one or more loops. For low dimensional problems, we describe a systematic procedure to define an atlas that can be used to estimate the energy landscape readily identifying all the minima and the valid transition paths between them. This procedure can address problems with moderate dimensions by incorporating additional constraints like the ones derived from the Ramachandran plots or from the steric clashes. For larger dimensional problems, the continuation tools can be used to enhance the completeness and the efficiency of existing local exploration techniques. The proposed procedures add new tools to the arsenal of methods for molecular loop analysis that complement existing techniques, with the distinctive feature that the atlas directly reveals the actual underlying structure of the conformation space.

The rest of this paper is organized as follows. Section 2 characterizes the proposed contributions in the context of existing work. Then, Section 3 outlines a technique to built an atlas over an implicit set that is mainly adequate to describe short loops or strictly constrained problems. Section 4 describes the extensions of this technique to deal with higher-dimensional solution sets, and Section 5 applies the proposed methods to several biomolecules. Finally, Section 6 summarizes the contributions and limitations of the proposed approach.
2 Related work

The loop modeling problem has been studied in computational chemistry at least from the 60s \[30\], specially in the context of protein completion. Next, we give a brief review of the techniques that have been used to address this problem and that are related with the approach proposed herein. For a more detailed survey on this subject we refer the reader to \[56\].

The loop closure problem can be formalized as a search problem and, thus, existing methods can be analyzed considering three key aspects: the representation used for the search space, the function used to guide the search, and the technique used to explore the search space.

The most popular representation of the search space is probably the one that encodes the 3D coordinates for each atom, but other representations are possible \[12\] such as the one using distances between atoms, or the one using the internal coordinates, which only considers the dihedral angles. This last representation relies on the rigid geometry hypothesis \[26, 44, 25\] in which bonds lengths and angles are fixed to their equilibrium values. Each representation has its advantages and drawbacks. The 3D coordinates allow for a detailed representation of the conformations, but they are redundant and prone to abrupt changes in the potential energy. In contrast, the dihedral angle representation is significantly more compact, and factors out high-frequency fluctuations of the potential energy due to small-amplitude atom vibrations, concentrating on the fluctuations caused by the coordinated motion of atoms.

As mentioned, in problems involving loops, the search should focus on the energetically and geometrically valid conformations. Since the energy somehow accounts for the geometry too, some methods guide the search considering only energetic aspects. In contrast, other methods focus first on the geometric aspects of the problem, to avoid considering conformations that are for sure invalid. Different representations fit with particular functions to guide the search. For instance, atom-based representations are more adequate for all-atom potential energy functions and dihedral angle representations are typically preferred for geometric-based approaches.

Finally, both the guiding function and the representation have influence in the choice of the technique used to explore the loop conformational space. For instance, in the context of energy-guided approaches, close-and-relax \[66\] or Molecular Dynamics methods \[7, 61\] rely on atom-based representation, but Monte Carlo methods \[54\] use either atom-based \[8\] or dihedral angle representations \[10, 37\]. The later is used, for instance, in the concerted motion approaches where the Jacobian of the geometric conditions plays a central role in the transformation necessary to evaluate the Metropolis acceptance criterion \[18\]. Dihedral angle representations are also used in systematic searches \[2, 42\]. These methods can easily incorporate additional constraints \[48\] and provide exhaustive information on the conformational space.

In contrast to the diversity of representations used in the energy-guided methods, geometric-guided approaches typically rely on the dihedral angle representation. Some of these approaches exploit the parallelism between molecules and robots. In this context, closed-form inverse kinematics have been applied to this problem \[26, 58, 15\]. However, these techniques are limited to a single loops with at most six degrees of freedom, and they have problems at singularities \[11\]. To address problems with more degrees of freedom, we can resort to numerical techniques like the random tweak \[22\] or the Jacobian pseudo-inverse method \[59\], both using the Jacobian and, thus, also with problems at singularities. An alternative is the cyclic coordinate descent method \[9\], which is not affected by them. Although these techniques can be iterated, they are designed to obtain one solution at a time. Numerical methods able to isolate the whole conformational space and that are not affected by singularities also exist \[40\]. Finally, problems with more degrees of freedom can also be addressed with local perturbation techniques \[55, 34\], with approaches where some of the variables are sampled and the rest is solved via inverse kinematics \[13, 14\] or combining inverse kinematics, fragment assembly, and local optimization methods \[26, 36\].
Following the previous review, we can say that the techniques presented in this paper represents the loop closure problem using dihedral angles, and that they are essentially geometric. For strictly constrained problems, we present a systematic method based on higher-dimensional continuation. This technique continues the research line initiated in [46] which aims at developing tools to isolate the full conformational space of molecular loops. However, the method presented in [46] is complete, while the method introduced here defines an atlas of the connected component of the conformational space reachable from a given point. This sacrifice in completeness, though, results in a significant increment in computational efficiency. Thus, whereas some of the existing methods are local in nature [7, 61], the proposed procedure provides a global description (of part) of the loop-closure variety and, thus, it gives detailed information on its structure, something only offered by few of the existing methods [55, 13, 6, 39]. This information is obtained directly from the geometric equations, without the need of generating dense sets of points from them [6], with the consequent gain in efficiency. The difference of the proposed approach with respect to other systematic methods using dihedral angles [2, 42] is that the approach introduced here does not explore the space of dihedral angles, but directly the variety of loop-closed conformations. This difference allows us to consider more complex problems, since we exploit the fact that the geometric constraints reduce the dimensionality of the search space. Like existing systematic approaches [2, 12], though, the proposed technique can incorporate additional constraints so that the exploration is focused on the biologically feasible conformations given by the Ramachandra plots [48], or by the steric-clashes, both aspects difficult to incorporate in existing approaches such as the ones relying on closed-form inverse kinematics [26, 38, 15]. A search even more focused on the feasible conformations would require the use of database [21] or fragment assembly methods [55, 36], something not considered in this work.

Both the proposed technique and the one introduced in [46] were initially developed as numerical inverse kinematics approaches, but designed to identify all the possible solutions and not just few of them, as in existing works [22, 59, 9]. Like some of these methods, the procedure presented here is strongly based on the use of Jacobians to generate linear spaces tangent to the loop-closure variety, but in contrast with existing Jacobian-based techniques [22, 18, 59, 39], the proposed procedure is aware of the presence of bifurcations, the only type of singularities that, to the best of our knowledge, has been shown to play a role in the context of Biochemistry [39]. Other types of singularities might affect the performance of the presented system, although their analysis is out of the scope of this paper.

Despite the efficiency of the proposed method, the generation of the atlas for a large dimensional variety is computationally expensive. Therefore, we propose to trade off exhaustiveness by efficiency, exploiting the higher-dimensional continuation tools to perform either a local optimization on the space of closed conformations or a tree-based Monte Carlo like [54, 40, 10, 37] randomized exploration of this space. The advantage of the proposed local optimization technique is that the higher-dimensional continuation techniques provide a parametrization that changes when necessary and, thus, that is valid all over the conformational space except at singularities, which are partially considered by detecting bifurcations. This aspect is not treated in existing approaches [59]. In the tree-based exploration the higher-dimensional continuation tools allow addressing problems with geometric constraints, while the original approach is only valid for unconstrained systems [31].

All the techniques introduced in this paper can deal with multi-loop problems, something only considered in few of the previous works [58, 55, 43]. Finally, note that, like in these works, the proposed techniques require an initial sample from where to start the exploration of the conformational variety. Any of the existing sampling-based methods can be used to generate this initial point [22, 55, 9].
Figure 1: Higher-dimensional continuation method applied to a 2D manifold embedded in a 3D dihedral space. **Left** A chart at a given point, $\theta_i$, is defined using the tangent space at this point. The area of applicability in the tangent space of the chart is denoted as $P_i$. A point, $\theta_j$, is defined using the tangent space and is orthogonally projected on the manifold to determine $\theta_j$, the center of a neighboring chart. **Right** The areas of applicability of the first chart, $P_i$, and the new one, $P_j$, are coordinated so that their projections on the manifold slightly overlap.

### 3 Higher-dimensional Continuation

Each molecular loop defines six constraints fixing the relative position and orientation between the extremes of the loop. Thus, the loop constraints determine a system of equations

$$F(\theta) = 0,$$

implicitly defining a variety of valid conformations, with $F : \mathbb{R}^n \rightarrow \mathbb{R}^{n-k}$, $n > k > 0$, $n$ the number of dihedral angles and $k$ the dimension of the variety. In a non-redundant formulation, the number of equations in $F$ is $m = n - k = 6l$, with $l$ the number of independent loops in the problem.

Next, we briefly summarize the main algorithmic tools to generate atlas of implicitly defined varieties introduced by [28, 29, 5] in the context of Dynamical Systems and also applied to Robotics [45, 32]. To simplify the description, we will assume that the variety is actually a manifold until Section 3.3, where we consider the presence of bifurcations.

#### 3.1 Defining a Chart

A chart, $C_i$, locally parametrizes the $k$-dimensional manifold around a given valid conformation $\theta_i$ with a bijective map, $\theta_j = \psi_i(u^i_j)$, between parameters $u^i_j$ in $\mathbb{R}^k$ and conformations $\theta_j$ on the manifold, with $\psi_i(0) = \theta_i$. Such a map can be implemented using the $k$-dimensional tangent space at $\theta_i$ [49]. An orthonormal basis for this tangent space is given by the $n \times k$ matrix, $\Phi_i$, satisfying

$$
\begin{bmatrix}
J(\theta_i) \\
\Phi_i^T
\end{bmatrix}
\Phi_i =
\begin{bmatrix}
0 \\
I
\end{bmatrix},
$$

with $J(\theta_i)$ the Jacobian of $F$ evaluated at $\theta_i$, and $I$, the identity matrix. Using this basis, the mapping $\psi_i$ is computed by first computing the dihedral angles corresponding to a given vector of parameters in the tangent space

$$\theta^i_j = \theta_i + \Phi_i u^i_j,$$
and then, orthogonally projecting $\theta^i_j$ on the manifold to obtain $\theta_j$ (see Fig. 1-left). This projection can be computed by solving

$$\begin{cases} F(\theta_j) = 0, \\
\Phi^T_i (\theta_j - \theta^i_j) = 0, \end{cases}$$

using a Newton procedure where $\theta_j$ is initialized to $\theta^i_j$. If the process does not converge, the input parameters $u^i_j$ are out of $P_i$, the applicability area for chart $C_i$. The areas out of the scope of the chart are to be parametrized by other charts.

### 3.2 Defining an Atlas

Since the applicability area for each chart is limited, the full description of the set of valid conformations requires to define an atlas, i.e., a collection of charts properly coordinated (see Fig. 1-right). The algorithm proposed in [28] gives a systematic way to add new charts to the atlas and to bound their associated applicability areas. In this work, $P_i$ is represented as a polytope which is initialized as an hypercube enclosing a ball, $B_i$, of radius $r$, defined in the tangent space associated with the chart $C_i$, as shown in Fig. 2-left. A vector, $v$, pointing toward a vertex of $P_i$ external to $B_i$ is used to generate a new chart. From $v$, a vector of local parameters giving a point on $B_i$ is computed as

$$u^i_j = \frac{\rho}{\|v\|} v,$$

with $\rho$ initialized to $r$. A new neighboring chart, $C'_j$, is then defined on the point $\theta_j = \psi_i(u^i_j)$. If $\theta_j$ is too far away from $C_i$ or if the curvature between $C_i$ and the new chart $C'_j$ is too large, i.e., if

$$\|\theta_j - \theta^i_j\| > \epsilon,$$

or if

$$\|\Phi^T_i \Phi_j\| < \cos(\alpha),$$

Figure 2: Progressive refinement of the applicability area of a chart for a 2D manifold. **Left** The applicability area, $P_i$, of chart $C_i$ is initialized as a box in tangent space including a ball of radius $r$ around $\theta_i$. **Right** The polytope is refined using a ball $B^i_j$ that approximates $C^i_j$, the projection on the current chart of the area of the manifold covered by the neighboring chart.
Algorithm 1: Computation of the atlas of a loop-closure variety.

**AtlasComputation**($F, \theta_1, r, \epsilon, \alpha$)

input: The functions defining the loop’s geometric constraints, $F$, the initial conformation $\theta_1$, and the parameters $r, \epsilon, \alpha$ used to build the atlas.

output: An atlas $\mathcal{A}$ of the connected component of the variety including $\theta_1$.

1. $\mathcal{A} \leftarrow \{\text{NewChart}(F, \theta_1, r)\}$
2. while not Bounded($\mathcal{A}$) do
3. \hspace{1em} $C_i \leftarrow \text{NotBoundedChart}(\mathcal{A})$
4. \hspace{1em} $\rho \leftarrow r$
5. \hspace{1em} $v \leftarrow \text{Vertex}(P_i)$ such that $v \notin B_i$
6. \hspace{2em} repeat
7. \hspace{3em} $u_{ij} \leftarrow \frac{\rho}{\|v\|} v$
8. \hspace{3em} $\theta_{ij} = \theta_i + \Phi_i u_{ij}$
9. \hspace{3em} $\theta_j = \psi_i(u_{ij})$
10. \hspace{3em} if $\|\theta_j - \theta_{ij}\| \leq \epsilon$ then
11. \hspace{4em} $C_j \leftarrow \text{NewChart}(F, \theta_j, r)$
12. \hspace{3em} $\rho \leftarrow \rho \cdot 0.9$
13. \hspace{2em} until $\|\theta_j - \theta_{ij}\| \leq \epsilon$ and $\|\Phi_i^T \Phi_j\| \geq \cos(\alpha)$
14. $\mathcal{A} \leftarrow \mathcal{A} \cup \{C_j\}$
15. Return($\mathcal{A}$)

for given parameters $\epsilon$ and $\alpha$, $C_j$ is discarded and a new chart is generated from parameters $u_{ij}$ closer to $\theta_i$, i.e., with a smaller $\rho$ in Eq. (5). This adapts the distribution of the charts to the local curvature of the manifold.

The applicability area of each new chart, $C_j$, has to be properly coordinated with the applicability areas of the neighboring charts already in the atlas. Note that to determine the neighboring charts, the topology of each variable has to be taken into account and, thus, charts defined around $\pm \pi$ in the dihedral angles are also considered neighbors. In the example in Fig. 2-right, a neighboring chart $C_j$ is used to refine $P_i$ from the intersection between $B_i$ and $B_{ij}$, a ball of radius $r$ that approximates $C_j$, the projection on the tangent space of $C_i$ of the part of the manifold covered by $C_j$. The hyperplane defined by the intersection of $B_i$ and $B_{ij}$ defines a new face of $P_i$ that eliminates some of its vertexes (in particular the one giving $v$) and generates new ones. Similarly, $P_j$, the polytope associated to $B_j$, is cropped using an approximation of the projection of $C_i$ on $C_j$. The applicability areas of the two neighboring charts are not necessarily continuous, but under mild conditions [28] their projections smoothly cover the manifold.

When a chart is fully surrounded by other charts, all the vertexes of its polytope are inside the associated ball and the chart is not further expanded since its applicability area is considered bounded. This process of chart expansion continues as far as there are non-bounded charts in the atlas. At the end of the process, the part of the conformational space containing the initial conformation is fully covered by a set of charts forming an atlas.

Algorithm 1 summarizes the steps to build an atlas. The atlas is initialized with a chart at the given conformation, $\theta_1$. Each new chart $C_i$ includes the center of the chart, $\theta_i$, the basis of the tangent space at this point, $\Phi_i$, the approximation of the validity area, $P_i$, and a ball of radius $r$, $B_i$, initially included in $P_i$. The algorithm iterates while there are non-bounded charts, i.e., charts with vertices of $P_i$ out of $B_i$. In the loop (lines 2 to 14) we select one of those non-bounded charts (line 3), take one of its vertices that are out of the ball (line 5), and generate a
Figure 3: A bifurcation in the conformational space. **Left** Once a bifurcation point, \( \theta_b \), is located using the indicator function \( \chi \), a point, \( \theta'_b \), on the new branch is obtained to estimate the tangent space of this new branch at \( \theta_b \). **Right** Two new charts, \( C_b \) and \( C'_b \), are defined on \( \theta_b \) and coordinated with the charts already in the atlas. In this example, \( C_b \) is coordinated with \( C_i \) and \( C_j \), whereas \( C'_b \) is the first chart on the new branch.

The number of charts in an atlas scales exponentially with the dimensionality of the set of valid conformations. Thus, the cost of the algorithm at each step is dominated by the cost of two searches among the set of charts: one to find a non-bounded chart (line 3) and another to find the potential neighbors when adding a chart to the atlas (line 14). The first search can be saved keeping the non-bounded charts in a list. The cost of the second search can be reduced using a kd-tree [65].

### 3.3 Dealing with Bifurcations

Typically, the conformational spaces of loops appearing in molecular systems were assumed to be manifold, but it has been shown recently that this is not always the case [6, 39]. If the conformational space is not a manifold everywhere, we need to consider the presence of singularities. Mathematically, a singularity occurs at those points where the Jacobian of \( F \) is not full rank. Although many types of singularities exist [9], we only consider situations where the variety bifurcates in two branches, that are the only type of singularities that have been shown to play a role in the context of Biochemistry [39]. In these cases, the atlas construction process evolving in one of the branches needs to detect the presence of the other branch and to generate a chart on it from where to extend the atlas. Otherwise, the connected component of the conformational space reachable from the initial point might not be completely represented.

Points on the bifurcation can be located by monitoring a scalar indicator function, \( \chi(\theta) \), whose value is different for two points \( \theta_i \) and \( \theta_j \) at opposite sides of the bifurcation, and that
vanishes at the bifurcation. One possible indicator function is
\[ \chi(\theta) = \text{sign} \left| \frac{J(\theta)}{\Phi_b} \right|, \]
where \( \Phi_b \) is an approximation of the tangent space at the bifurcation for the branch including both \( \theta_i \) and \( \theta_j \). This approximation can be computed, for instance, interpolating between \( \Phi_i \) and \( \Phi_j \). Thus, when adding a chart to the atlas (line 14 of Algorithm 1), \( \chi \) varies, the transition between the new chart, \( C_j \), and its parent, \( C_i \), crosses a bifurcation. In this case and since chart \( C_j \) is generated from chart \( C_i \) using \( \theta_j = \psi_i(u_{ij}) \), a point on the bifurcation, \( \theta_b \), is located using a dichotomic search along vector \( u_{ij} \). At a bifurcation point, the kernel of the Jacobian of \( F \) includes \( k + 1 \) vectors. The first \( k \) vectors, \( \phi_1, \ldots, \phi_k \), correspond to those in \( \Phi_b \). The last vector, \( \phi_{k+1} \), provides a direction to expand the new branch. Thus, the tangent space for the new branch, \( \Phi'_b \), can be approximated using the tangent space at a point \( \theta'_b \) on the other branch close to \( \theta_b \), that can be computed solving
\[ F(\theta) = 0 \]
\[ \phi_{k+1}^T(\theta - \theta_b) = \varepsilon \]
with \( \varepsilon \) small (10\(^{-3}\) in our implementation) and using a Newton process initialized at \( \theta_b + \varepsilon \phi_{k+1} \), as illustrated in Fig. 3-left. This procedure works well in practice, but it might fail for bifurcations where the two tangent spaces are almost coplanar. In this case, more sophisticated procedures can be used \[29, 5\]. Finally, the two charts defined at \( \theta_b \) using \( \Phi_b \) and \( \Phi'_b \) are added to the atlas and coordinated with previously added charts, as shown in Fig. 3-right.

4 Local Exploration of the Conformational Manifold

The tools presented in the previous section are only practical to trace low dimensional conformational spaces. Nevertheless, these tools can be used to adapt existing algorithm able to deal with high-dimensional problems so that they can also consider the loop-closure constraints.

4.1 Local Optimization on the Energy Landscape

The potential energy optimization of a conformation is typically addressed with gradient-based techniques. However, the potential energy functions are usually expressed in terms of the atoms coordinates and following their gradient might lead to an undesired deformation of the loop. When dealing with molecular loops from a geometric perspective, the gradient should be restricted to the variety of valid conformations. Analytically, this can be formulated using the chain rule as
\[ \frac{\partial e}{\partial \mathbf{u}} = \frac{\partial e}{\partial \mathbf{a}} \frac{\partial \mathbf{a}}{\partial \theta} \frac{\partial \theta}{\partial \mathbf{u}} \],
with \( e \) the scalar atom-based potential energy function, \( \mathbf{u} \) the internal coordinates of the variety, \( \mathbf{a} \) the atom positions, and \( \theta \) the dihedral angles defining the conformation. Eq. (10) projects the gradient from the space of atom coordinates to the space of dihedral angles and, then, to the tangent space defining the current chart. The projection gives a displacement on this tangent space that has to be projected on the variety with the corresponding \( \psi \) mapping to obtain a valid conformation. This conformation can be used to define a new chart from where to continue the minimization process, until it reaches a point where the gradient vanishes. Note that, in practice, the gradient can be approximated numerically considering small displacements on the tangent space.
This local minimization technique is similar, for instance, to the one used in [36]. However, in [36] a fixed parametrization is used, whereas here the parametrization is changed as the minimization process moves on the variety. Using a fixed parametrization, any degeneracy of the submatrix of the Jacobian formed by the columns corresponding to the variables used as parameters induces a singularity and, thus, restricts the minimization process. When the parametrization changes, only points where the full Jacobian is rank-deficient might cause problems. Some of these points corresponds to bifurcations. When the minimization path crosses a bifurcation, two gradients are possible, one for each intersecting branch of the conformational space and, thus, the minimization path should branch. The possibility of crossing a bifurcation during gradient minimization is something not usually considered in algorithms for computational chemistry.

4.2 Randomized Exploration of the Energy Landscape

If instead of locally optimizing a conformation, we are interested in a more global exploration of the energy landscape or in determining low energy paths connecting two given conformations, the T-RRT approach can be used [31]. T-RRT is a sampling-based method for efficiently exploring energetically favorable regions of an energy landscape. Basically, the method is driven by a double strategy. On the one hand, a tree-based exploration strategy inspired from Robotics eagerly explores yet unexplored regions of the space growing the tree toward randomly sampled conformations. On the other hand, a Monte Carlo like transition test rejects samples with too high energy, and guides the expansion toward energetically favorable regions. Moreover, an important feature of the method is the automatic balance between these two strategies achieved thanks to a self-tuning mechanism.

The T-RRT method cannot be applied straightforwardly to molecules involving loops since the conformations randomly generated will not respect the loop-closure constraints. However, it is possible to intertwine the T-RRT exploration with the atlas construction, where the atlas constructed so far is used to sample new conformations for the T-RRT, and the T-RRT is used to determine directions of expansion for the atlas. More precisely, to generate a random sample first a chart \( C_i \) is selected at random and then rejection sampling is used to get a point in \( P_i \), that is projected on the conformational space using the corresponding \( \psi_i \) mapping. The atlas is initialized with just one chart and new charts are added as the tree branches escape from the balls associated with the charts. Note that recently, a related technique also using the tangent space to generate samples has proved useful in studying the local flexibility of proteins with several loops and hundreds of degrees of freedom [63, 64], but in this approach, only one tangent space is used and the projection from the tangent space to the variety is not considered.

5 Experiments

The tools described in Sections 3 and 4 have been implemented in C and integrated into the CuikSuite [34], using the GNU Scientific Library for the lineal algebra operations [24] and SOLID [50] for the collision detection. The management of the molecular information as well as the evaluation of potential energies is done via version 2.3.1 of OpenBabel [43, 57]. In all cases, the energies are evaluated using the MMFF94 force field [27], although the presented approach is independent of the actual force field used. The experiments reported below were executed on a single CPU of an Intel Core i7 at 2.93 Ghz running Mac OS.

Figure 4 shows the four molecules used in the experiments. The first one is a multi-loop academic benchmark previously used in [35]. Its structure defines a tetrahedron composed of 4 carbon, 4 hydrogen, and 14 sulfur atoms. For this particular experiment and following the previous work, the bond distance for carbon-sulfur, carbon-hydrogen, and sulfur-sulfur are set
Figure 4: The four molecules used in the experiments. (a) A synthetic tetrahedron like molecule. Carbon atoms are represented in cyan, hydrogen in white, and sulfur in gold. (b) The cyclooctane using the same color code as in the previous example. (c) The FTSJ of escherichia coli (PDB code 1EJ0). The loop marked by a dashed ellipse formed by the residues 74 to 77 is analyzed. (d) The dihydrofolate reductase of the lactobacillus casei (PDB code 3DFR). The loop in the dashed region formed by the residues 120 to 124 is analyzed.

to 1.804 Å, 2.019 Å, and 1.120 Å, respectively. Moreover, the carbon and sulfur bond angles are set to 109.5° and 135°. These values are not the canonical ones for the energy field, but they are used to avoid excessive van der Waals overlap [58]. The second molecule used in the experiments is the cyclooctane, a cyclic molecule including eight carbon and sixteen hydrogen atoms. This molecule has received significant attention [16, 33, 50, 20, 11, 14, 46, 39] because it has a complex energy landscape, despite its structural simplicity. The third test case is the loop formed by the residues 74 to 77 of the FTSJ of escherichia coli (PDB code 1EJ0). This loop has been also studied previously [0, 30] and it is used here to show the potential applicability of the proposed method to the protein completion problem. Finally, we consider the loop formed by the residues 120 to 124 of the dihydrofolate reductase of the lactobacillus casei (PDB code 3DFR). This loop that has been analyzed before [23, 17], is used here to demonstrate the applicability of the proposed techniques to problems with conformational spaces of higher dimensionality. In all cases, the initial point to start the analysis is obtained with a Jacobian pseudo-inverse numerical inverse kinematics process [59].
Figure 5 shows two complementary views of the atlas of the tetrahedron molecule projected on the three dihedral angles \( \theta_1, \theta_2, \) and \( \theta_3 \) labeled in Fig. 4-a. In Fig. 5 each polygon is a chart and the colors correspond to the energy of the conformation at the center of the chart, using red for high energies and green for low ones. The full atlas includes about 15500 charts computed in 34 seconds with \( r = 0.4, \epsilon = 0.4, \) and \( \alpha = 0.9 \) radians. As a reference, the sampling procedure introduced in [35], takes 60 minutes to generate 500 samples, although using a significantly different software and hardware infrastructure, which makes the direct comparison difficult. The atlas reveals a very intricate structure that would be hard to cover via sampling. Moreover, a collection of samples without any further post-process would not provide information about the possible transitions and might led to incorrect analysis. However, once the structure of the conformational space is captured in the atlas, it clearly gets easier to compute the local minima of the associated energy landscape and the expected transitions between them, fulfilling the loop-closure conditions at any time. This is the advantage of systematic methods and, in particular of the one proposed herein, with respect to basic sampling-based methods. Additionally, analytic tools could be used to infer the topology of the conformational space from the atlas structure [39], but this analysis is out of the scope of this paper. In this example no bifurcation is detected, but this does not mean that the conformational space is manifold. Singularities other than bifurcations might exist. However, the singularities typically lead to numerical problems around them and we did not observe any numerical issue at the used resolution.

The full atlas of the second example, the cyclooctane molecule, is shown in Fig. 6 projected on \( \theta_1, \theta_2, \) and \( \theta_3 \). In this case, the atlas includes about 14000 charts computed in 6 seconds with \( r = 0.2, \epsilon = 0.2, \) and \( \alpha = 0.65 \) radians. This short execution time is in contrast with the more than 9000 CPU hours required by our previous technique to obtain a full description of the cyclooctane conformational space [46]. The fine resolution of the obtained atlas leads to a smooth estimation of the energy landscape. This estimation is overlaid over the atlas in Fig. 6 using red and green for high and low potential energies, respectively.
When generating the atlas of the cyclooctane, two bifurcations are detected, which confirms that its conformational space is not manifold. This is consistent with the thorough analysis recently provided in [39], departing from a set of samples generated from the loop-closure equations. Figure 7 shows the two manifolds forming the cyclooctane conformational space together with the bifurcation connecting them, shown in black. According to [39], the manifold in Fig. 7-left has the topology of a sphere and the one in the right has a Klein-bottle topology.

The generation of the atlas is an expensive process for high-dimensional conformational spaces. However the tools introduced in Section 4 can be used to partially explore these spaces. As a proof of concept, Fig. 8 shows in blue the path followed by a local energy minimization over the cyclooctane conformational space. Note that in this experiment, a bifurcation is crossed, and, thus, the minimization path branches leading to two different local minima. In the figure, the full atlas is only overlaid as a reference, since it is not computed during the minimization.
Figure 8: In blue, the projection on $\theta_1$, $\theta_5$, and $\theta_7$ of the paths followed by a local minimization constrained to the set of valid conformations of the cyclooctane. Note that when traversing the bifurcation, the minimization path branches and each subpath leads to a different local minimum. The insets show: a) the initial conformation with high energy due to steric clashes, b) the conformation at the bifurcation, c) a boat conformation that is the local minimum reached on the same manifold as the initial conformation, and d) a TCB conformation that is the local minimum at the other manifold. This second local minimum has a lower potential energy than the first one. The lower-left inset shows the energy profile along the two paths. The path between conformations b) and d) seems to follow an intersection between the two manifolds, but this is just an artifact of the projection.

If we are not just interested in a local minimization, but in determining the minimum potential energy transition between local minima, we can use the T-RRT approach. Figure 9 shows the transition path between two local minima on the cyclooctane. This transition agrees with the diagram given in Fig. 5 in [39].

In the minimization and in the T-RRT experiments on the cyclooctane only 120 and 425 charts are generated, respectively. This is a significant low number taking into account that the full atlas includes about 14000 charts.

In the third benchmark reported in this paper, we analyze the loop formed by the residues 74 to 77 in the 1EJ0 protein, where only the degrees of freedom of the backbone are modeled. Figures 10 left and center show two complementary views of the atlas including 2700 charts.
Figure 9: Transition path (in blue) between two local minima in the cyclooctane obtained using T-RRT. This algorithm only generates a partial atlas, but here, the full atlas is shown as a reference. The insets show: a) the initial conformation (a crown), b) the transition state, and c) the final conformation (a boat). The lower-left inset shows the energy profile along the transition path.

Figure 10: Representations of the conformational space of the 1EJ0-74-77 protein loop. **Left** and **center** Two complementary views of the full atlas. **Right** The atlas without considering steric clashes. Each polygon is a chart. Red and green correspond to conformations with high and low energy, respectively.
Figure 11: Transition path between two local minima in the analyzed loop of the 1EJ0 protein obtained using T-RRT. The path is shown in blue and the full atlas is not actually generated, but displayed as a reference. The insets show: a) the initial conformation, b) the transition state, and c) the final conformation. In the conformations, only the atoms in the loop are shown and carbon atoms are represented in cyan, hydrogen in white, nitrogen in blue, and oxygen in red. The lower-left inset shows the energy profile along the transition path.

obtained in 10 seconds with \( r = 0.2, \epsilon = 0.1, \) and \( \alpha = 0.45 \) radians projected on the \( \phi \) dihedral angle of residue 75 and on the \( \phi \) and \( \psi \) angles of residue 76. The topology of the conformational space seems to be a Klein bottle, but further analysis is required to confirm this point [39]. The minimum root mean square error (RMSE) of the charts centers with respect to the crystal structure in the PDB considering all the atoms in the loop, including side chains, is about 0.2 Å, which is comparable to the error obtained with other methods [23, 17]. The conformation in the atlas giving the minimum RMSE is the one with minimum energy all over the conformational space at the given resolution. Setting \( r = 0.1 \), the full atlas is obtained in about 30 seconds and the minimum RMSE is lowered to 0.1 Å.

The conformational space as shown in Figs. 10 left and center includes many areas with high energy due to steric clashes. The atlas construction method introduced in this paper can explore the conformational space avoiding the regions with steric clashes. To this end, collisions between atoms are detected representing the atoms as spheres with a radius proportional the corresponding van der Waals radius (the proportional factor is 0.4 in our experiments). Charts whose center is in collision are considered bounded and not taken for further expansion at line 3 of Algorithm 1. Figure 10-right shows the conformational space free of steric clashes for the considered loop of the 1EJ0 protein. This atlas only includes 1900 charts, a significant reduction with respect to the full atlas for this loop. Any path on this subset of the conformational space has an acceptable energy, however, to determine minimum energy transitions between conformations an approach like the T-RRT should be used. Figure 11 shows the transition path between two conformations of the analyzed loop.
Figure 12: Energy profile along the transition path between two local minima in the analyzed loop of the 3DFR protein obtained using T-RRT. The insets show: a) the initial conformation, b) the transition state, and c) the final conformation. In the conformations, only the atoms in the loop are shown using the same color code as in Fig. 11.

Finally, we analyzed the loop formed by the residues 120 to 125 of the 3DFR protein. Since the conformational space is four-dimensional, it cannot be visualized in 3D like the previous benchmarks. In this case, setting $r = 0.4$, $\epsilon = 0.1$, and $\alpha = 0.45$ the coverage of the conformational space was not achieved after 90 minutes and, at this point, the atlas included more than half a million charts. With $r = 0.8$, the full atlas is computed in about 50 minutes and it includes 230000 charts. However, when we activate the collision detection to avoid steric clashes, the atlas with $r = 0.4$ can be computed in only 500 seconds, including about 43000 charts. This is a clear example of how the extra constraints can dramatically reduce the search space. A similar reduction could be obtained adding the constraints derived from the Ramachandran plots. In the presented approach, this can be achieved defining the adequate ranges for the variables representing the dihedral angles or considering inequalities involving these variables.

In the 3DFR experiment, setting $r = 0.8$ and avoiding the steric clashes we obtain a RMSE with respect to the crystal structure that is below 0.45 Å in less than 50 seconds. With $r = 0.4$, the RMSE reduces to 0.2 Å, but, as mentioned, the computational time increases to 500 seconds. A multi-resolution technique where first the area with minimum energy is identified at a coarse-grained resolution and then it is refined at a fine-grained resolution, could significantly speed up the identification of the most stable conformation, but we leave this as a future work.

Figure 12 showcases the transition path between two conformations of the analyzed loop of the 3DFR protein obtained using the adaptation of the T-RRT algorithm introduced in Section 4.2. This shows that this algorithm can be used to obtain relevant information about the energy landscape, even when the conformational spaces are of high dimensionality.

### 6 Conclusions

In this paper, we have introduced the use of higher-dimensional continuation tools to explore the energy landscape of molecules (or fragments of molecules) including loops. We have shown how these tools can be applied to generate an atlas representing a conformational space, including the case where this space has bifurcations and, thus, it is not manifold everywhere. The atlas provides a complete information about the energy landscape, something that is not readily available when using other types of exploration. Thus, the atlas can be used to determine the local minima and
the transitions between them, information that is crucial for understanding the biological function of the molecule under consideration. For low dimensional conformational spaces, the quality of the information provided by the atlas and the low computational effort required to compute it are remarkable.

This paper also proposed to exploit the higher-dimensional continuation tools to adapt existing algorithms so that they can operate on the varieties arising in the presence of molecular loops. In this line, we presented and evaluated the gradient-based local minimization restricted to the variety, and an adaptation of the T-RRT to find low energy transition paths between local minima. These tools only provide partial information about the conformational space, but they can be used even on high-dimensional varieties, where the construction of the full atlas would be prohibitively expensive.

In the future, we aim to exploit the symmetries that appear in many problems and to speed up the steric clash detection. These improvements might help to reduce the computational burden of the approach in more challenging problems.
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