Exciton dispersion from first principles
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We present a scheme to calculate exciton dispersions in real materials that is based on the first-principles many-body Bethe-Salpeter equation. We assess its high level of accuracy by comparing our results for LiF with recent inelastic x-ray scattering experimental data on a wide range of energy and momentum transfer. We show its great analysis power by investigating the role of the different electron-hole interactions that determine the exciton band structure and the peculiar “exciton revival” at large momentum transfer. Our calculations for solid argon are a prediction and a suggestion for future experiments. These results demonstrate that the first-principles Bethe-Salpeter equation is able to describe the dispersion of localized and delocalized excitons on equal footing and represent a key step for the $ab$ initio study of the exciton mobility.
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I. INTRODUCTION

The study of elementary excitations is one of the most powerful ways to understand, predict, and tune the properties of materials. In particular, excitons, i.e., collective low-energy excitations involving the creation of electron-hole (e-h) pairs, are of paramount importance in elucidating the role of light absorption in, for example, the photovoltaic or photocatalytic process. Traditionally, excitons have been modeled following basic approximations, namely, the Frenkel and Wannier exciton models, which describe the two limiting cases of tightly and weakly bound e-h pairs, respectively. In most cases, however, interesting situations are intermediate between these two limits and model descriptions rapidly become very involved. In the last couple of decades, instead, great advances have been obtained in the description of excitons thanks to many-body perturbation theory (MBPT). In particular, the Bethe-Salpeter equation (BSE), which is an effective two-particle equation for the polarizability, can nowadays be solved in an $ab$ initio framework, allowing one to obtain absorption spectra in excellent agreement with experiments, to perform accurate analysis, and to successfully predict experimental results.

Optical absorption spectroscopy probes the long-wavelength limit $q \rightarrow 0$. Thus, modern theoretical approaches for excitons have primarily focused on this $q \rightarrow 0$ limit. However, excitons can carry a finite momentum $q$ and form a band structure as a function of $q$. The study of excitons at finite $q$ and the determination of their band structure are interesting not only from an academic perspective. Indeed, for both weakly and tightly bound excitons, their $q$ dispersion determines the way the e-h pairs propagate inside the crystal and transport their excitation energy. This property is of crucial relevance for all applications involving light harvesting and represents fundamental knowledge about exciton mobility and migration.

The recent progress of scattering experiments such as electron energy-loss spectroscopy (EELS) or inelastic x-ray scattering (IXS), both in its resonant (RIXS) and nonresonant (NIXS) versions, makes it possible to probe electronic excitations at finite, and even large, momentum transfer $q$ with great accuracy. Increasing $q$ corresponds with a reduction in the probed length scale in real space. In fact, IXS and EELS are unique tools to measure electronic excitations that are dipole forbidden and thus not visible in optics. Typical examples are intra-atomic $d$-$d$ excitations in strongly correlated transition-metal oxides or longitudinal $p$-like excitons in $sp$ cubic crystals. In addition, the new electron microscopes are able today to reach very high spatial resolution (well under 1 nm) for the loss spectroscopy, which, in order to be investigated from the theoretical point of view, requires the knowledge of the dielectric function not at just $q = 0$, but at many $q$’s, in order to Fourier transform back in real space. Concerning theory, however, $ab$ initio simulations lie a long way behind experiments. Besides a few pioneering examples dealing with a small $q$ range or core excitations, excitons in the range of large momentum transfers remain largely unexplored by first-principles approaches.

The present work closes the gap with experiment. The extension of the Bethe-Salpeter equation to finite momentum transfers makes it possible to describe and understand the exciton dispersion well beyond the first Brillouin zone. In order to illustrate the accuracy and the great power of analysis of the BSE, we have considered two prototypical materials displaying bound excitons: lithium fluoride, for which recent high-quality experiments are available, and solid argon, for which our spectra represent a prediction for future measurements. We show that, beyond model approaches, the $ab$ initio BSE is able to simultaneously deal with strongly and weakly bound excitons, in a range of $q$ vectors well beyond the optical limit. Moreover, the BSE formalism allows us to understand in a simple manner the exciton dispersion in terms of competing effects deriving from the electron band dispersion and the e-h interactions. The agreement with experiments in LiF is very good across the whole momentum-energy range, including the peculiar “exciton revival” at large $q$, which we explain as a genuine many-body effect. In summary, these results illustrate the accuracy and the power of the BSE to study the exciton dispersion in a wide variety of materials, as well as to support
and guide new experiments. The article is organized as follows: in Sec. II, we present the formula involved in the BSE (with finite momentum transfer) and, in Sec. III, the computational details; Sec. IV shows results and analysis for LiF, while Sec. V presents predictions for solid argon.

II. BETHE-SALPETER EQUATION AT FINITE MOMENTUM TRANSFER

The Bethe-Salpeter equation (BSE), based on the GW approximation (GWA) of the self-energy, reads \(^5\)

\[
L(1,2,3,4) = L_0(1,2,3,4) + \int d5678 L_0(1,2,5,6) v(5,7) \delta(5,6) \delta(7,8) - W(5,6) \delta(5,7) \delta(6,8)) L(7,8,3,4),
\]

(1)

where (1) is a shorthand notation for position, time, and in the random-phase approximation. \(p\) presents predictions for solid argon.\(GW A\) of the self-energy, reads \(^5\)

\[
\text{Et} \rightarrow \text{Et}
\]
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\[
\text{where} \langle 1 \rangle \text{is a shorthand notation for position, time, and in the random-phase approximation.}
\]

\[
\text{The Dyson-like Eq. (1) can be reformulated}^{10,11} \text{as an eigenvalue problem by introducing the excitonic Hamiltonian} H_{\text{exc}} \text{written on a basis of electron-hole transitions}^{35} \text{t : (n}_1\text{k}_1 \rightarrow (n}_2\text{k}_2). \text{According to the band index n being an occupied state (v) or an occupied state (c), these are classified as resonant transitions, (v, k - q_r) → (c, k), or antiresonant transitions, (c, k) → (v, k + q_r), where the momentum transfer q_r belongs to the first Brillouin zone. The matrix elements are then}
\]

\[
\langle t | H_{\text{exc}} | t' \rangle = E_t \delta_{t,t'} + \langle t | v - W | t' \rangle,
\]

(2)

\[
\text{where} \; E_t \text{is the energy associated to the transition (calculated in GWA), and}
\]

\[
\langle t | v | t' \rangle = \langle n}_1\text{k}_1 \rightarrow (n}_2\text{k}_2 | v | n}_1\text{k}_1 \rightarrow (n}_2\text{k}_2
\]

\[
= 2 \delta_M \int d r d r' \phi_{n}_1\text{k}_1(r) \phi_{n}_1\text{k}_1(r') v(r,r') \phi_{n}_2\text{k}_2(r) \phi_{n}_2\text{k}_2(r'),
\]

(3)

\[
\langle t | W | t' \rangle = \langle n}_1\text{k}_1 \rightarrow (n}_2\text{k}_2 | W | n}_1\text{k}_1 \rightarrow (n}_2\text{k}_2
\]

\[
= \int d r d r' \phi^*_{n}_1\text{k}_1(r) \phi_{n}_2\text{k}_2(r') W(r,r') \phi_{n}_1\text{k}_1(r) \phi_{n}_2\text{k}_2(r'),
\]

(4)

are the repulsive exchange electron-hole (e-h) interaction and the direct e-h attractive interaction, respectively. In Eq. (3), \(\delta_M = 1\) for the singlet channel and \(\delta_M = 0\) for the triplet. In this basis, \(H_{\text{exc}}\) takes a block matrix form,

\[
H_{\text{exc}} = \begin{pmatrix}
R & K^{R,A} \\
K^{A,R} & A
\end{pmatrix}.
\]

(5)

When the off-diagonal coupling terms \(K\) are set to 0, the Tamm-Dancoff approximation (TDA) is retrieved.

In the long-wavelength limit \(q_r \rightarrow 0\), \(A = -R^*\) and \(K^{A,R} = -[K^{R,A}]^*\). The diagonal blocks \(A\) and \(R\) are Hermitian and the coupling blocks \(K\) are symmetric. For a generic momentum transfer \(q_r \neq 0\), the antiresonant block \(A\) can no longer be obtained from the resonant block \(R \neq -R^*\) and the coupling terms are no longer symmetric. This doubles the computational cost of calculating \(H_{\text{exc}}\).

From the solution of the eigenvalue problem,

\[
H_{\text{exc}}(q_r) A_{\lambda}(q_r) = E_{\lambda}(q_r) A_{\lambda}(q_r),
\]

(6)

where we have made explicit the dependence on the momentum transfer \(q_r\), one can obtain the inverse macroscopic dielectric function \(\epsilon^{-1}_M\). In the TDA, one has

\[
\epsilon^{-1}_M(q,\omega) = 1 + \frac{8\pi}{q^2} \sum_{\lambda} \left| \frac{\int \phi_{n_1 k_1}^*(r) \phi_{n_2 k_2}(r) v(r,r') \phi_{n_2 k_2}(r') \phi_{n_1 k_1}(r')}{\omega - E_{\lambda}(q_r) + i\eta} \right|^2,
\]

(7)

where \(q = q_r + G_0\) is the desired momentum transfer, \(G_0\) is a reciprocal lattice vector, and \(\tilde{\rho}(q) = \langle \phi_{n_1 k_1}^* \phi_{n_2 k_2} | e^{-iqr} \phi_{n_2 k_2} \rangle\) is the oscillator strength. The loss function \(-\text{Im} \epsilon^{-1}_M\) can be compared with EELS or IXS spectra.

Alternatively, if the Coulomb interaction \(v\) in the BSE is replaced by a modified interaction \(\tilde{v}\) that in the reciprocal space is equal to \(v\) for all the \(G\) components but \(G_0\) for which \(\tilde{v}(G_0) = 0\), then from the solution of the excitonic eigenvalue problem, one obtains the macroscopic dielectric function \(\epsilon_M:\)

\[
\epsilon_M(q,\omega) = 1 + \frac{8\pi}{q^2} \sum_{\lambda} \left| \frac{\int \phi_{n_1 k_1}^*(r) \phi_{n_2 k_2}(r) v(r,r') \phi_{n_2 k_2}(r') \phi_{n_1 k_1}(r')}{\omega - E_{\lambda}(q_r) + i\eta} \right|^2.
\]

(8)

For simplicity, the notation is not modified with respect to Eq. (7), but here it is understood that \(A_{\lambda}\) and \(E_{\lambda}\) are the solution of the BSE with a modified Coulomb interaction \(\tilde{v}\). The long-range component of \(v\) that is omitted in \(\tilde{v}\) is responsible for the splitting at \(q = 0\) between longitudinal and transverse excitons in \(sp\) cubic crystals.\(^3,5,9\) In the \(q \rightarrow 0\) limit, \(\text{Im} \epsilon_M\) calculated from Eq. (8) gives the absorption spectrum (in which only transverse excitons are visible). At large momentum transfer, the long-range component of \(v\) becomes less and less important, since increasing \(q\) means probing a shorter length scale in real space. Moreover, at large momentum transfer,

\[
-\text{Im} \epsilon^{-1}_M(q,\omega) = \frac{\text{Im} \epsilon_M(q,\omega)}{[\text{Re} \epsilon_M(q,\omega)]^2 + [\text{Im} \epsilon_M(q,\omega)]^2} \rightarrow \text{Im} \epsilon_M(q,\omega),
\]

(9)

since \(\text{Re} \epsilon_M \rightarrow 1\) and \(\text{Im} \epsilon_M\) is small compared to 1.

Besides the spectrum, the solution of the BSE allows a straightforward analysis, for instance by visualizing the exciton wave function of the e-h pair in real space, e.g., for \(q = 0\):

\[
\Psi_{\lambda}(r_h, r_e) = \sum_{\lambda} A_{\lambda}(r_h, r_e) \phi_{n_1 k_1}(r_e).
\]

(10)

A. Comparison with the independent-particle picture

In order to have a clear idea about how the excitonic effects (or the many-body effects) are taken into account in a theory that uses an independent-particle basis [such as density-functional theory (DFT) Kohn-Sham], it is useful to write the analogous equation of Eq. (8) for an independent-particle system:

\[
\epsilon_M(q,\omega) = 1 + \frac{8\pi}{q^2} \sum_{\lambda} \left| \frac{\int \tilde{\rho}(q) v(r,r') \phi_{n_2 k_2}(r') \phi_{n_1 k_1}(r')}{\omega - \epsilon_{\lambda} + i\eta} \right|^2.
\]

(11)
The similarity is striking: in the latter formula, the (independent) transitions are summed up in a simple way, and their contribution to the final spectrum can only be in the energy range of the energy transition. In Eq. (8), instead, the transitions do not add up in a simple way, but they are mixed all together, via the eigenvectors of the excitonic Hamiltonian $A^\lambda_i(q_\lambda)$, giving contribution to every exciton (every $\lambda$).

**III. COMPUTATIONAL DETAILS**

We have calculated the ground state of LiF and Ar using density-functional theory within the local-density approximation (LDA), using norm-conserving Troulliers-Martins pseudopotentials in a plane-wave approach. In LiF, the energy cutoff is 40 Hartree, and we use a $12 \times 12 \times 12\Gamma$-centered $k$-point grid. In Ar, the cutoff is also 40 Hartree and a finer grid with 4000 inequivalent $k$ points is needed.

In LiF, we have corrected the LDA band structure with a scissor operator of 6.05 eV for the band gap, and stretching the valence-band energies by 15% and conduction bands by 2%. These corrections bring the LDA band structure into agreement with photoemission. Analogously, the scissor correction is 6.6 eV in Ar. BSE spectra are converged with 20 bands for LiF and 10 bands for Ar. The TDA that is employed for those spectra (see Sec. II) has no influence on the bound excitons. The effect of the coupling is mainly visible for the plasmon peak and becomes more important at larger $q$. In the analysis of the exciton band dispersion in Fig. 4, a $4 \times 4 \times 4\Gamma$-point grid is used with three occupied and one unoccupied bands.

**IV. LITHIUM FLUORIDE**

NIXS measures the dynamic structure factor $S(q,\omega)$ that is proportional to the loss function $-\text{Im} \epsilon^{-1}_{M}(q,\omega)$ (the latter can be equivalently obtained also by EELS). $S(q,\omega) = -q^2/(4\pi^2 n)\text{Im} \epsilon^{-1}_{M}(q,\omega)$ ($n$ is the average electron density). The inverse of macroscopic dielectric function $\epsilon^{-1}_{M}$ can be directly calculated from the BSE, as seen in Sec. II.

In Fig. 1, we compare our BSE calculations (right panel) with experiment (left panel) for the dynamic structure factor of LiF over a wide range of energies (vertical axis) and momentum transfers (horizontal axis) along the $\Gamma X$ direction. We observe (i) a tightly bound exciton, dispersing around 14 eV (the quasiparticle band gap lies between 14.98 and 16.17 eV) with a modulation in intensity until $\sim 6\Gamma X$, and (ii) the valence plasmon at $\sim 23$ eV, which fades out with increasing $q$. The agreement between theory and experiment is very good, both for the main features and for the fine structures in the spectra, generalizing previous results at selected $q < 1.5\Gamma X$. Here we focus on the bound exciton, which is mainly formed by e-h pairs from the three F $2p$ valence bands and the first Li $2s$ conduction band. In the optical limit, the two degenerate transverse excitons are seen in the absorption spectrum. The third longitudinal exciton is visible in IXS at finite $q$ along $\Gamma X$. The diagonalization of the excitonic Hamiltonian can also be achieved along different $q$ directions, giving rise to a full description of the exciton band structure, as we show in Fig. 2. Thus, BSE calculations can complement experiments and obtain the band dispersion even for the excitons that are not visible in the spectra, but can be important, e.g., as deexcitation channels. For example, this is the case of the transverse excitons along $\Gamma X$. In other less symmetric directions such as $\Gamma W$, we find that both longitudinal and transverse branches become visible at the same time, confirming previous expectations and very recent results.

Inspection of the exciton wave function $\Psi(r_e, r_h)$ [see Eq. (10)] at $q = 0$ reveals that, consistently with the large binding energy, each e-h pair is confined in a small volume of the crystal. We plot in Fig. 3 the wave function of the first exciton of LiF at $q = 0$. This is defined as the probability distribution for the electron when the hole has been placed in $r_h$. We report here the singlet (confirming the picture obtained, e.g., in Refs. 9 and 42) and the triplet low-lying excitation. It is worth highlighting three points: (i) even though the exciton is centered on the fluorine atom where the hole is fixed, it is delocalized over several primitive cells; (ii) the electron distribution, in addition, is not only localized on the same fluorine atom, but also on the nearest- and second-nearest-neighboring fluorine atoms, avoiding the lithium atoms, even though the empty $2s$ state of lithium is available, which shows how the physical picture can be counterintuitive if we rely only

![FIG. 1. (Color online) Dynamic structure factor of LiF as a function of energy (vertical axis) and momentum transfer $q$ (horizontal axis) along $\Gamma X$ in units of $\Gamma X$. Left panel: Experimental data from Ref. 32. Right panel: Bethe-Salpeter calculations. The absolute scale for theoretical data is reported, but none is available for experimental data.](155113-3)
Exciton band structure of LiF. Three directions are investigated: $\Gamma X$, $\Gamma K$, and $\Gamma W$.

on a one-particle approximation; and (iii) the triplet exciton wave function shows a very similar picture as the singlet, with the electron distribution again localized on F atoms and not on Li atoms. This shows that the exchange electron-hole interaction is not qualitatively affecting the nature of the exciton.

In order to get a deeper understanding of the excitonic interactions at play in LiF, we can have a critical look at the energy-momentum map of $S(q, \omega)$ in Fig. 1 in the exciton region ($13 < \omega < 15$ eV), and ask the following series of questions: (i) Why does the dynamical structure factor fade for high $q$? (ii) What is the origin of the exciton dispersion? (iii) Why does the intensity of the exciton increase with $q$ up to $1 \Gamma X$, disappear, and come back stronger than before up to $3 \Gamma X$, to finally decay? It is easy to first answer question (i), for the decay of the independent-particle oscillator strengths $\tilde{\rho}(q)$ with increasing $q$.

Question (ii) requires a deeper analysis, which is summarized in Fig. 4(a). The top-left panel represents the full ab initio calculation within a minimal model that includes F 2$p$ and Li 2$s$ bands; the top-right panel is a calculation in which we have artificially suppressed the band dispersion (same energy for every $k$). The latter situation corresponds to the description that would be given by the simple Frenkel exciton model. Bottom panels are the equivalent triplet calculations, i.e., there is no e-h exchange interaction [$v$ term in Eq. (2)]. Finally, in the bottom-right spectrum, the exciton dispersion is given only by e-h direct interaction $W$. Such dispersion, though small, precludes considering the overlap between wave functions localized on different atoms negligible in LiF.43 The biggest contribution to the final exciton dispersion derives from the true electronic band dispersion [which gives $E_1(q)$ a curvature that is opposite to the one obtained with the “flat bands” model], as can be seen by comparing the two top panels. This also implies that the necessary condition for simplified models to properly describe the exciton dispersion in LiF is to take into account (implicitly or explicitly) the electronic band dispersion.4,32,33 It is interesting to compare also the triplet with the singlet, in order to directly evaluate the e-h exchange term, which has the effect of tempering the exciton dispersion, which otherwise would become too big. The final bandwidth of the exciton is 0.67 eV. Our ab initio calculations directly reproduce the experimental results and provide the tools for their analysis. It is worth noting that this analysis would be
for the two maxima of spectral intensity at spanning a wide energy range of at least we realize that to quantitatively reproduce the intensity of the intensity maxima at

\[ \rho_t A_t \]

function of the energy \( E \) (see Eq. (7)). The modulation in intensity for \( \lambda q \) product as a whole is it possible to understand such an exciton revival. Indeed, the intensity of the exciton peak is the exciton peak has a maximum at \( q_\text{max} \) and \( q_\text{min} \), the superposition of the different e-h configurations that form the excitonic state. To visualize explicitly the building up of the exciton as a function of the e-h transitions of energies \( E_t \), in Fig. 4(b) we represent the cumulative function \( C_{\lambda}(E) \)

\[ C_{\lambda}(E) = \int_{E_\text{min}}^{E_\text{max}} d\omega \sum_t A_t^\lambda(q) \delta(\omega - E_t), \tag{12} \]

for three representative \( q = \Gamma X, 1.5\Gamma X, \) and \( 3\Gamma X. \) First of all, we realize that to quantitatively reproduce the intensity of the calculated spectrum, we have to take into account transitions spanning a wide energy range of at least \( \sim 5 \) eV. Moreover, for the two maxima of spectral intensity at \( q = \Gamma X \) and \( 3\Gamma X \), we see that different e-h transitions are always summing up constructively and, as a consequence, \( C_{\lambda}(E) \) is an increasing function of the energy \( E \). Instead, for the minimum at \( q = 1.5\Gamma X \), the superposition of the different e-h configurations is constructive up to \( E = 18 \) eV, but then it becomes destructive for e-h transitions at higher energies, which leads to a reduction in the final intensity of the peak. This analysis illustrates once more the many-body character of a collective exciton such as an exciton, which cannot be captured by any independent-particle picture.

V. ARGON

In view of the very good agreement with experiment for LiF, we now move to solid argon for which our calculations (see Sec. III) represent a prediction for future measurements. Argon is a textbook material that has been studied extensively in the past\(^2\,39,45-50\) for its absorption spectrum that shows a hydrogenlike bound-exciton series in which the \( n = 1 \) exciton has a strongly localized character and the higher excitons \( n \geq 2 \) are more delocalized.\(^51\) The energy-momentum dispersion map represented in Fig. 5 fully discloses the richness of the excitation spectrum beyond what can be seen in the optical limit. First of all, we see that from the experimental point of view, one should preferably make the measurement at \( q = 3\Gamma X \), where the peaks are the most intense. At this momentum transfer, there are two prominent excitons at 13.8 and 15.4 eV, i.e., inside the band gap (which is marked by the white line in Fig. 5) and in the e-h excitation continuum, spanning a wide energy range of at least \( \sim 5 \) eV.
respectively. The bound exciton, which corresponds to most intense \( n = 1 \) peak in the absorption spectrum, has a dispersion that recalls that of the lowest-energy exciton in LiF, while the dispersion of the resonant exciton at higher energies has an opposite curvature and is more intense outside the first Brillouin zone. In the energy range between these two excitons, several other weaker features appear (some of them are dipole forbidden and hence not visible in the absorption spectrum). In Fig. 5, the most intense among them are marked by the small dots. We find that the various exciton branches have a large bandwidth (up to 1 eV) and they show different dispersions. This is in contrast to the simple Wannier model in which the exciton energy levels of the Rydberg series should all have the same dispersion. We thus see that the first-principles \( ab\) \( iniito \) model is able to accurately describe the dispersion of a large variety of excitons, as shown here in solid Ar, from the more localized \( n = 1 \) exciton to the more delocalized resonant excitons. This would be very hard to achieve using a single model.

VI. CONCLUSIONS

In conclusion, we have shown how the \( ab\) \( iniito \) Bethe-Salpeter equation is able to accurately describe the dispersion of plasmons and localized and delocalized excitons on equal footing. We have calculated the band structure of visible and dark excitons in LiF and analyzed its behavior in terms of competing electron-hole interactions. Our results for solid argon are a prediction for future experiments. This work opens the way for a large variety of applications, from the investigation of vertex corrections beyond the GW approximation for spectral properties to the study of dispersion of orbiton excitations in transition-metal oxides,\(^{52}\) and represents a fundamental step towards an \( ab\) \( iniito \) analysis of exciton propagation in real materials.\(^{13}\)
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35For simplicity, here we drop the spin index. $H_{exc}$ can be easily generalized to spin-polarized systems.10


40Throughout the paper, atomic units are used if not mentioned otherwise.

41The original figure in Ref. 32 contains an error that has been corrected by shifting the energy axis by 1.0 eV. J.-P. Rueff and P. Abbamonte (private communication).


51Each exciton is additionally split into doublets for the effect of the spin-orbit coupling, which is neglected in the calculation.

