Detection of microseismic compressional (P) body waves aided by numerical modeling of oceanic noise sources
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[1] Among the different types of waves embedded in seismic noise, body waves present appealing properties but are still challenging to extract. Here we first validate recent improvements in numerical modeling of microseismic compressional (P) body waves and then show how this tool allows fast detection and location of their sources. We compute sources at ~0.2 Hz within typical P teleseismic distances (30–90°) from the Southern California Seismic Network and analyze the most significant discrete sources. The locations and relative strengths of the computed sources are validated by the good agreement with beam-forming analysis. These 54 noise sources exhibit a highly heterogeneous distribution, and cluster along the usual storm tracks in the Pacific and Atlantic oceans. They are mostly induced in the open ocean, at or near water depths of 2800 and 5600 km, most likely within storms or where ocean waves propagating as swell meet another swell or wind sea. We then emphasize two particularly strong storms to describe how they generate noise sources in their wake. We also use these two specific noise bursts to illustrate the differences between microseismic body and surface waves in terms of source distribution and resulting recordable ground motion. The different patterns between body and surface waves result from distinctive amplification of ocean wave-induced pressure perturbation and different seismic attenuation. Our study demonstrates the potential of numerical modeling to provide fast and accurate constraints on where and when to expect microseismic body waves, with implications for seismic imaging and climate studies.


1. Introduction

[2] Microseisms, referring to the background noise recorded by seismic stations during periods of earthquakes quiescence, have become an important source of information for seismic imaging and climate analysis. At frequencies between 0.05 and 0.3 Hz, microseisms are induced by sea states. In particular, ocean wave-wave interactions excite seismic waves at twice the frequency of ocean waves (“secondary microseisms” or “double-frequency microseisms,” DFM hereafter). As described in theoretical studies, DFM produce a strong signal between 0.1 and 0.3 Hz both as surface waves [Miche, 1944; Longuet-Higgins, 1950; Hasselmann, 1963] and as body waves [Ardhuin and Herbers, 2013]. Compared to ballistic seismic waves (i.e., exited by earthquakes), the sources of the microseismic wave field are more widely distributed in space and time. These advantages explain the recent keen interest in exploiting seismic noise to illuminate the elastic structure of the earth [Shapiro and Campillo, 2004; Shapiro et al., 2005; Sabra et al., 2005] and its transient variations attributable to volcanic and seismic activity [Brenguier et al., 2008a, 2008b; Durand et al., 2011; Rivet et al., 2011]. Taking advantage of the link between sea states and microseisms, noise records are also analyzed to detect seasonal or long-term variations, interpreted in turn as changes in climate [Bromirski et al., 1999; Greve, 2006; Aster et al., 2008, 2010; Stutzmann et al., 2010, 2019; Ebeling and Stein, 2011; Ardhuin et al., 2012; Traer et al., 2012]. For this specific purpose, the main advantage of seismic records over satellite and buoy measurements stems from the early and wide deployment of seismic stations all over the globe since 1960.

[3] Body waves have appealing properties compared to the surface waves that dominate the DFM spectra. Body and surface waves travel through the Earth and along its surface, respectively. Consequently, seismic tools like beam-forming analysis (BFA hereafter) allow one to locate the source of body waves, while only the back azimuth (direction to the source) is generally resolved for surface waves [Haubrich and McCamy,
1969; Chevrot et al., 2007; Koper and de Foy, 2008; Gerstoft and Tanimoto, 2007; Gerstoft et al., 2008; Koper et al., 2009, 2010]. This has important implications, for example, when using noise as an indicator of sea states [Zhang et al., 2010b]. As for the specific purpose of seismic imaging, the inversion of surface wave properties typically leads to a smoothed image of the Earth structure. In contrast, the analysis of reflected and refracted body waves provides tighter constraints on sharp velocity discontinuities.

The analysis and use of microseismic body waves is still challenging. This results from surface waves largely dominating the recorded noise spectrum [Haubrich et al., 1963]. The detection of microseismic body waves is typically performed through BFA, which is a powerful data-driven tool that allows quantifying and discriminating the incoming amount of energy as a function of back azimuth and wave slowness (and thus wave type). Nonetheless, BFA can be time consuming if data mining is performed randomly. In addition, BFA requires a 2-D dense seismic array, which constitutes an important limitation. If seismic imaging is the ultimate goal, specific processing of long noise records allows resolving body waves travel times between pairs of stations [Roux et al., 2005; Schimmel et al., 2011a; Poli et al., 2012]. As shown by Zhang et al. [2010a], travel times can also be resolved using considerably shorter noise records, but this requires detecting and locating loud noise bursts, which in turns implies performing BFA with the limitations described above.

Our objectives are first to validate recent advances in numerical modeling of microseismic sources of compressional (P) body waves (just “P waves” hereafter) and then to illustrate the potential of our numerical approach to guide the search for source occurrence and thus to avoid random data mining with BFA. Numerical models for microseismic surface waves have been developed from numerical models of ocean waves [Kedar et al., 2008; Ardhuin et al., 2011]. Here we extend previous works to simulate the noise generation specific to P waves using the theory given by Ardhuin and Herbers [2013]. In the first section, we briefly review how the ocean wave numerical model is modified to simulate ocean wave-wave interactions and the resulting “double-frequency microseisms.” We also present the BFA method used to validate the computed locations based on real seismic data. We then use the noise numerical model to detect and provide the first location catalogue of the significant P wave sources generated around the Southern California Seismic Network (SCSN) during 2010. We describe in more details two particularly strong events that took place in the Pacific and Atlantic oceans. We finally discuss how the distribution of P wave sources relates with storms. We also compare the
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**Figure 1.** Numerical modeling of wave-induced double-frequency compressional (P) waves on 19 September 2010, 12:00:00 and at the seismic frequency 0.193 Hz. (a) Map of the ocean significant wave height that shows a storm along the east coast of the U.S. (b) Ocean wave-wave interactions induce second-order pressure perturbation ($F_{2o3D}$) in equation (2)). (c) These long wavelength oscillations are coupled with the ocean crust with an efficiency described by a coupling coefficients $c_P$. (d) The resulting P wave sources ($F_{\delta,P}$ in equation (3)).
Figures 4 and 5. 27 September 2010 (Julian day 270) and are depicted in occurred between 16 September 2010 (Julian day 259) and the horizontal dashed line are analyzed. The vertical dashed Network. All noise events producing a source peak above within 30° and 90° from the Southern California Seismic frequency 0.193 Hz. We only compute sources mentioned above.

2. Method and Data

Here we describe the noise numerical model (section 2.1) and the beam-forming analysis used to validate the P wave source locations (section 2.2). An analysis of the whole double-frequency microseismic frequency band (0.1–0.3 Hz) is beyond the scope of the current study. To choose a single frequency to conduct our analysis, we performed a preliminary beam-forming analysis of several significant noise events at frequencies between 0.1 and 0.3 Hz and observed that the strongest P wave signature was around 0.2 Hz at the Southern California Seismic Network. We will explain this feature from the theory of body wave excitation in section 4.3. Therefore, we chose the frequency 0.193 Hz (the closest discrete value of our numerical model) to perform all the modeling and analysis described in the following sections, without loss of generality.

2.1. Seismic Noise Modeling

[7] To assess the distribution of DFM, we use a numerical approach based on the WAVEWATCH III® framework [Tolman, 2008; Ardhuin et al., 2010]. The second-order pressure spectrum generated by nonlinear interaction between ocean waves with similar frequency and traveling in opposite direction (Figure 1b) is computed from the wave frequency spectrum \( E(f) \) and the directional integral \( I(f) \) that depends only on the ocean wave energy distribution over the direction \( \theta \) [Ardhuin et al., 2011],

\[
I(f) = \int_0^\pi M(f, \theta) \times M(f, \pi + \theta) d\theta
\]

[8] Following Hasselmann (1963), the pressure power spectrum at seismic frequency \( f_s = 2f \), where \( f \) is the ocean wave frequency, and \( k_s = k - k' \), the difference between the wave number of ocean waves propagating in almost opposite directions, is given in deep water by

\[
F_{\rho\omega}(k_s=0, f_s = 2f) = \rho_\omega^2 g^2 f_s E^2(f) I(f)
\]

where \( \rho_\omega \) is the water density. An important aspect of our model is that the possibly significant effect of coastal ocean wave reflection is taken into account in the calculation of \( E(f) \) and \( I(f) \). In general, this reflection can be represented by a wave amplitude reflection coefficient, that is, a function of the wave height, wave frequency, and the bottom slope on the shore [Ardhuin and Roland, 2012]. In order to limit errors associated with the poor knowledge of bottom slopes for the entire globe, we adjust the coastal reflection by combining a model with and without a constant reflection as done in the study by Ardhuin et al. [2011]. This approach to coastal reflection is simplistic, as the bottom slope varies from cliffs to beaches. Work is in progress to improve the global database of slopes, allowing the use of a more realistic parameterization for coastal reflection.

[9] At this point, the theory branches out for the different seismic wave types. Contrary to Hillers et al. [2012] who used maps of Rayleigh-wave sources and assumed they conformed to P wave sources, here we consider the theory for P waves, with a power spectrum of the vertical displacement at the top of the crust given by Ardhuin and Herbers [2013] from the local ocean waves.

\[
F_{\delta P}(f_s) \approx F_{\rho\omega D}(f_s) \frac{\rho_s c_p^2}{\rho_\omega^2 f_s^2 c_p^2}
\]

where \( \rho_s \) is the crustal density, \( \beta \) the shear wave speed, and \( c_p \) a nondimensional coefficient that amplifies the wave-induced pressure into ground displacement associated with P waves.
In theory, the generation of microseismic body and surface waves is computationally represented by the expression given by the parameter $F_{\delta P}$, as implemented by Ardhuin and Herbers [2013]. The angle-dependent amplifying coefficients are given in Table 1. This table shows the location of the computed sources centroid and the geographical projection of the beam-former maximum, respectively. $D_{\text{HEBFA}}$ is the distance between these locations. The last column indicates whether the event appears in the beam-former output as the main peak (rank 1) or a secondary peak (rank 2).

In equation (3), the ground displacement has been summed over all take-off angles. The angle-dependent expression is given by Ardhuin and Herbers [2013]. For the sake of simplicity, hereafter we will refer to $F_{\delta P}$ as the body wave "sources." The theory for surface wave generation [Miche, 1944; Longuet-Higgins, 1950; Hasselmann, 1963] as implemented by Ardhuin et al. [2011] is summarized in Appendix A. Ardhuin and Herbers [2013] showed that, in theory, the generation of microseismic body and surface waves are intrinsically different, with distinct (Figure 1c). In equation (3), the ground displacement has been summed over all take-off angles. The angle-dependent expression is given by Ardhuin and Herbers [2013]. For the sake of simplicity, hereafter we will refer to $F_{\delta P}$ as the body wave "sources." The theory for surface wave generation [Miche, 1944; Longuet-Higgins, 1950; Hasselmann, 1963] as implemented by Ardhuin et al. [2011] is summarized in Appendix A. Ardhuin and Herbers [2013] showed that, in theory, the generation of microseismic body and surface waves are intrinsically different, with distinct (Figure 1c). In equation (3), the ground displacement has been summed over all take-off angles. The angle-dependent expression is given by Ardhuin and Herbers [2013]. For the sake of simplicity, hereafter we will refer to $F_{\delta P}$ as the body wave "sources." The theory for surface wave generation [Miche, 1944; Longuet-Higgins, 1950; Hasselmann, 1963] as implemented by Ardhuin et al. [2011] is summarized in Appendix A. Ardhuin and Herbers [2013] showed that, in theory, the generation of microseismic body and surface waves are intrinsically different, with distinct (Figure 1c). In equation (3), the ground displacement has been summed over all take-off angles. The angle-dependent expression is given by Ardhuin and Herbers [2013]. For the sake of simplicity, hereafter we will refer to $F_{\delta P}$ as the body wave "sources." The theory for surface wave generation [Miche, 1944; Longuet-Higgins, 1950; Hasselmann, 1963] as implemented by Ardhuin et al. [2011] is summarized in Appendix A. Ardhuin and Herbers [2013] showed that, in theory, the generation of microseismic body and surface waves are intrinsically different, with distinct (Figure 1c). In equation (3), the ground displacement has been summed over all take-off angles. The angle-dependent expression is given by Ardhuin and Herbers [2013]. For the sake of simplicity, hereafter we will refer to $F_{\delta P}$ as the body wave "sources." The theory for surface wave generation [Miche, 1944; Longuet-Higgins, 1950; Hasselmann, 1963] as implemented by Ardhuin et al. [2011] is summarized in Appendix A. Ardhuin and Herbers [2013] showed that, in theory, the generation of microseismic body and surface waves are intrinsically different, with distinct (Figure 1c). In equation (3), the ground displacement has been summed over all take-off angles. The angle-dependent expression is given by Ardhuin and Herbers [2013]. For the sake of simplicity, hereafter we will refer to $F_{\delta P}$ as the body wave "sources." The theory for surface wave generation [Miche, 1944; Longuet-Higgins, 1950; Hasselmann, 1963] as implemented by Ardhuin et al. [2011] is summarized in Appendix A. Ardhuin and Herbers [2013] showed that, in theory, the generation of microseismic body and surface waves are intrinsically different, with distinct (Figure 1c). In equation (3), the ground displacement has been summed over all take-off angles. The angle-dependent expression is given by Ardhuin and Herbers [2013]. For the sake of simplicity, hereafter we will refer to $F_{\delta P}$ as the body wave "sources." The theory for surface wave generation [Miche, 1944; Longuet-Higgins, 1950; Hasselmann, 1963] as implemented by Ardhuin et al. [2011] is summarized in Appendix A. Ardhuin and Herbers [2013] showed that, in theory, the generation of microseismic body and surface waves are intrinsically different, with distinct (Figure 1c). In equation (3), the ground displacement has been summed over all take-off angles. The angle-dependent expression is given by Ardhuin and Herbers [2013]. For the sake of simplicity, hereafter we will refer to $F_{\delta P}$ as the body wave "sources." The theory for surface wave generation [Miche, 1944; Longuet-Higgins, 1950; Hasselmann, 1963] as implemented by Ardhuin et al. [2011] is summarized in Appendix A. Ardhuin and Herbers [2013] showed that, in theory, the generation of microseismic body and surface waves are intrinsically different, with distinct (Figure 1c). In equation (3), the ground displacement has been summed over all take-off angles. The angle-dependent expression is given by Ardhuin and Herbers [2013]. For the sake of simplicity, hereafter we will refer to $F_{\delta P}$ as the body wave "sources." The theory for surface wave generation [Miche, 1944; Longuet-Higgins, 1950; Hasselmann, 1963] as implemented by Ardhuin et al. [2011] is summarized in Appendix A. Ardhuin and Herbers [2013] showed that, in theory, the generation of microseismic body and surface waves are intrinsically different, with distinct
2.2. Beam-Forming Analysis

[11] To validate the location of P wave sources as computed by the noise model, we use the standard (or Bartlett) beam-forming analysis (BFA) (see review by Rost and Thomas [2002]) at the Southern California Seismic Network (SCSN). The idea of this approach is to decompose the wave field at the seismic array into a slowness and direction spectrum, using the phase delays between all pairs of stations. This method is thus suitable to detect all types of seismic waves. For an incoming wave \( y_i(s) \), \( s \) being the slowness vector, the phase vector is defined as

\[
\Psi = \begin{bmatrix} \psi_1 \\ \vdots \\ \psi_{NS} \end{bmatrix} \quad \text{with} \quad \psi_i(s) = e^{i\omega_0 r_i}.
\]  

(4)

[12] Vector \( r_i \) represents the coordinate of station \( i \) in the array reference frame, and \( \omega_0 \) is the angular frequency at which we perform the beam-forming analysis. We define \( d(\omega_0) \), the component of the Fourier transform \( Y(\omega_0) \) of the seismic record at station \( i \) at angular frequency \( \omega_0 \). The data vector is

\[
d = \begin{bmatrix} d(\omega_0)_1 \\ \vdots \\ d(\omega_0)_{NS} \end{bmatrix}
\]  

(5)

[13] The beam former \( BF(s) \) represents the projection of the spectral energy at angular frequency \( \omega_0 \) along the slowness vector \( s \):

\[
BF(s) = \Psi^T K \Psi \quad \text{with} \quad K = dd^T.
\]  

(6)

The P waves are distinguished from other waves based on their slowness (0.04–0.1 s/km). Note that PP waves are observed in the same slowness range as P waves. Therefore, if P waves were detected based on BFA only, an ambiguity on the wave type would exist. Here we apply the opposite approach. We use the numerical model to detect P wave sources and then validate their location through BFA. Even though we cannot discard that PP waves are incidentally recorded when and where the model indicates P waves, the probability is low. Gerstoft et al. [2008] showed that microseismic core refracted waves (PKP) can be detected at slowness below 0.04 s/km. Although we do observe such waves (see Figure 5f, for example), we do not analyze them here.

[14] We use 24 h long time series around the computed source maxima. Seismic data were downloaded from the Southern California Earthquake Data Center. The waveforms are checked to detect earthquakes, instrument glitches, or failure. We truncate signals with amplitude larger than four times the daily standard deviation. The BFA is performed using 8 minute long slots. The number of seismic traces varies from 71 to 161, and is 146 on average. The resulting 24*60*8 = 180 beam-former outputs are then averaged to reduce the statistical uncertainty on the cospectra estimates, which results in sharper peaks. We use a slowness step of 0.0023 s/km and a frequency step of 0.002 Hz for the Fourier transformation of the seismic traces (\( Y(\omega_0) \)). Beamformer outputs are found to be consistent between adjacent frequencies. Therefore, we calculate the beam formers at three frequencies (0.191, 0.193, and 0.195 Hz) and average them, with a view to reducing the relative contributions of transient signals. The location of any peak of interest is then converted to a source location (BFA location hereafter) using the corresponding back-azimuth, horizontal slowness, and the velocity model ak135 [Kennett et al., 1995]. The interstation distance varies from 10 to 625 km. The Bartlett BFA has a poor capability to separate sources from not too distant locations. For a typical compression speed of 5 km/s,
the array spans 25 wavelengths for a frequency of 0.2 Hz. This gives a resolution of \( \pi/50 \approx 0.06 \, \text{rad} \) [Krim and Viberg, 1996], which translates into a typical resolution of 350 km in the azimuthal direction and a much larger distance of the order of 3700 km in the range direction [see, e.g., Zhang et al., 2010a, Figure 1].

3. Results

[15] Here we describe the distribution of the most significant P wave sources detected using our numerical noise model, the location of which is validated by beam-forming analysis using real data. Figure 2 shows the value of the
maximum of the power spectrum of the vertical displacement at the top of the crust ($F_{\delta P}$ in equation (3)) of $P$ waves as a function of time during year 2010. We bound our modeling to all sources located between 30 and 90° from the center of the SCSN, which is the typical range to observe teleseismic $P$ waves. We perform this computation using a conservatively high coastal reflection coefficient $R^2 = 10\%$. We focus on the most significant events by analyzing all peaks with amplitude larger than $0.5 \times 10^{-10} \text{ m}^2 \text{ s}^{-1}$ (the horizontal line in Figure 2). From the original selection of 78 (computed) sources (circled maxima in Figure 2), in 54 cases, the beam-forming analysis yields a noticeable peak (at least 3 dB above the beam-former background) and its geographical projection is correlated with the location of the centroid of the computed sources. Quantifying the agreement between the source locations from the BFA and the

Figure 5. (a–h) Same as Figure 4 for the microseismic event that occurred in the Pacific Ocean between 24 and 27 September 2010.
The width of the beam-former peak is controlled by the intrinsic resolution of the seismic array and the coherence and size of the noise source. For the model, note that we detect the noise events using the maximum punctual source at each model time step, but the source region can be wide (see source contours in Figure 1d). When the distance between them ($D_{TH/BFA}$ in Table 1) is smaller than $10^\circ$. For the 54 events in Table 1 and Figure 3, $1.1 < D_{TH/BFA} < 9.5^\circ$ (mean value $4.2 \pm 2^\circ$).

[16] Note that there is no direct link between the BFA amplitude at the array and the amplitude at the microseismic source because the incoming seismic energy effectively measured reflects not only the source level but also its size and is further affected by energy losses along the seismic path and imperfect coherence. Therefore, when multiple noise sources are simultaneously active, the strongest computed source may appear as a secondary peak in the beam-former output. We found several such situations (rank 2 in Table 1, see, for example, Julian day 35).

[17] Overall, at the specific frequency of 0.193 Hz, the $P$ waves detected through BFA at the SCSN come mainly from the northern Pacific and to a lesser extent, from the northern Atlantic, which is in agreement from earlier BFA results of Gerstoft et al. [2008].

[18] The distribution of the strongest $P$ wave sources is highly heterogeneous and clearly clusters along the usual storm tracks. To further illustrate this view, we describe in more details two particularly strong noise events that occurred from 16 to 23 September 2010 in the Atlantic Ocean (Figure 4) and from 24 to 27 September 2010 in the Pacific Ocean (Figure 5). We first note that there is a good agreement in time and space between the storm location (ocean wave height maxima) and the $P$ wave source location. This consistency holds even in cases of multiple sources. During the Pacific event, a secondary peak appears in the beam-former outputs (Figures 5b–5f), and it points toward noise sources induced by a storm in the Gulf of Alaska. The noise model also displays these noise sources, which appear as weaker ones (Figures 5a–5e). Finally, the noise model captures changes in the relative importance of microseismic sources at a given time. During both events, the variations in the sharpness of the peak in the beam-former output coincide with changes in the width of the computed source region (compare Figures 4c and 4d with Figures 4e and 4f).

4. Discussion
4.1. Contribution of Ocean Wave Reflection at the Coast to the Noise Generation

[19] The most significant $P$ wave sources mapped in Figure 3 occurred in the deep ocean without contribution from ocean wave reflection on the shore. This view is consistent with the previous studies purely based on data analysis [Gerstoft et al., 2008]. Note that here we chose to limit our analysis to noise events at teleseismic distance from SCSN (distance larger than $30^\circ$), and we therefore do not consider the sources along the coast of North America, such as those documented earlier by Haubrich and McCamy [1969]. We performed the computation using a high reflection coefficient $R^2 = 10\%$ at the coast. To make sure that we did not underestimate the effect of the reflection, we also compute all sources for the year 2010 using an unrealistically high reflection coefficient $R^2 = 50\%$ (red line in Figure 2). With the exception of a few new or stronger peaks, increasing the reflection to an unreasonable level does not change much our results and conclusions.

4.2. Distribution of Microseismic $P$ Wave Sources Versus Sea States

[20] Our numerical model, supported by beam forming analysis, shows that the strongest sources of $P$ waves with frequency of 0.193 Hz occur along the usual storm tracks and close to depths of 2800 or 5600 m. More specifically, the source distribution within $90^\circ$ from the Northern Pacific and above all in the Northern Pacific. In contrast, we report only four noise bursts in the southern Pacific (Julian days 73, 76, and 145). The distribution depicted in Figure 3 is in agreement with the previous local [Koper et al., 2010] and global studies based on data analysis [Gerstoft et al., 2008; Landes et al., 2010]. More specifically, our distribution of sources at a frequency of 0.193 Hz in the North Pacific is well correlated with the patch of sources identified by Koper et al. [2010] at higher frequency (0.5–2 Hz). The period of significant noise generation in the northern hemisphere as documented here is clearly correlated with local winter (Figure 2) and highest storminess. By analyzing the polarization of microseismic surface waves at stations in the northern hemisphere, Stutzmann et al. [2009] also found that northern hemispheric sources dominate during local winter.

Figure 6. Schematic of the generation of double-frequency microseisms along a storm track. The turning winds in the storm system force a wind sea that then propagates as swell in all directions. Later on, because storms typically travel faster than ocean waves, swell $S_1$ generated earlier at time $T_1$ meets swell $S_2$ generated at $T_2$, causing wave-wave interactions and noise in the wake of the storm.
Zhang et al. [2010b] detected the signature of strong storms by performing BFA at the SCSN and noticed that the P wave source location generally coincides with the wake of the storms, supporting previous results from Haubrich and McCamy [1969]. We make the same observation for the two particular events studied here using both BFA and our numerical approach. In the case of the Pacific event, the noise model clearly shows that the storm leaves a "tail" of microseismic sources behind it (see shape of source contours in Figures 4e and 4g). As proposed by Zhang et al. [2010b] and illustrated in Figure 6, the gradual motion of the storm, where turning wind excites waves in all directions, creates regions where swell propagate toward the storm and meet waves still being forced in the active wind sea in the opposite direction. The nature of the link between storms and microseisms has implications for noise-based climate studies. While the effect of seismic attenuation blurs the relation between storms and the sources of surface waves effectively recorded at a given station (see discussion in section 4.3), P waves appear as rather straightforward indicators of the location of noise-generating storms.

4.3. Comparison Between P Wave and Rayleigh Wave Source Distributions

Intrinsically, the distributions of P wave and Rayleigh wave sources differ from each other. Appendix A summarizes the theoretical background for microseismic Rayleigh wave generation [Miche, 1944; Longuet-Higgins, 1950; Hasselmann, 1963], and Figure A1 displays the resulting sources for the specific noise event shown in Figure 1d. The distributions shown on these two figures differ owing to a shift toward shallower water of the maximum response in the case of P waves, due to the more vertical propagation of sound in the water column compared to Rayleigh modes [Ardhuin and Herbers, 2013]. Although the first maximum of the conversion coefficient to P wave energy is close to the peak of the coefficient for Rayleigh waves, the second maximum is much narrower and occurs in water depths 10% smaller than the second maximum of Rayleigh waves. For a period of 5 s, this corresponds to depths of 5600 m,
which is close to the depth of the abyssal plains, representing a vast area of the oceans. But for that period, the second Rayleigh-wave peak is at 6200 m depth, which is not very common. This difference may well explain the relative prominence in the deep ocean of $P$ waves at 5 s period compared to the Rayleigh waves.

[25] In addition, owing to stronger attenuation for surface than for body waves, the link between sea state-induced microseismic sources and the resulting ground motion at a given station is more complex for surface waves. The two large noise events depicted in Figures 3 and 4 occurred close enough to America and East Asia to produce recordable surface waves at on-shore GSN (Global Seismic Network) stations and illustrate this view (Figure 7). Using the numerical approach of Ardhuin et al. [2011], we compute the distribution of the surface wave “effective” sources (equation (A2)), i.e., taking into account severe surface wave attenuation. At a given station, the later may cause weak/close patches of the source region to contribute more than strong/remote patches to the resulting ground displacement (see discussion in Appendix A). To support the numerical results, we perform a polarization analysis [Schimmel and Gallart, 2004; Schimmel et al., 2011b] at stations in the vicinity of the storm tracks. This analysis highlights a significant level of elliptically polarized noise (i.e., Rayleigh waves) with an incoming direction consistent with the computed source location around the storm system. This is consistent with the results of Traer et al. [2012], who found that continental (EarthScope USArray) stations located on the east coast of the U.S. recorded microseismic surface waves incoming from Hurricane Irene, which took place in 2011 along a track similar to our Atlantic storm (Figures 4, 7a, and 7b). In contrast with $P$ waves, some of the strongest “effective” sources of surface waves are offset from the storm center. Also, as illustrated by the “effective” source contours in Figure 7, reflection of ocean waves at the coast promotes sources closer to the stations that are thus less attenuated and that contribute more to the recordable noise background than in the case of body waves. For stations SJG and MAJO (Figures 7 and A2), coastal reflection unambiguously generates the strongest “effective” sources.

4.4. Implications for Seismic Imaging Based on Strong Microseismic $P$ Sources

[24] Our study demonstrates the ability of numerical noise modeling to provide fast and accurate detection of strong $P$ sources, which can subsequently enable travel time estimation, as done by Zhang et al. [2010a]. One of the reasons why seismologists have been using noise is to broaden the distribution of seismic sources based initially on earthquakes only. Nevertheless, the sources analyzed here are found to cluster in well-defined areas. It is thus important to note that the broadening of the source distribution is limited if using the strongest noise source only. With that said, this issue can be mitigated by looking at weaker sources, and our numerical approach proves of great interest for that purpose. Using our model as a guide, we were able to report many cases of significant computed sources in the northern Atlantic (for example, 05 February 2010, Table 1) that caused $P$ arrivals much less prominent in the beam-former output than simultaneous sources in the Pacific and might have remained unrevealed based solely of data analysis. Because swells propagate over long distances, they are likely to encounter other swells or wind seas away from the usual storm tracks (see, for example, the event described in Obrebski et al. [2012]). The sources generated under these specific conditions are expected to be weaker (because interacting swells have been attenuated since they emanated from the storm) and more widely distributed and could be detected by lowering our selection threshold (horizontal line in Figure 2). This observation encourages an extension of the current study, which primary targets are the strongest noise sources.

5. Summary and Conclusions

[25] In this study, we use a numerical model of sea state-induced microseisms to detect and map strong sources of compressional ($P$) body waves. We validate the computed location of sources by performing beam-forming analysis at the Southern California Seismic Network. We provide the first compilation of significant and distributed microseismic $P$ sources for this network, which constitute a valuable database to calibrate or test noise-based methods, such as tomography. We describe in more details two particularly strong events that we attribute to storms in the Pacific and Atlantic oceans. Our main conclusions are the following:

[26] 1. The distribution of the strongest sources of $P$ waves is highly heterogeneous and is concentrated in well-defined areas.

[27] 2. The strong $P$ sources cluster along usual storm tracks in open ocean, mostly without contributions from ocean wave reflection at the coast. Therefore, these noise sources most likely result from the interaction between a swell running into another swell or into a wind sea (class III, as defined in Ardhuin et al. [2011]).

[28] 3. We find several examples of microseismic $P$ waves emanating directly from storm systems. This simple link between $P$ wave sources and storms has practical implications for noise-based climate studies.

[29] 4. The respective distributions of the microseismic sources that make up the body and surface wave wavefields are different, owing to distinctive amplifications of the ocean wave-induced pressure perturbation at the noise source, and different attenuation along seismic paths.

[30] 5. The numerical approach allows targeting microseismic sources in a specific area and time period. Used as a guide, it has thus great potential for beam-forming analysis and noise-based tomography by avoiding random data mining and by simplifying the detection of weaker and more widely distributed sources.

Appendix A: Numerical and Observational Results for Microseismic Surface Waves

[31] Following the theory introduced in section 2.1, for Rayleigh waves, the seismic response for a uniform crust depends on the water depth, crust density, and period:

$$S_{DB}(f_c)\approx 4\pi^2 f_c F_{AD}(f_c) \frac{\beta^2 c_R^2}{\rho_s^2 + \beta^2}$$

(A1)

where $\rho_s$ is crustal density, $\beta$ the shear wave speed, and $c_R$ a nondimensional coupling factor (Figure A1a)
between ocean and crust [Longuet-Higgins, 1950]. This response is the rate of increase of the surface vertical ground power spectrum, per unit propagation distance, and will be referred to as the surface wave source for the sake of simplicity.

[32] Here we introduce the distinction between surface wave sources (\(S_{DF}\) in equation (A1)) and “effective” sources (see equation (A2)), meaning those that effectively contribute to the resulting ground displacement once taken into account the effect of geometrical spreading and attenuation (quality factor \(Q\)) from the source to the receiver. Surface waves are severely affected by attenuation. Therefore, weaker but closer patches of the source region may contribute more than stronger but more remote patches. This does not hold for teleseismic (epicentral distance larger than 30°) body waves for which the attenuation is weaker and the source dimensions are small. Weaker but closer patches of the source region may contribute more than stronger but more remote patches. This does not hold for teleseismic (epicentral distance larger than 30°) body waves for which the attenuation is weaker and the source dimensions are small compared to the source-station distance. Consequently, each individual patch of the source region contributes according to its intensity, almost independently from epicentral distance, and the concept of “effective” sources is not relevant. For Rayleigh waves, the spectrum of the vertical ground displacement observed at longitude \(\lambda\) and latitude \(\phi\) is obtained by summing the “effective” sources over the area of ocean.

\[
F_\alpha(\lambda, \phi, f_s) = \int_{-\pi/2}^{\pi/2} d\phi' \int \frac{S_{DF}(f_s)}{R_E \sin \alpha} e^{-2 \pi R_E / f_s (\cos \lambda + \cos \lambda')} R_E^2 \sin \phi' d\phi' d\phi' \quad (A2)
\]

where \(V\) is the seismic group speed, \(R_E\) the earth radius, and \(\alpha\) the angular distance from the source located at longitude \(\lambda'\) and latitude \(\phi'\). Note that a similar expression can be written for the \(P\) waves by writing the recorded noise as the sum of the \(P\) waves arriving from all oceanic locations [Ardhuin and Herbers, 2013, equation (4.45)].

[33] A single value of the quality factor \(Q\) is used for computations and is assumed to integrate the effect of the spatially varying attenuation structure of the oceanic and continental crusts. To some extent, \(Q\) also absorbs part of the 3-D propagation effects that are not accounted for in our model. Therefore, the values that we adjust for \(Q\) must be considered with caution. To obtain synthetic time series (Figure A2), for each event-station pair, we search the values for the reflection coefficient \(R^2\) and \(Q\) that minimize the normalized root mean square error between observed and synthetic root mean square vertical ground displacement.

[34] For the two specific events analyzed here, the model satisfies the data (Figure A2) for stations SJG (\(Q = 80, R^2 = 5.8\%\)), DWPF (\(Q = 175, R^2 = 5.8\%\)), FFC (\(Q = 400, R^2 = 16\%\)), MAJO (\(Q = 60, R^2 = 16\%\)), and PET (\(Q = 60, R^2 = 0\)). For the other stations (BBSR, HRV, SSPA, and WVT), all noise peaks correctly appear in the synthetic time series, but we cannot fit their respective amplitude using one single value for \(Q\) (from 50 up to 400 for SSPA). We attribute this issue to spatially varying attenuation structure along the storm track and complex 3-D propagation effects (especially around BBSR) that are not accounted for. The model does require coastal reflection for three of six stations (DWPF, MAJO, and SJG). For station FFC, the high \(R^2\) value is an artifact. Overall, the model does not require reflection to fit the data. Nevertheless, a peak appears on day 266 that is not well modeled. Increasing the effect of reflection compensates for this model failure. The distribution of surface wave “effective” sources (equation (A2)) displays a large variety of situations. During the Atlantic event (Figures 7a and 7b), stations SJG and DWPF record surface waves not only from the distant area where the storm and the strongest sources occur but also from closer sources offset from the storm center. At SJG, the reflection at the coast accounts for the local sources, which are the strongest “effective” sources for this station (see 40% contours around SJG in Figure 7a). In the case of DWPF, the local sources presumably result from strong local coupling along a north-south oriented strip off the east coast of North America (Figure A1a). Later on during the Atlantic event, the station SFJD samples sources all over the Labrador Sea but is dominated by the spot located at the south tip of Greenland (40% “effective” source contours in Figure 7b).
Acknowledgments. This work was supported by the European Research Council (IOWAGA project), the Program “Investment for the future” Labex Mer (grant ANR-10-LABX-19-01), and the Consolider-Ingenio (Topo-Iberia). M.O. performed the data analysis while visiting the Domaines Océanique laboratory. We thank the editor P. Gerstoft and an anonymous reviewer for their constructive comments. We also thank the operators of Southern California Seismic Network and Global Seismic Network for providing excellent broadband seismic data. Data were obtained from the Southern California Earthquake Data Center.

References


