Dynamic rupture modeling on unstructured meshes using a discontinuous Galerkin method
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[1] We introduce the application of an arbitrary high-order derivative (ADER) discontinuous Galerkin (DG) method to simulate earthquake rupture dynamics. The ADER-DG method uses triangles as computational cells which simplifies the process of discretization of very complex surfaces and volumes by using external automated tools. Discontinuous Galerkin methods are well suited for solving dynamic rupture problems in the velocity-stress formulation as the variables are naturally discontinuous at the interface between two elements. Therefore, the fault has to be honored by the computational mesh. The so-called Riemann problem can be solved to obtain well defined values of the variables at the discontinuity itself. Fault geometries of high complexity can be modeled thanks to the flexibility of unstructured meshes, which solves a major bottleneck of other high-order numerical methods. Additionally, element refinement and coarsening are easily controlled in the meshing process to better resolve the near-fault area of the model. The fundamental properties of the method are shown, as well as a series of validating exercises with reference solutions and a comparison with the well-established finite difference, boundary integral, and spectral element methods, in order to test the accuracy of our formulation. An example of dynamic rupture on a nonplanar fault based upon the Landers 1992 earthquake fault system is presented to illustrate the main potentials of the new method.


1. Introduction

[2] Computational earthquake dynamics is emerging as a key component in physics-based approaches to strong motion prediction for seismic hazard assessment, and in physically constrained inversion approaches to earthquake source imaging from seismological and geodetic observations. Typical applications in both areas require the ability to deal with rupture surfaces of complicated, realistic geometries with high computational efficiency. A variety of numerical methods have been used in the past decades to simulate the dynamics of earthquake rupture, as finite differences (FD) [e.g., Andrews, 1973; Day, 1982; Madariaga et al., 1998; Andrews, 1999; Dalguer and Day, 2007; Moczo et al., 2007; Ely et al., 2009], finite elements (FE) [e.g., Oglesby et al., 1998, 2000; Aagaard et al., 2001], boundary integral (BI) [e.g., Das, 1980; Andrews, 1985; Cochard and Madariaga, 1994; Geubelle and Rice, 1995; Lapusta et al., 2000], spectral element (SE) [Ampuero, 2002; Vilotte et al., 2006; Kaneko et al., 2008], or finite volume (FV) [Benjemaa et al., 2007] methods.

[3] These techniques offer different advantages and drawbacks. The BI method offers very high accuracy and efficiency, but is not well suited for handling heterogeneous media and nonlinear materials. The FD method is very accurate but is difficult to apply to nonplanar faults, with some remarkable exceptions [e.g., Cruz-Atienz and Virieux, 2004]. The FE and FV methods are very flexible geometrically but are often implemented as first- to second-order operators that are very dispersive for wave propagation problems. The hexahedra-based SE method is both accurate and flexible, but designing good quality hexahedral meshes for complicated geometries in three dimensions, such as faults with branching, and adapting smoothly the element sizes to different material properties are still very challenging tasks [Igel et al., 2008] and a major bottleneck.

[4] Here, we present an alternative for the computation of the dynamics of two-dimensional in-plane rupture phenomena, based upon a discontinuous Galerkin (DG) method combined with an arbitrary high-order derivatives (ADER) time integration. The DG methods can be thought of as a high-order version of FV methods, where a polynomial basis is used inside each element to represent the unknowns. In our implementation, triangular elements are used which allows for a better fit of the geometrical constraints of the problem, i.e., the fault shape, and for an easy control of the
2. Dynamics of Fault Rupture

Faults are classically described as surfaces (or curves in two dimensions) of tangential displacement discontinuity (slip) on which traction and slip are related by friction [e.g., Andrews, 1976a, 1976b]. In our description of the rupture process, the material surrounding the fault is assumed elastic, so all nonlinearities of the problem are contained in the fault boundary conditions. We confine the presentation to the 2-D in-plane case. Following usual conventions, we call the sides of the fault the positive and negative sides, and define the fault normal vector pointing from the positive toward the negative side. The kinematics of the sliding process can be described by the slip rate \( \Delta v = v_i - v_j \), where \( v_i \) is the velocity parallel to the fault, and the slip \( \Delta d \) so that \( \Delta v = \Delta d \). We denote \( \tau \) and \( \sigma \) the absolute shear and normal stresses on the fault, respectively.

Slip starts when the shear stress on the fault overcomes a certain threshold, the fault strength. In the Coulomb friction model adopted here the strength is proportional to the normal stress. During active slip, the slip rate and the shear traction have opposite directions. These three phenomena are accounted for in the following expressions:

\[
\begin{align*}
|\tau| & \leq \mu_s \sigma, \\
(\tau - \mu_s \sigma) \Delta v &= 0, \\
\Delta v |\tau| + |\Delta v| \tau &= 0,
\end{align*}
\]

where \( \mu_s \) is the friction coefficient, which generally depends on slip, slip rate and fault state variables. We adopt the linear slip weakening (LSW) friction law [Ida, 1972; Palmer and Rice, 1973]

\[
\mu_f = \begin{cases} 
\mu_s - \frac{\mu_s - \mu_d}{D_c} \Delta d & \text{if } \Delta d < D_c, \\
\mu_d & \text{if } \Delta d \geq D_c.
\end{cases}
\]

In this expression \( \mu_s, \mu_d \) and \( D_c \) are all friction parameters, namely the static friction coefficient, dynamic friction coefficient and critical slip distance, respectively. This friction law, although simple, is sufficient to describe the initial rupture, arrest of sliding and reactivation of slip. Because of its simplicity, it is commonly used in numerical modeling of earthquake dynamics and in related validation problems. Notice that this friction law has discontinuous derivatives with respect to slip. As a consequence, numerical methods which achieve high-order accuracy using smooth polynomial expansions of the variables might fail to describe with sufficient accuracy those rupture phenomena described with the aforementioned LSW friction.

3. The Riemann Problem for Elastodynamics

Considering two-dimensional elasticity for an isotropic medium in velocity-stress formulation and omitting external sources (e.g., moments or body forces) leads to the elastic wave equation, a linear hyperbolic system of the form

\[
\begin{align*}
\frac{\partial}{\partial t} \sigma_{xx} &- (\lambda + 2\mu) \frac{\partial}{\partial x} u - \lambda \frac{\partial}{\partial y} v = 0, \\
\frac{\partial}{\partial t} \sigma_{yy} &- (\lambda + 2\mu) \frac{\partial}{\partial y} u - \lambda \frac{\partial}{\partial x} v = 0, \\
\frac{\partial}{\partial t} \sigma_{xy} &- \mu \left( \frac{\partial}{\partial x} v + \frac{\partial}{\partial y} u \right) = 0, \\
\rho \frac{\partial u}{\partial t} &- \frac{\partial \sigma_{xx}}{\partial x} - \frac{\partial \sigma_{xx}}{\partial y} = 0, \\
\rho \frac{\partial v}{\partial t} &- \frac{\partial \sigma_{yy}}{\partial x} - \frac{\partial \sigma_{yy}}{\partial y} = 0,
\end{align*}
\]

where \( \lambda \) is the first Lamé constant, \( \mu \) is the shear modulus, not to be confused with the friction coefficient \( \mu_f \) mentioned earlier, and \( \rho \) is the mass density of the material. The components of the stress tensor are \( \sigma_{xx}, \sigma_{yy}, \sigma_{xy} \). The components of the particle velocities in \( x \) and \( y \) direction are denoted by \( u \) and \( v \), respectively.

The elastic wave equation requires continuity of the involved variables, i.e., particle velocities and stresses. However, the partial differential equations of (3) can be solved also at variable discontinuities and material discontinuities. An evolution problem with initial values that are piecewise constant, discontinuous across an interface, is called a Riemann problem [Toro, 1999; LeVeque, 2002]. Riemann problems are local, involving only the points immediately contiguous to the discontinuity interface.

Following LeVeque [2002], we group the stress and velocity variables into a vector \( \mathbf{q} = (\sigma_{xx}, \sigma_{yy}, \sigma_{xy}, u, v) \) and write the equations (3) in matrix form as

\[
\frac{\partial \mathbf{q}}{\partial t} + \mathbf{A} \frac{\partial \mathbf{q}}{\partial x} + \mathbf{B} \frac{\partial \mathbf{q}}{\partial y} = 0.
\]

The classical tensor notation is adopted, which implies summation over repeated indices. The matrices \( \mathbf{A}_{pq} \) and \( \mathbf{B}_{pq} \) are the space-dependent Jacobian matrices, which are given explicitly by Käser and Dumbser [2006].

To illustrate the solution of the Riemann problem for the system (4), we consider an element interface \( S \) with a normal that is aligned with the \( x \) axis. The corresponding
Riemann problem is purely one-dimensional and depends exclusively on the Jacobian matrix $A$. We suppose two discontinuous initial states at both sides of the interface, $Q^-$ and $Q^+$, and assume that the material properties are the same on both sides of the interface. The Jacobian matrix $A$ is diagonalized as

$$A_{pq} = R_{pm} \Lambda_{mi} R_{iq}^{-1},$$

where $\Lambda$ is a diagonal matrix containing the eigenvalues $\{\lambda_i\}_{i=1, \ldots, 5}$ of $A$ and $R$ a matrix containing the corresponding right eigenvectors of $A$. The boundary values on the positive side, $Q(S^+)$, are obtained as a linear combination of the right eigenvectors associated to the positive eigenvalues, $\lambda_1$ and $\lambda_2$, corresponding to P and S waves traveling from the negative side to the positive side:

$$Q_p(S^+) = Q_p^+ + \sum_{i=1}^{2} \alpha_i R_{pi}.$$  \hspace{1cm} (6)

The so-called wave strengths $\alpha_i$ are given by

$$\alpha_i = R_{iq}^{-1} \left( Q_{i-}^+ - Q^+_i \right).$$ \hspace{1cm} (7)

Similarly, the boundary values on the negative side, $Q(S^-)$, are obtained from the eigenvectors associated to the negative eigenvalues, $\lambda_4$ and $\lambda_5$:

$$Q_p(S^-) = Q_p^- - \sum_{i=4}^{5} \alpha_i R_{pi}.$$ \hspace{1cm} (8)

In the absence of additional forces both expressions (6) and (8) give the same value, coined the Godunov state:

$$Q'^G_p = Q_p(S^-) = Q_p(S^+).$$ \hspace{1cm} (9)

The explicit values of all variables in the Godunov state are

\[
\begin{align*}
2\sigma'^G_{xx} &= \left(\sigma_{xx} + \sigma_{yy}^\pm\right) + \frac{\lambda}{c_p^\pm} (u^- - u^+), \\
2\sigma'^G_{yy} &= \frac{\lambda}{c_p^\pm} (u^- - u^+) + \left(\sigma_{yy} +\sigma_{xx}^\mp\right) + 2\sigma'^G_{yy}, \\
2\sigma'^G_{xy} &= \left(\sigma_{xy} + \sigma_{xy}^\pm\right) + \frac{\mu}{c_s^\pm} (v^- - v^+), \\
2u'^G &= (u^- + u^+) + \frac{\lambda}{c_p^\pm} \left(\sigma_{xx}^\mp - \sigma_{xx}\right), \\
2v'^G &= (v^- + v^+) + \frac{\mu}{c_s^\pm} \left(\sigma_{xy} - \sigma_{xy}^\pm\right),
\end{align*}
\]

where $c_p$ and $c_s$ are the P and S wave velocities, respectively. Equations (10) show that the Godunov state is the result of applying a bilinear operator to $Q^+$ and $Q^-$, so we define

$$Q'^G = \|Q^+, Q^-\|.$$ \hspace{1cm} (11)

The computation of the Godunov state makes it possible to use discontinuous approximations of the unknowns to solve accurately a physically continuous problem, such as the linear elastic wave equation. This is in fact the main ingredient of FV and DG methods. As an example, we can compute the Godunov state at a boundary for the one-dimensional boundary of length unity that connects two triangular cells. Figure 1 shows a polynomial representation of the shear stress $\sigma_{xy}$, which is continuous inside each of the triangular domains but discontinuous at the interface. Assuming also a discontinuous state of the perpendicular velocity $v$, we can compute the Godunov state along the interface by applying the third and fifth equations in (10). The result is shown in Figure 1, where we have assumed $\rho = 1, \mu = 1$. The two interface values of the discontinuous variables produce one single Godunov state which is pointwise a linear combination of the values at both sides. As a consequence, the Godunov state is smooth if the values of the variables at both sides of the interface are smooth as well.
In order to impose boundary conditions we must perturb the boundary variables out of their Godunov state. Obtaining the perturbed wave strengths in (6) and (8) that enforce a perturbed boundary variable is referred by Käser and Dumbser [2006] as solving the inverse Riemann problem. In our case, in order to impose a perturbed value of fault traction, \( \sigma_{xy} = \sigma_{xy}^G + \delta \sigma_{xy} \) that satisfies a certain friction law, we need to apply

\[
Q_1(S^-) = Q_1(S^+) = \tilde{\sigma}_{xy}.
\]  

(12)

We find that the perturbed values of the wave strengths that ensure (12) are

\[
\begin{align*}
\alpha'_2 &= \alpha_2 + \frac{\delta \sigma_{xy}}{\mu}, \\
\alpha'_4 &= \alpha_4 - \frac{\delta \sigma_{xy}}{\mu}.
\end{align*}
\]

(13)

Substituting these values into (6) and (8) leads to

\[
\begin{align*}
\tilde{Q}(S^+) &= \bar{Q}^G + \left( 0, 0, \delta \sigma_{xy}, 0, \frac{C_2}{\mu} \delta \sigma_{xy} \right)^T, \\
\tilde{Q}(S^-) &= \bar{Q}^G + \left( 0, 0, \delta \sigma_{xy}, 0, -\frac{C_4}{\mu} \delta \sigma_{xy} \right)^T.
\end{align*}
\]

(14)

Notice that (12) is fulfilled by (14) by design, but a side effect of the perturbation is that \( \tilde{Q}(S^+) \neq \tilde{Q}(S^-) \), hence two different values for the boundary velocity are obtained:

\[
\begin{align*}
\tilde{v}^+ &= v^G + \frac{C_2}{\mu} \left( \tilde{\sigma}_{xy} - \sigma_{xy}^G \right), \\
\tilde{v}^- &= v^G - \frac{C_4}{\mu} \left( \tilde{\sigma}_{xy} - \sigma_{xy}^G \right).
\end{align*}
\]

(15)

Making use of the definitions of the Godunov variables \( \sigma_{xy}^G \) and \( v^G \) given in (10), we infer

\[
\begin{align*}
\tilde{v}^+ &= v^G + \frac{C_2}{\mu} \left( \tilde{\sigma}_{xy} - \sigma_{xy}^G \right), \\
\tilde{v}^- &= v^G - \frac{C_4}{\mu} \left( \tilde{\sigma}_{xy} - \sigma_{xy}^G \right).
\end{align*}
\]

(16)

and

\[
\begin{align*}
\tilde{v}^- &= v^G + \frac{C_4}{\mu} \left( \tilde{\sigma}_{xy} - \sigma_{xy}^G \right).
\end{align*}
\]

(17)

These expressions are crucial for the understanding of fault dynamics using fluxes, as they state that a certain imposed traction value instantaneously and locally generates an imposed velocity parallel to the fault. Further, subtracting the equations in (15), we find the slip rate as

\[
\Delta \tilde{v} = \frac{2C_2}{\mu} \left( \tilde{\sigma}_{xy} - \sigma_{xy}^G \right).
\]

(18)

This shows that slip (\( \Delta \tilde{v} \neq 0 \)) occurs only if \( \tilde{\sigma}_{xy} \neq \sigma_{xy}^G \).

Expression (18) is clearly different from the \( \Delta v = v^G - v^- \) commonly used in continuous methods such as FD or FE. Discontinuous methods as FV or DG display in general discontinuities between stresses and velocities at any interface, but this does not represent a discontinuity of the physical variables themselves, which are uniquely determined by the Godunov state. The classical slip rate definition \( \Delta v = v^G - v^- \) is recovered if \( \tilde{\sigma}_{xy} = \sigma_{xy} = \sigma_{xy}^G \); that is, prescribing the traction states at both sides and at the interface to be identical. Only in this context do the classic and the discontinuous expressions for the slip rate fully agree.

The rest of Godunov’s variables, normal velocity and bulk stresses, can be all computed using (10) as they are independent of \( \tilde{\sigma}_{xy} \), thus resulting in a physically continuous problem, although still with a discontinuous mathematical representation.

4. The Numerical Method

In the ADER-DG approach a two-dimensional computational domain \( \Omega \) is divided into conforming triangular elements \( T^{(m)} \) addressed by a unique index \( (m) \). The numerical solution of equation (4) is approximated inside each element \( T^{(m)} \) by a linear combination of space-dependent polynomial basis functions \( \Phi_k(\xi) \) of degree \( N \), where \( \xi = (\xi, \eta) \) are the coordinates in a canonical reference element \( T_E^{[Käser and Dumbser, 2006]} \), and time-dependent degrees of freedom \( Q_p^{(m)}(t) \)

\[
Q_p^{(m)}(\xi, t) = \hat{Q}_p^{(m)}(t) \Psi_k(\xi).
\]

(19)

The index \( p \) is associated with the unknowns in the vector \( Q \). The index \( l \) indicates the \( l \)th basis function and ranges from 0 to \( L - 1 \), where \( L = (N + 1)(N + 2)/2 \) is the number of required basis functions in two dimensions for a polynomial degree \( N \), leading to a numerical approximation of order \( \mathcal{O} = N + 1 \).

Let us assume that the state of the variables \( Q_p \) is known at a certain time level \( t \). Then, multiplying (4) by a test function \( \Phi_k \) and integrating over an element \( T^{(m)} \) and over a time interval of size \( \Delta t \) gives

\[
\int_t^{t+\Delta t} \int_{T^{(m)}} \Phi_k \frac{\partial Q_p}{\partial t} dV dt + \int_t^{t+\Delta t} \int_{T^{(m)}} \Phi_k \left( A_{pq} \frac{\partial Q_q}{\partial x} + B_{pq} \frac{\partial Q_q}{\partial y} \right) dV dt = 0.
\]

(20)

Integration of equation (20) by parts yields

\[
\int_t^{t+\Delta t} \int_{T^{(m)}} \Phi_k \frac{\partial Q_p}{\partial t} dV dt + \sum_{j=1}^3 \int_t^{t+\Delta t} \int_{T^{(m)}} \left( \frac{\partial \Phi_k}{\partial x} A_{pq} + \frac{\partial \Phi_k}{\partial y} B_{pq} \right) Q_q dV dt = 0.
\]

(21)

Equation (21) can then be used to obtain the values of \( Q_p \) at the following time level \( t + \Delta t \), as explained in the introductory papers by Käser and Dumbser [2006] and Dumbser and Käser [2006]. In these seminal studies the
integration of the first and third terms in (21) are fully
detailed. The second term is the sum of numerical fluxes
\( \mathcal{F}_{pk} \) across the three edges, \( j = 1, 2, 3 \), of the triangular
element, accounting for the possible discontinuity of \( \mathbf{q} \).
Although its resolution for interfaces with no faults is
described in the aforementioned papers, for the case of faults
we require a different strategy, explained in section 4.1.

4.1. Fluxes at Faults

[18] We consider for simplicity a single edge of a trian-
gular element with its normal aligned with the \( x \) axis and
drop the \( j \) indices. The flux term in (21) can be expressed as

\[
\mathcal{F}_{pk} = A_{pr} \int_{t}^{t+\Delta t} \int_{s} \Phi_{k} \mathbf{Q}_{r} ds dt. \tag{22}
\]

The integral covers the whole edge \( S \) and a time interval of
size \( \Delta t \). For standard interfaces without faults we have \( \mathbf{Q} = \mathbf{Q}_G = \|Q^r\|, \) where \( Q^r \) is the Godunov state created
from the variable states \( Q^r \) and \( \mathbf{Q} \) at both sides of the fault.
When faults are present, however, some of the values of \( Q \)
must be imposed using, for example, the expressions
derived in section 3 for LSW friction. In this particular
case, for \( Q_1 = \sigma_{xx} \), \( Q_2 = \sigma_{yy} \) and \( Q_4 = u \), expression (22) is
exactly the same as that described in the flux formulation of
Käser and Dumbser[2006]. In contrast, for \( Q_3 = \sigma_{xy} \) and \( Q_5 = v \) a different approach must be followed.

[19] A suitable temporal expansion of the variables at
both sides is obtained via a Taylor expansion near the
time instant \( t \). At time \( t + \tau \), with \( \tau \leq \Delta t \), the expansion reads

\[
Q_p(\xi, t + \tau) = \sum_{k=0}^{N} \frac{\tau^k}{k!} \frac{\partial^k Q_p(\xi, t)}{\partial \tau^k}. \tag{23}
\]

The high-order time derivatives in (23) are substituted by
spatial derivatives using the expression (4) in an iterative
way

\[
\frac{\partial^k Q_p(\xi, t)}{\partial \tau^k} = (-1)^k \left( A_{pq} \frac{\partial}{\partial x} + B_{pq} \frac{\partial}{\partial y} \right)^k Q_q(\xi, t). \tag{24}
\]

This yields

\[
Q_p(\xi, t + \tau) = \sum_{k=0}^{N} \frac{\tau^k}{k!} \left( A_{pq} \frac{\partial}{\partial x} + B_{pq} \frac{\partial}{\partial y} \right)^k Q_q(\xi, t). \tag{25}
\]

The expansion (25) is performed separately for the unknown
states \( Q^r (\xi, t) \) and \( \mathbf{Q} (\xi, t) \) and then linearly combined
according to (10) to obtain the temporal polynomial expansion
of the Godunov state \( \mathbf{Q}_G (\xi, t) = \|Q^r (\xi, t), \mathbf{Q} (\xi, t)\| \).

[20] In preparation for the numerical integration of the
flux (22), we evaluate \( \mathbf{Q}_G (\xi, t) \) at a set of space-time
Gaussian integration points along the triangle’s edge at
space locations \( \xi_i = (\xi, \eta_i) \), with \( i = 1, \ldots, 2N + 1 \), and
along the time axis at time levels \( \tau_l \in [t, t + \Delta t] \), with \( l = 1, \ldots, N + 1 \). We write

\[
Q^G_{pj, l} = Q^G_p(\xi, \tau_l) = \hat{Q}^G_p(\tau_l) \Phi_j(\xi). \tag{26}
\]

Notice that we are using more integration points than are
sufficient for exact Gauss integration given the polynomial
degree of the integrand in (22). Such large number of
integration points can allow future, more general formulati-
ons where, for example, the material properties are
variable inside one element.

[21] We solve for the fault physics locally, at each space-
time integration point, in three steps. First, we evaluate the failure
criterion (1) so that

\[
\hat{\sigma}_{sy,l} = \min \left\{ \sigma_{sy,l}^G, \eta_f \left( \sigma_{sx,l}^G + \sigma_{sx}^0 \right) - \sigma_{sy}^0 \right\}. \tag{27}
\]

where \( \mu_{f,l} \) is the local value of the dynamic friction
coefficient and \( \sigma_{sx}^0 \) and \( \sigma_{sy}^0 \) are the initial normal and shear
stress values, respectively. Once we have solved (27) for the
point \( (\xi, \tau_l) \) we can compute the slip rate using (18) locally such that

\[
\Delta \hat{\nu}_l = \frac{2c_s}{\mu} \left( \hat{\sigma}_{sy,l} - \sigma_{sy,l}^G \right). \tag{28}
\]

The slip \( \Delta \hat{\nu}_l \) is obtained by integrating (28). Finally, we
apply the LSW friction law (2) to obtain the time-updated
value of \( \mu_{f,l+1} \) as

\[
\mu_{f,l+1} = \max \left\{ \mu_{f,l}, \frac{\mu_{f,l} - \mu_{f,l}}{D} \Delta \hat{\nu}_l \right\}. \tag{29}
\]

Equations (27), (28), and (29) are solved for each space-
time integration point while ensuring causality by updating
the time levels in a sequential way, i.e., from \( l = 1 \) to \( l = N + 1 \).

[22] The values of the velocities at each side of the fault
can be retrieved from (16) and (17) as

\[
\hat{v}_{il} = v_{il} + \frac{c_s}{\mu} \left( \hat{\sigma}_{sy,l} - \sigma_{sy,l}^G \right), \tag{30}
\]

\[
\hat{v}_{il} = v_{il} - \frac{c_s}{\mu} \left( \hat{\sigma}_{sy,l} - \sigma_{sy,l}^G \right). \tag{31}
\]

Using the shear stress from (27) and the velocities from
(27), all values of \( \mathbf{Q} \) at the interface are then known and the
flux (22) can be integrated numerically as

\[
\mathcal{F}_{pk} = A_{pr} \sum_{i=1}^{2N+1} \sum_{l=1}^{N+1} \omega_i^p \omega_l^q \Phi_j(\xi) \hat{Q}_{r,l}. \tag{31}
\]

where \( \omega_i^p \) and \( \omega_l^q \) are the weights of the spatial and temporal
Gaussian integration, respectively. The appropriate value of the
fault-parallel velocity, \( \hat{v}^p \) or \( \hat{v}^- \) from equation (27), is
employed depending on which side of the fault the element
under consideration lies on.

[23] Although so far we have considered an edge that has
its normal vector aligned with the \( x \) axis, we can generalize
(31) to an arbitrary orientation of the normal vector \( \mathbf{n} \) as

\[
\mathcal{F}_{pk} = T_{pu} A_{pr} \sum_{i=1}^{2N+1} \sum_{l=1}^{N+1} \omega_i^p \omega_l^q \Phi_j(\xi) \hat{Q}_{r,l}. \tag{32}
\]
where $T$ is a rotation matrix, given explicitly by Käser and Dumbser [2006] and Dumbser and Käser [2006], and $\tilde{q}$ are the variables transformed to the local edge coordinate system from the global $xy$-aligned one by

$$\tilde{q}_p = T_{pq}^{-1} \hat{q}_q.$$  

The fault equations (27) to (27) are readily applied to $\tilde{q}$.

4.2. Stability Criterion

[24] In order to guarantee the numerical stability of our explicit time advancement scheme, we constrain the size of the time step following the Courant-Friedrichs-Lewy (CFL) criterion of Courant et al. [1928], thus having

$$\Delta t \leq \frac{C}{2N + 1} \min \left( \frac{2r_{in}}{c_p} \right).$$

where $C$ is an empirically determined constant (in the following we will use $C = 0.5$) and $r_{in}$ is the radius of the in circle of the triangle. The minimum is taken among all elements in the domain. Note that this is the same stability criterion as that used for the ADER-DG method in the absence of faults.

5. Self-Similar Crack Validation Problem

[25] We test the performance of the ADER-DG scheme for the case of a self-similar crack. In this case the traction at the fault is imposed beforehand as a function of space and time, similarly to the case proposed by Kostrov [1964]. This problem and variations of it have been used in previous works on dynamic rupture modeling [e.g., Andrews, 1985; Cruz-Atienza and Virieux, 2004; Rojas et al., 2008; Benjemaa et al., 2007]. We remark that the problem is not really reproducing the dynamic behavior of a fault because the traction is imposed externally. However, in our case it is advantageous because it allows us to validate the relation between traction and slip rate (18) without having to solve any friction laws or failure criteria, which would add further errors in the final solutions. Furthermore it is easy to model it with the spectral boundary integral equation (SBIE) method in its BIMAT implementation [Cochard and Rice, 2000; Rubin and Ampuero, 2007]. The acknowledged accuracy of this last method makes it usable as a reference solution for our purposes. In our case, the friction coefficient follows the expression

$$\mu_f(x,t) = \max \{\mu_f, \mu_s - (\mu_s - \mu_d)(Vt - |x|)/L\},$$

where we choose to take the values $L = 250$ m, $V = 2000$ m/s, $\mu_s = 0.5$ and $\mu_d = 0.25$. The value of $\mu_f$ is depicted in Figure 2. The problem is further characterized by an initial normal stress of 40.0 MPa and shear stress of 20.0 MPa. We represent a straight fault 20 km long centered at the coordinates origin and surrounded by a homogeneous material with density $\rho = 2500$ kg/m$^3$, P wave velocity $c_p = 4000$ m/s and S wave velocity $c_s = c_p/\sqrt{3}$, so the same material properties as those used by Benjemaa et al. [2007]. The simulation is performed on a rectangular domain of 40 km per 20 km, meshed with elements of 100 m edge length at the fault itself, as shown in Figure 2. The mesh is then smoothly coarsened toward the boundaries of the domain, thus having elements of a maximum of 1000 m edge length. In total the mesh contains 11850 elements. As a comparison, a regular triangular mesh containing equilateral triangles with resolution of 100 m everywhere would contain 13 times more elements. Figure 3 shows the solution obtained with a sixth-order ADER-DG scheme (ADER-DG $O6$) recorded at five different receivers, separated 2000 m from each other, and compared to the reference solution. No large differences between the numerical and the reference solutions can be observed in the slip, slip rate or traction. Furthermore, we have plotted the root-mean-square (RMS) of the time histories of slip rate for the same receivers for the whole 5 s of simulation obtained with schemes $O3$ to $O6$. For distances 2000 m to 8000 m the high-order schemes produce both smaller errors and a slower decrease of accuracy at longer distances. At 2000 m, the schemes $O4$ to $O6$ produce roughly identical results. At longer distances the usage of the highest orders produces more precise results. It is worth noticing that no significant effects from the artificial absorbing boundaries or spurious oscillations are observed. We remark that no artificial damping has been used in any of the simulations.

6. Spontaneous Rupture Validation Problem

[26] We test the performance of the ADER-DG method on a 2-D version of the benchmark problem for spontaneous
rupture propagation of the Southern California Earthquake Center (SCEC). The original 3-D SCEC test (Version 3) is detailed by Harris et al. [2004]. The 2-D analog of this benchmark problem, considered here, was presented by Rojas et al. [2008] and used in further publications in order to assess the accuracy of numerical methods [e.g., Kaneko et al., 2008]. The setup is a straight fault, represented by a 2-D line, embedded in a homogeneous elastic body. The fault is 30 km long, and the medium has a density of $\rho = 2670$ kg/m$^3$, P wave velocity $c_p = 6000$ m/s, and S wave velocity $c_s = 3464$ m/s. A nucleation zone of 3 km is defined at the center of the fault. The fault is governed by a LSW friction law with the parameters given in Table 1.

The problem has been tested in eight different meshes, comprising computational domains of size $72 \times 72$ km, with edge lengths $h$ ranging from 100 m to 1500 m. All meshes are completely unstructured, with regular mesh spacing forced along the fault plane. The mesh is gradually coarsened toward the external boundaries, up to an edge spacing 10 times larger than that at the fault. We have employed different orders, from $O2$ to $O6$. The equivalent mesh spacing, accounting for the polynomial subcell resolution, is $\Delta x = h/(N + 1)$.

### 6.1. Comparison to Other Methods

[28] We first study the similarities between existing numerical methods and the ADER-DG method developed here. We solved the 2-D analog of the SCEC test problem with the following methods: (1) the ADER-DG $O6$ method using an edge length $h = 150$ m, which leads to an equivalent mesh spacing of $\Delta x = 25$ m, (2) the spectral boundary integral equation (SBIE) method of Geubelle and

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nucleation Zone</th>
<th>Outside Nucleation Zone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial shear traction (MPa)</td>
<td>81.6</td>
<td>70.0</td>
</tr>
<tr>
<td>Initial normal traction (MPa)</td>
<td>120.0</td>
<td>120.0</td>
</tr>
<tr>
<td>Static friction coefficient</td>
<td>0.677</td>
<td>0.677</td>
</tr>
<tr>
<td>Dynamic friction coefficient</td>
<td>0.525</td>
<td>0.525</td>
</tr>
<tr>
<td>Critical slip distance (m)</td>
<td>0.4</td>
<td>0.4</td>
</tr>
</tbody>
</table>
Rice [1995] in the multidimensional spectral boundary integral (MDSBI) implementation (E. Dunham, MDSBI: Multidimensional spectral boundary integral, version 3.9.10, 2008, available at http://pangea.stanford.edu/~edunham/codes/codes.html) and a node spacing of $\Delta x = 12.5 \, m$, (3) the traction-at-split-node (TSN) FD method described by Andrews [1973], (4) the staggered-grid split node (SGSN) FD method developed by Dalguer and Day [2007], in particular, the 2-D second-order implementation of Brietzke et al. [2009]. Both FD methods use similar representations of the fault zone and a node spacing of $\Delta x = 12.5 \, m$ with no artificial damping, (5) the spectral element (SE) method (J.-P. Ampuero, SEM2DPACK: A spectral element method for 2-D wave propagation and earthquake source dynamics, version 2.3.3, 2008, available at http://sourceforge.net/projects/sem2d/), with a much finer resolution $\Delta x = 6.25 \, m$ and with no artificial damping, and (6) the same SE method but with Kelvin-Voigt damping (SE-KV) as described by Day and Ely [2002], restricted here to a two-element wide layer around the fault, with artificial viscosity $\gamma = 0.1 \Delta t$.

Figure 4 shows slip rate and shear stress for all methods on the fault point located at $x = 12.5 \, km$. All computed solutions agree in their main features. A first issue apparent from the slip rate plots in Figures 4a and 4b is that both FD and SE undamped simulations produce high-frequency oscillations of amplitudes around 3% of the peak slip rate value. These oscillations are strongly reduced by adding artificial damping terms to the governing equations, as illustrated in Figure 4c by the SE-KV simulation, although the oscillations do not vanish completely with our choice of $\gamma$. Increasing further the artificial viscosity can eliminate the oscillations but has also negative side effects such as a decrease in the peak slip rate and a delay in the rupture times [see, e.g., Dalguer and Day, 2007]. The ADER-DG solutions are remarkably smooth, similar to SBIE solutions, despite containing no additional damping. In fact, the ADER-DG and the SBIE solutions in Figures 4b and 4c are virtually identical, except for a small oscillation of frequency around 30 Hz.

To further explore the frequency dependence of all solutions, we plot in Figure 5 the slip rate spectra, evaluated over a Gaussian-tapered time window containing the rupture front but not the healing fronts, thus avoiding further high-frequency contributions not coming from the rupture front itself. good agreement between all methods is obtained at low and intermediate frequencies, up to 20 or 30 Hz. Moreover, the spectral decay exponents are consistent with theoretical expectations. Recall that if slip rate behaves as $t^\alpha$, where $t$ is time after the rupture front, then its spectrum behaves as $f^{-1/\alpha}$. At low frequencies (below 10 Hz in this example) slip rate spectra decay as $f^{-1/2}$, consistent with the $t^{1/2}$ behavior of singular crack models. At intermediate frequencies (above 10 Hz in this example) the $f^{-3/2}$ decay is consistent with the $v^{1/2}$ onset predicted analytically for slip-weakening crack models under the assumption of a steady state process zone [Ida, 1973]. At very high frequencies the FD and SE methods develop numerical artifacts due to the dispersion relation of the discrete lattice. Artificial damping reduces significantly the amplitude of these artifacts. Comparing the undamped and damped SE simulations reveals that numerical artifacts (spectral peaks) are excited beyond 100 Hz in this example. In contrast, the ADER-DG results have a smooth spectral decay without sign of spuriously amplified modes.

### 6.2. Convergence of the ADER-DG Method

Since analytical solutions do not exist for the spontaneous rupture problem, one cannot determine with absolute certainty which numerical solutions solve the proposed test better. We measure the error of the ADER-DG method by the RMS difference of rupture time, peak slip rate and final slip between our finest grid solution ($O(6, 100 \, m$ edge length) and the solutions for coarser grids. This particular error norm choice will further allow us to compare the accuracy of our method with other numerical solutions. For a justification of the usage of fine-grid solutions for convergence analysis we refer the reader to the appendix of Goto and Bielak [2008]. The RMS are evaluated on fault points spaced every $62.5 \, m$ from the nucleation point, and are expressed as a percentage of the RMS value along the whole fault obtained with our finest solution. The RMS values for the rupture time, peak slip rate and final slip are 3.92 s, 6.78 m/s and 5.90 m, respectively. Receivers located at vertices of triangles are ignored, as they show unrepresentative errors due to the undefined Riemann problem solution at points that are common to more than two elements. The amount of points involved in the RMS computation range from 144 to 207. The difference in rupture time is measured as the first time sample at which the slip rate exceeds the value of 1 mm/s. The peak slip rate value has been obtained by finding the maximum of an interpolating cubic polynomial around the maximum of the slip rate time histories.

The results of the simulations are compiled in Table 2 and plotted in Figure 6. We observe that lower-order schemes can only achieve equivalent errors as higher-order schemes when using a smaller equivalent mesh spacing. Similarly, a better accuracy is obtained for higher-order schemes for the same equivalent node spacing. From Figure 6a it is clear that, when reaching rupture time difference values close to $\Delta t$, the accuracy of all solutions collapse to values on the order of the transit time of the rupture front across a nodal spacing $\Delta x$, which is proportional to $\Delta t$, as has been previously observed for other numerical methods [Day et al., 2005; Dalguer and Day, 2007]. Considering only simulations with RMS above this $\propto \Delta t$ asymptote, the rupture time differences as a function of average grid size $\Delta x$ behave as a power law with convergence exponents (the slopes of the log-log convergence plots) ranging from 1.54 to 2.26, as shown in Table 3. On the other hand, taking only those points obtained with $O(6)$ simulations which lie at $\Delta t$ accuracy we obtain a slope of 1.15, similar to the theoretical power law exponent 1 followed by the time step, as in general the time step (34) is linearly proportional to the minimum mesh spacing. For all cases the scattering around the least squares values is noticeable, due to the use of completely unstructured meshes.

An indicator of the resolution required to model the rupture process with sufficient accuracy is the number of points per median cohesive zone size, $N_r = \Delta x / \Delta x$. The value of the median cohesive zone size $\Delta x = 258 \, m$ was obtained by Rojas et al. [2008] for the 2-D analog of the SCEC test. Figure 6a shows that ADER-DG $O(6)$ yields RMS errors in
rupture times below 0.3% with $N_c \approx 1.5$, corresponding to a mesh spacing $h \approx 1000$ m. This performance is superior to that of the mimetic operator split node (MOSN) scheme and the DFM studied by Rojas et al. [2008], which achieved 0.3% RMS rupture time error at $N_c \approx 3.2$ and $N_c \approx 4.3$, respectively. We note though that these convergence studies must be compared with caution because their respective error norms are based on different reference solutions.

[14] The computational time was measured in all simulations, performed on a single Pentium 4 2.8 GHz processor. Figure 6b shows cost efficiency curves for the ADER-DG method of different orders, defined as the computational

Figure 4. (a) Slip rate and (d) traction recorded at a receiver situated at $x = 12.5$ km. One SE, two FD, and a SBIE implementations are compared to the ADER-DG solution. Zoom of (b) the slip rate and (e) traction for SBIE close to the rupture front. (c) Slip rate and (f) traction compared to the SE method solution with and without Kelvin-Voigt damping.
time required to achieve a given accuracy. The schemes of orders \( O4 \) to \( O6 \) have a similar efficiency which is superior to orders \( O2 \) and \( O3 \), for coarser meshes. After the \( \Delta t \) limit is reached, the trade-off rate drops to a smaller value.

[35] The final slip error, shown in Figure 6c, has a behavior similar to the rupture time error, although with smaller convergence exponents ranging from 0.87 to 1.27, as shown in Table 3. The RMS slip error is however not representative of the whole fault: the maximum slip misfits accumulate on elements containing the fault tips. The fraction of the total RMS accumulated on fault tip elements is higher than 60% in all but three simulations of order higher than \( O2 \), averaging a value of 70.8% through all simulations performed. These errors most likely reflect problems capturing sudden, and probably unrealistic, rupture stopping conditions and can be reduced by smoother transitions to larger strength excess or larger fracture energy. These errors do not visibly propagate across the fault, as the stopping phases are accurately captured in our slip rate time histories elsewhere (see, e.g., Figure 4a). The errors in slip ignoring the fault tip elements are around two thirds of the values shown in Figure 6c.

[36] The peak slip rate differences are plotted in Figure 6d. For the coarser \( \Delta x \) values, the order of the ADER-DG scheme has little impact on the peak slip error. However, for resolutions finer than \( \Delta x = 100 \) m the different convergence exponents produce significant differences in the RMS obtained with different schemes for the same spatial sampling.

7. Mesh Coarsening and Absorbing Boundaries

[37] Throughout sections 4 and 5 we have used meshes with high ratios of coarsening toward the exterior domain boundaries. No strong reflecting phase appears to affect our results on the fault. However we wish to explore the effect of the coarsening on the propagating waves generated by the fault rupture.

[38] We record the fault-parallel velocity, \( u \), at 35 receivers located at coordinates \((0, i)\) km with \( i = 1, \ldots, 35\). We perform two new simulations with an \( O4 \) scheme, using a mesh spacing at the fault of \( h = 375 \) m, which corresponds to \( \Delta x = 93.75 \) m. The first simulation is performed in the coarsened mesh used in section 6, with 5862 elements of size up to \( h = 3750 \) m. The second simulation uses a uniform mesh with constant element size \( h = 375 \) m, with 83,220 elements, roughly 14 times more elements than in the coarsened mesh.

<table>
<thead>
<tr>
<th>( h ) (m)</th>
<th>( O )</th>
<th>( \Delta x ) (m)</th>
<th>RMS Rupture Time (%)</th>
<th>RMS Final Slip (%)</th>
<th>RMS Peak Slip Rate (%)</th>
<th>CPU (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1500</td>
<td>4</td>
<td>375</td>
<td>2.20 \times 10^6</td>
<td>2.85 \times 10^6</td>
<td>4.11 \times 10^6</td>
<td>68</td>
</tr>
<tr>
<td>6</td>
<td>250</td>
<td>3.57 \times 10^5</td>
<td>3.86 \times 10^5</td>
<td>5.06 \times 10^5</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>250</td>
<td>3.00 \times 10^5</td>
<td>3.40 \times 10^5</td>
<td>4.14 \times 10^5</td>
<td>122</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>2.10 \times 10^5</td>
<td>2.60 \times 10^5</td>
<td>3.24 \times 10^5</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>125</td>
<td>2.10 \times 10^5</td>
<td>2.60 \times 10^5</td>
<td>3.24 \times 10^5</td>
<td>122</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>2</td>
<td>250</td>
<td>1.06 \times 10^5</td>
<td>1.34 \times 10^5</td>
<td>1.74 \times 10^5</td>
<td>129</td>
</tr>
<tr>
<td>166.6</td>
<td>6.00 \times 10^4</td>
<td>7.48 \times 10^4</td>
<td>9.58 \times 10^4</td>
<td>2.82 \times 10^5</td>
<td>272</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>82</td>
<td>1.00 \times 10^5</td>
<td>1.25 \times 10^5</td>
<td>1.61 \times 10^5</td>
<td>535</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>83.3</td>
<td>9.00 \times 10^4</td>
<td>1.13 \times 10^5</td>
<td>1.41 \times 10^5</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>375</td>
<td>1.15 \times 10^5</td>
<td>1.45 \times 10^5</td>
<td>1.85 \times 10^5</td>
<td>2.13</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.03 \times 10^5</td>
<td>1.34 \times 10^5</td>
<td>1.74 \times 10^5</td>
<td>538</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>83.3</td>
<td>8.00 \times 10^4</td>
<td>1.13 \times 10^5</td>
<td>1.41 \times 10^5</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>62.5</td>
<td>1.00 \times 10^5</td>
<td>1.34 \times 10^5</td>
<td>1.85 \times 10^5</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>2</td>
<td>150</td>
<td>1.15 \times 10^5</td>
<td>1.45 \times 10^5</td>
<td>1.85 \times 10^5</td>
<td>538</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>1.24 \times 10^5</td>
<td>1.54 \times 10^5</td>
<td>2.04 \times 10^5</td>
<td>1.29</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>80</td>
<td>1.00 \times 10^5</td>
<td>1.34 \times 10^5</td>
<td>1.74 \times 10^5</td>
<td>538</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>47</td>
<td>8.60 \times 10^4</td>
<td>1.13 \times 10^5</td>
<td>1.41 \times 10^5</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>6.11 \times 10^4</td>
<td>8.49 \times 10^4</td>
<td>1.17 \times 10^5</td>
<td>569</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>4.47 \times 10^4</td>
<td>5.98 \times 10^4</td>
<td>8.49 \times 10^4</td>
<td>1.17</td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>2</td>
<td>125</td>
<td>7.83 \times 10^4</td>
<td>1.13 \times 10^5</td>
<td>1.74 \times 10^5</td>
<td>538</td>
</tr>
<tr>
<td>3</td>
<td>62.5</td>
<td>7.83 \times 10^4</td>
<td>1.13 \times 10^5</td>
<td>1.74 \times 10^5</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>37.5</td>
<td>6.27 \times 10^4</td>
<td>9.04 \times 10^4</td>
<td>1.34 \times 10^5</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>30</td>
<td>4.78 \times 10^4</td>
<td>6.99 \times 10^4</td>
<td>1.07 \times 10^5</td>
<td>2.65</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>25</td>
<td>4.78 \times 10^4</td>
<td>6.99 \times 10^4</td>
<td>1.07 \times 10^5</td>
<td>2.65</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>4.78 \times 10^4</td>
<td>6.99 \times 10^4</td>
<td>1.07 \times 10^5</td>
<td>2.65</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>60</td>
<td>4.78 \times 10^4</td>
<td>6.99 \times 10^4</td>
<td>1.07 \times 10^5</td>
<td>2.65</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>125</td>
<td>4.78 \times 10^4</td>
<td>6.99 \times 10^4</td>
<td>1.07 \times 10^5</td>
<td>2.65</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Results of the Simulations Realized for the SCEC Test
The results obtained with both meshes, plotted in Figure 7, show two clear behaviors. First, no main reflection phase is observed in any of the seismograms. This is to be expected because, on the receiver line, the main reflected energy has normal incidence to our absorbing boundaries (see Käser and Dumbser [2006] for details on the absorbing boundary condition) which have a much better performance for this case than for incidence at grazing angles. In addition, we observe that the seismograms lose high-frequency content as we move away from the fault toward larger elements.

To quantify the latter effect, we study some receivers situated at elements of known size and analyze their velocity amplitude spectra (Figure 8). The low frequencies are identical for both meshes. The high frequencies begin to differ from a certain corner frequency which becomes lower as the size of the elements increases. This frequency is found to be approximately \( f_m = 0.69 c_s / h \) Hz in the present case. Figure 8 shows seismograms obtained with the coarsened mesh, unfiltered, and seismograms obtained with the uniform mesh, low-pass filtered with corner frequencies \( f_{m,500} = 5 \) Hz, \( f_{m,1500} = 2.5 \) Hz and \( f_{m,1300} = 1.9 \) Hz. The minimum wavelength resolvable with our scheme is \( \lambda_{\text{min}} = 1.45h \), so that we can resolve wavelengths down to approximately 1.45 times the size of our elements.

### Table 3. Error Convergence Exponents for Schemes of Different Order

<table>
<thead>
<tr>
<th>Error Metric</th>
<th>( \bar{c} 2 )</th>
<th>( \bar{c} 3 )</th>
<th>( \bar{c} 4 )</th>
<th>( \bar{c} 5 )</th>
<th>( \bar{c} 6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rupture time</td>
<td>1.54</td>
<td>1.88</td>
<td>2.04</td>
<td>2.19</td>
<td>2.26</td>
</tr>
<tr>
<td>Final slip</td>
<td>0.87</td>
<td>0.98</td>
<td>1.07</td>
<td>1.27</td>
<td>1.19</td>
</tr>
<tr>
<td>Peak slip rate</td>
<td>0.56</td>
<td>1.13</td>
<td>1.23</td>
<td>1.45</td>
<td>1.40</td>
</tr>
</tbody>
</table>

Figure 6. Convergence results for the 2-D analog SCEC test. Dots are simulation results. Colored thick lines of different steep slopes show least squares fits of these dots obtained by different orders of accuracy. To this end, we used only dots which have not reached the \( \Delta t \) uncertainty levels, whereas the thick black line has been obtained by fitting the remaining points. The thin lines of smaller slope represent the uncertainty levels determined by the \( \Delta r \) values. Misfits are shown for (a) rupture time, (c) final slip, and (d) peak slip rate. (c) The convergence of the rupture time misfit as a function of its computational cost.
For a more thorough study on numerical accuracy of the ADER-DG scheme related to mesh size and propagated wavelengths, see Käser et al. [2008].

8. Dynamic Rupture on a Branched Fault System

To show the potential of unstructured triangular meshes to represent complex fault systems, we simulate an earthquake occurring on the fault system that ruptured during the 28 June 1992 Landers earthquake ($M_w = 7.3$). This earthquake has been previously studied through 3-D dynamic rupture modeling using the boundary integral equation (BIE) method [Aochi and Fukuyama, 2002; Aochi et al., 2002]. The fault system consists of six subfaults. The hypocenter is situated on its southernmost segment, the Johnson Valley fault, at a point which is the coordinate origin of our model.

We assume a homogeneous initial stress field with principal stresses $\sigma_1 = 300$ MPa and $\sigma_3 = 100$ MPa and principal direction N22°E. This creates a heterogeneous stress state along the fault due to the orientation of the strike relative to the principal stresses. The fault has the homogeneous frictional parameters given in Table 4. The nucleation is forced by imposing a lower principal stress value of $\sigma_3 = 70$ MPa over a radius of 1.5 km around the hypocenter. The fault is allowed to rupture spontaneously for 10 s.

We have used a circular domain of 120 km radius, using a mesh spacing of $h = 600$ m at the fault and coarsened up to $h = 6$ km for a total of 9605 elements. The mesh details can be seen in Figure 9. The simulation has been performed using an ADER-DG O5 scheme, reaching the desired simulation time in 2.3 h in a single Pentium 4 2.8 GHz processor.

Figure 10 shows snapshots of particle velocity generated by the earthquake. The rupture initially propagates bilaterally (Figure 10a). After approximately 2 s the northern rupture front faces the choice of following the Johnson Valley fault or breaking the eastern Kickapoo fault (Figure 10b). This second option seems to be favored as the energy concentrates on the eastern side of the Kickapoo fault. Later on the rupture propagates all along the Kickapoo fault and extends to the Homestead Valley fault. The rupture reaches a relatively sudden end at a kink situated approximately at ($-2, 17$) km and radiates a circular wavefront (Figure 10c). After 6 s most of the rupture has already stopped (Figure 10d).

Aochi et al. [2002] showed that using a homogeneous initial stress the Kickapoo fault does not break, and rupture is confined to the Johnson Valley fault. In order to successfully reproduce the rupture pattern of the Landers earthquake, the authors used heterogeneous initial stress fields. In our 2-D simulation, in order to keep the setup as simple as possible, we kept the initial stress field homogeneous. However, this requires a large nucleation strength excess to break the Kickapoo and Homestead Valley faults, and produces unrealistically large slip at the Johnson Valley fault, of up to 12.3 m. Moreover, the northern branch of the Johnson Valley fault breaks with slip values of around 4 m, compared to the up to 6 m of slip recorded at the Kickapoo fault, and certain locations of the northernmost segments also break eventually with final slip values of up to 1 m in very small patches. These differences between our 2-D results and previous 3-D results are expected, and the only purpose of this exercise is to illustrate the potential of our new method.
better convergence rate whereas both MOSN and DFM are more accurate at $\Delta x = 100$ m. Overall, ADER-DG yields results of similar or better accuracy than other existing methods for the 2-D analog of the SCEC test.

The most remarkable outcome of the code comparison exercise in section 6.1 is the relative smoothness of the ADER-DG solution, which is free of spurious high-frequency oscillations. One possible reason for this feature...
is that ADER-DG captures the analytical form of the fault stress response at very high frequencies. In fact, (18) can be rewritten as

$$\tilde{\sigma}_{xy} = \frac{\mu}{2c_s} \Delta \tilde{v} + \sigma_{xy}^G.$$  \hfill (36)

This is analogous to the analytical formulation of the problem as a boundary integral equation problem, the basis of the BI method [e.g., Cochard and Madariaga, 1994], in which the fault tractions are expressed as the sum of a radiation damping term ($\mu \Delta \tilde{v}/2c_s$) and tractions induced by the previous slip history. The radiation damping term is the instantaneous (high frequency) response of the fault stress to slip rate fluctuations. In contrast, FD, FE and SE methods implemented with the natural TSN approach lead to a discrete equation of the form

$$\sigma_{xy} = M \Delta a + \sigma_{xy}^f.$$  \hfill (37)

where $M$ is an effective mass, $\Delta a$ is slip acceleration and $\sigma_{xy}^f$ is a trial stress evaluated from previous values under the assumption of no further slip [see, e.g., Andrews, 1999, equation 3]. We refer here to a primordial relation between traction and slip that depends on the spatial discretization but not on the time discretization scheme. At high frequencies the fault stress fluctuations in both equations (36) and (37) are dominated by the first term of their right hand side, the second term fluctuates more slowly. In FD, FE and SE the second-order, inertial term of equation (37) naturally leads to oscillatory behavior, whereas in ADER-DG and BI the first-order nature of this term in equation (36) leads to the expected radiation-damped behavior.

[50] The practical implication of the absence of amplification of spurious modes is that ADER-DG simulations do not require artificial handling of high frequencies, such as artificial viscous damping or postprocessing filtering. Spurious oscillations pose no serious problem for linear systems, as they can be eliminated by low-pass filtering in a postprocessing stage without compromising the low frequencies. However, for strongly nonlinear problems the spurious oscillations can lead to instabilities or inaccurate results, and are typically damped by artificial viscous terms, like the Kelvin-Voigt mechanism described by Day and Ely [2002]. Artificial viscosity introduces additional dissipation that can affect the solution; for instance, it tends to reduce the rupture speed. Not requiring artificial viscosity in ADER-DG clearly poses a benefit in terms of not introducing accuracy losses due to additional dissipation. Moreover, a proper control on numerical dissipation is particularly important in ill-posed dynamic rupture problems that require regularization, for instance, in some bimaterial rupture problems [e.g., Cochard and Rice, 2000].

As the nonlinearities in dynamic rupture problems are strictly related to the choice of the friction law, one might expect instabilities to show up more strongly for certain laws. In LSW simulations the oscillations do not lead to propagating instabilities, but a stronger feedback would be expected with velocity-dependent friction laws. Fortunately, usual regularizations of velocity-weakening friction by a state variable reduce the order of the rupture front singularity and the amplitude of the associated spurious oscillations, which in practice yields accurate results without artificial damping [Kaneko et al., 2008].

[51] Some aspects of the current formulation of the ADER-DG method for dynamic rupture can be further improved. The first and perhaps more obvious is the linearization approximation assumed when adopting expression (25). Basically, for the time sub levels between two time steps we use predictions of the elastic unknowns obtained with continuous elastic theory, i.e., without faults, based on the so-called Cauchy-Kovalewski procedure [Käser and Dumbser, 2006]. This is clearly inappropriate and a correct study should use a Taylor expansion of the variables which already includes the rupture criterion (27) to recover better convergence rates, for example following what is shown by Castro and Toro [2008] for other nonlinear systems. Nevertheless, using the linearized version of the problem is already producing results which we consider satisfactory.

[52] The ADER-DG scheme, for linear seismic wave propagation problems, is a relatively expensive method in terms of computing time required per element. The addition of fault dynamics in the simulations has little impact on its performance. For the 2-D analog of the SCEC test case, we observe an increase of the CPU time of about 4.5% in the worst case with respect to a simulation on the continuous elastic case with the same mesh and with an identical order and number of iterations. We regard this percentage as negligible.

![Figure 9. Mesh used for simulation of the dynamic rupture of the Landers fault system. The red line depicts the fault traces.](image)
The method is currently limited to linear element boundaries, so curved faults can be represented only by piecewise linear segments, and to constant material properties within each element. On the other hand, the ADER-DG method, unlike the SBIE approach, models the whole wavefield and each element can be considered viscoelastic, anisotropic and/or poroelastic (see de la Puente [2008] for a review of these cases). Using unstructured meshes can further help to reduce the amount of elements required to mesh very complex structures while its high accuracy could allow the use of coarser spatial samplings than that of other methods and therefore could help ADER-DG to become a competitive tool for dynamic rupture simulations in complicated setups.

The potential of mesh coarsening is twofold. First of all, as has been shown in all cases studied in this paper, coarsening can work as a very effective way to mimic unbounded problems as the domains can be largely extended at the cost of adding a relatively small amount of elements. This is however largely irrelevant, as other approaches can be used for a similar effect (e.g., perfectly matched layers [Collino and Tsogka, 2001; Komatitsch and Martin, 2007]). The other potential use, far more unique and

![Figure 10](image)

Figure 10. Snapshots of absolute particle velocity for the Landers fault system taken at (a) 1, (b) 2, (c) 4, and (d) 6 s. The direction of the principal stress $\sigma_1$, N22°E, is shown as a green arrow.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rupture Time Order</th>
<th>Rupture Time RMS</th>
<th>Peak Slip Rate Order</th>
<th>Peak Slip Rate RMS</th>
<th>Final Slip Order</th>
<th>Final Slip RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADER-DG C6</td>
<td>2.26</td>
<td>0.1%</td>
<td>1.40</td>
<td>9.0%</td>
<td>1.19</td>
<td>0.4%</td>
</tr>
<tr>
<td>FV</td>
<td>1.78</td>
<td>5.0%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>SE</td>
<td>1.88</td>
<td>1.0%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>DFM</td>
<td>1.53</td>
<td>0.8%</td>
<td>0.68</td>
<td>6.5%</td>
<td>1.28</td>
<td>1.3%</td>
</tr>
<tr>
<td>MOSN</td>
<td>0.97</td>
<td>0.4%</td>
<td>0.85</td>
<td>7.0%</td>
<td>1.14</td>
<td>1.2%</td>
</tr>
</tbody>
</table>

*All RMS values correspond to resolutions of $\Delta x = 100$ m. The FV convergence value has been inferred from Figure 11 of Benjamia et al. [2007] and is lower than their reported value (1.8 to 2.1). The SE values have been obtained in a subset of integration points and not along the whole fault line. NA, not applicable.
interesting, is the adaptation of the mesh size to the resolution required by the problem locally. Dynamic rupture simulations require a fine sampling of the fault in order to capture the cohesive zone. Applying this fine sampling to the whole wave propagation medium would imply to resolve frequencies much higher than what is typically regarded as useful in strong ground motion records. This warrants a different mesh resolution for the rupture process and for the propagation of the waves. Most mesh-based methods (FD, FE and SE) provide some kind of mesh coarsening strategy. However, a smooth or abrupt transition from a fine to a coarser mesh has to be implemented with care in order to avoid spurious numerical noise or reflections due to the transition [e.g., Moczo et al., 2007]. In contrast, in the presented ADER-DG method using unstructured triangular meshes the mesh coarsening is a pure mesh generation issue and no particular implementation is necessary. The coarsening of the mesh then acts as a filter on the outward propagating wave which leaves the lower frequencies unaffected and does not produce noticeable spurious reflections. We believe this is a remarkable property which rounds up the great potential of the ADER-DG method as a tool to simulate earthquake scenarios with a correct representation of the fault and accurate propagation of the waves through very heterogeneous media. [55] The obvious next step in the development of the method is to extend the implementation to three dimensions, where the simplicity of tetrahedral meshing will prove more useful for many scenarios and realistic applications. This is especially promising if combined with the so-called local time stepping (LTS) algorithm, that relaxes the CFL stability condition to make it local instead of global [Dumbser et al., 2007]. The reduction of iterations required can considerably speed up the simulations, especially in meshes including elements of very dissimilar sizes. Further improvements will aim at introducing more complex friction laws as well as the heterogeneous Riemann problem, in order to simulate bimaterial ruptures.

10. Conclusion

[56] The ADER-DG method has been successfully adapted to the simulation of dynamic rupture under linear slip weakening friction. We have solved the Riemann problem for elastodynamics to find a linear relation between slip rate and traction at any fault point. This relation is not dependent on the actual choice of the friction law and might be the reason for the remarkably smooth solutions obtained, similar to those obtained with the SBIE method. Such smoothness makes it unnecessary to apply any sort of viscous damping mechanisms in the model. The results obtained for a simple test case show that a scheme of sixth order, i.e., using polynomials of degree five in space and time to represent the unknowns, reaches an error smaller than 0.3% with 1.5 equivalent nodes per cohesive zone size. All orders investigated produce converging solutions for all error measures used: RMS of rupture time, peak slip rate and final slip. The ADER-DG O6 method displays power law exponent on the convergence experiment for the 2-D analog of the SCEC test of 2.26 for rupture time, 1.40 for peak slip rate and 1.19 for final slip. Additionally we have shown with an application example that the method is very well suited for the simulation of earthquake scenarios involving fault systems which include variations in strike and multiple branches. The method has also been proved to have a very good behavior for meshes with varying element size. The overall effect of a mesh coarsening is the reduction of the amplitude spectra at high frequencies while the low frequencies are preserved. No increase of amplitude in the form of spikes in the spectra is observed for any frequency when comparing results obtained with a coarsened mesh to those obtained on meshes with regular element size. For the 2-D analog of the SCEC test case and for C4 we find the relation between minimum wavelength resolved and element spacing to be $\lambda_{\text{min}} = 1.45 \text{ h}$. We conclude that the combination of meshing flexibility and high-order accuracy of the ADER-DG method makes it a very interesting tool to study earthquake dynamics on complex fault systems.
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