A conservative strategy to couple 1D and 2D models for shallow water flow simulation


Abstract

A 1D-2D coupled numerical model is presented in this work. 1D and 2D models are formulated using a conservative upwind cell-centered finite volume scheme. The discretization is based on cross sections for the 1D model and with triangular unstructured grid for the 2D model. The resulting element of discretization for the coupled model is analysed and two different coupling techniques based on mass conservation and mass and momentum conservation respectively are explored, considering both frontal and lateral configurations. The interaction with the boundaries in each model is highlighted and the necessity of using the appropriate strategy according to the flow regime is also justified. The coupled model is tested through academic test cases where the numerical results are compared with a fully 2D model as well as with experimental measurements in steady and unsteady scena-
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rios. It is also applied to a real world configuration, where the flood wave propagation in the river bed is simulated by means of a 1D model and the inundation of the riverside is dealt with a 2D model. The computational gain is also analysed.
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### 1. Introduction

Growing population and economic activities near rivers have caused an increased flood risk to many urban regions. Computers and modelization help assess and manage flood risk. One dimensional (1D) hydrodynamic models have been widely used in modelling flood flows [1, 2, 3]. This type of models are computationally efficient for dealing with large river/channel systems and several other hydraulic structures. However, when modelling floodplain flows, their accuracy and appropriateness decreases. Quasi 2D models have been developed for that situation, in which the floodplain is discretized into a network of virtual river branches and spills linked with main river channels [4, 5, 6]. Although this approach has been successfully used for many flood studies, it is generally time-consuming in setting up the initial model and the accuracy of predictions varies with the way in which the floodplain is discretized. Depth-integrated two dimensional (2D) hydrodynamic models have been used for many years for predicting free surface flows, but they are generally more computationally expensive when dealing
with channel networks and hydraulic structures. The increasing availability of digital topographic data in recent years provides this type of models with a wider scope of application. 1D approximations require less information and are computationally time saving while 2D models when the real flow pattern does not correspond with a 1D domain, give more precise results but are time consuming and more topographical demanding. Therefore, with the need to improve modelling accuracy and to gain computational time, coupled modelling approaches of 1D and 2D shallow water models are increasingly used.

Coupled 1D-2D models have been developed in recent years and successfully applied to large and complex river systems [7, 8, 9, 10]. Some authors [11, 12] propose using only the 1D model to predict flow velocity and water level within the main river network. If large areas are inundated owing to a breach of a section of river embankment, it is likely that the flows would no longer be 1D. In such case the 2D model is used to predict the flow velocity and inundation levels in the flooded area. The models are linked by a weir equation, in which the volume of flow from the 1D domain to the 2D domain is determined by the water level difference. Another form to couple 1D-2D hydrodynamic models consists of a transformation of 2D quantities to 1D quantities just averaging the 2D terms along the cross sections and imposing continuity at the interfaces. After that, a subdomain iterative procedure is carried out to solve the coupled 1D-2D problem [13]. This technique turns out to be a reliable strategy provided that a proper choice of the subdomain
is performed, only for simple configurations (e.g. a straight channel or a river bifurcation). Some recent works propose more sophisticated ways for 'stitching' both models. For example, they can be connected by internally coupling the 1D node with the center of the 2D grid cell [14], by considering the numerical fluxes of each model [15] and also by introducing several corrections in the momentum quantity transfer due to the occurrence of swirls [16].

The concern of source terms and the possibility of linking both models in discontinuous topography is explored in [17].

Most of these coupled model approaches, developed from previous existing 1D and 2D models, require a deeply overview concerning how each model is perceiving the coupling by itself. The boundary conditions in each model play an important role within the modelization due to the fact that the end of the 2D domain is always interacting with the 1D model hence the boundary treatment should be continuously considered.

Bearing this in mind, two coupling strategies based on a mass conservation and a complete mass and momentum conservation will be proposed in order to cover all possible flow situations and to approximate faithfully the results given by a fully 2D model. The formulation is presented in a general expression, covering both frontal and lateral coupling configurations with respect to the 1D model. The bed slope and friction source terms relating to the 1D and the 2D models are included in the formulation of the coupled scheme. Emphasizing the idea of a correct conservation philosophy and taking into account the information which leaves out the 1D or 2D
domains, the adequate use of each strategy according to the flow conditions will be inherently justified and subsequently corroborated. Both models built using a conservative upwind cell-centered finite volume scheme based on Roe Riemann solver across the edges [18]. The topography is represented with cross sections for the 1D model and with DTM (Digital Terrain Model) in a triangular unstructured grid for the 2D model.

The main objective of this manuscript is to enhance the correct formulation of coupled models based on existing 1D and 2D models. One test has been chosen for calibration corresponding to a extreme dam break in a channel propagating into a flood plain [19]. Being a test case without almost influence of source terms, the hydrodynamic of the system can be deeply analysed when coupling both models. Then, a trapezoidal channel connected laterally with a floodplain area is used as validation test case including steady and unsteady flow scenarios and comparing the numerical results with a fully 2D model in terms of time evolution of several probes located at the domain. The behaviour of this coupled model is also performed in a Y-shape junction problem, with two geometry configurations that have an impact on the flow regime. Finally, it is applied to the Ebro river, a real meandering river with complex topography where the numerical results of the coupled model in terms of flooding extension and longitudinal profiles are compared with those obtained with a fully 2D modelization. The computational gain achieved by the proposed 1D-2D coupled model is also estimated in all the test cases presented, analysing the results in terms of
speed-up in comparison with a complete 2D model.

2. Governing equations

2.1. 1D model equations

Equations can be derived from mass and momentum control volume analysis:

$$\frac{\partial U(x, t)}{\partial t} + \frac{dF(x, U)}{dx} = H(x, U)$$  \hspace{1cm} (1)

$$U = \begin{pmatrix} A \\ Q \end{pmatrix}, \quad F = \begin{pmatrix} Q \\ \frac{Q^2}{A} + gI_1 \end{pmatrix}, \quad H = \begin{pmatrix} 0 \\ g[I_2 + A(S_0 - S_f)] \end{pmatrix}$$  \hspace{1cm} (2)

where $Q$ is the discharge, $A$ is the wetted cross section area, $g$ is the acceleration due to the gravity, $S_0$ is the bed slope

$$S_0 = -\frac{\partial z_b}{\partial x}$$  \hspace{1cm} (3)

where $z_b$ is the bed level. $S_f$ is the friction slope here represented by the empirical Manning law

$$S_f = \frac{Q^2n^2}{A^2R^{4/3}}$$  \hspace{1cm} (4)

being $R$ the hydraulic radius and $n$ the Manning’s roughness coefficient. $I_1$ represents a hydrostatic pressure force term
in a section of water depth $h = z_s - z_b$, water surface level $z_s$ and width $\sigma(x, \eta)$ at a position $\eta$ from the bottom (see Figure 1). Therefore, the cross sectional wet area can be expressed as follows:

$$A(x) = \int_0^h \sigma(x, \eta) \, d\eta$$

(6)

On the other hand, $I_2$ accounts for the pressure force due to the longitudinal width variations:

$$I_2(x) = \int_0^h (h - \eta) \frac{\partial \sigma(x, \eta)}{\partial x} \, d\eta$$

(7)

2.2. 2D model equations

The water flow volume and momentum conservation:

$$\frac{\partial U}{\partial t} + \frac{\partial F_x(U)}{\partial x} + \frac{\partial F_y(U)}{\partial y} = H(U)$$

(8)

where the conserved variables:

$$U = (h, q_x, q_y)^T$$

(9)

$q_x = uh$ and $q_y = vh$, and the fluxes of these variables:
\[
\mathbf{F}_x = \left( q_x, \frac{q_x^2}{h} + \frac{1}{2}gh^2, \frac{q_xq_y}{h} \right)^T, \quad \mathbf{F}_y = \left( q_y, \frac{q_xq_y}{h}, \frac{q_y^2}{h} + \frac{1}{2}gh^2 \right)^T
\] (10)

The source terms of the momentum are due to the bed slope and friction

\[
\mathbf{H} = (0, gh(S_{0x} - S_{fx}), gh(S_{0y} - S_{fy}))^T
\] (11)

where the bed slopes of the bottom level \( z_b \) are

\[
S_{0x} = -\frac{\partial z_b}{\partial x}, \quad S_{0y} = -\frac{\partial z_b}{\partial y}
\] (12)

and the friction losses are written in terms of the Manning’s roughness coefficient \( n \):

\[
S_{fx} = \frac{n^2u\sqrt{u^2 + v^2}}{h^{4/3}}, \quad S_{fy} = \frac{n^2v\sqrt{u^2 + v^2}}{h^{4/3}}
\] (13)

### 3. Numerical scheme

The numerical scheme applied in this work is the first order upwind finite volume model. In both 1D and 2D cases, the system can be written:

\[
\frac{\partial \mathbf{U}}{\partial t} + \nabla \mathbf{E} = \mathbf{H}
\] (14)

being \( \mathbf{E} = \mathbf{F} \) in the 1D model and \( \mathbf{E} = (\mathbf{F}_x, \mathbf{F}_y) \) in the 2D case. Integrated in a volume or grid cell \( \Omega \):
\[
\frac{\partial}{\partial t} \int_{\Omega} U \, d\Omega + \int_{\Omega} \nabla E \, d\Omega = \int_{\Omega} H \, d\Omega \Rightarrow \frac{\partial}{\partial t} \int_{\Omega} U \, d\Omega + \oint_S E \cdot n \, dS = \int_{\Omega} H \, d\Omega
\]  

(15)

where \( n \) is the outward normal direction, \( E \cdot n \) is the normal flux and \( S \) denotes the surface surrounding the volume \( \Omega \).

3.1. 1D numerical scheme

It is possible to express the equations (1), (2) in a non-conservative form as in [20]:

\[
\frac{dF(x, U)}{dx} = \frac{\partial F(x, U)}{\partial x} \bigg|_{U=\text{const}} + \frac{\partial F(x, U)}{\partial U} \bigg|_{x=\text{const}} \frac{\partial U(x, t)}{\partial x}
\]  

(16)

Using (16), the 1D shallow water equations can be formulated as follows:

\[
\frac{\partial U(x, t)}{\partial t} + J(x, U) \frac{\partial U(x, t)}{\partial x} = H'(x, U)
\]  

(17)

being \( H'(x, U) \) the vector related with the sources expressed in the non-conservative form:

\[
H'(x, U) = H(x, U) - \frac{\partial F(x, U)}{\partial x}
\]  

(18)

and \( J \) the Jacobian matrix of the original system.
\[ J = \frac{\partial F}{\partial U} = \begin{pmatrix} 0 & 1 \\ c^2 - u^2 & 2u \end{pmatrix} \]  \hspace{1cm} (19)

with \( u = Q/A \) and \( c = \sqrt{g A/B} \) (\( B \) is the top width at the free surface).

Following the Leibnitz rule, it is possible to express the link between \( I_1 \) and \( I_2 \) in this manner [21]:

\[ \frac{\partial I_1}{\partial x} = I_2 + A \frac{\partial h}{\partial x} \]  \hspace{1cm} (20)

As stated in [20, 22], the total derivatives accounts for the pure spatial variations in \( x \). Moreover, it is worth remarking the difference between the partial and the total derivatives when discretizing the equation: the discrete increments approach actually the total derivatives and not the partial derivatives. Therefore, all terms have to be carefully expressed in total derivatives.

In particular:

\[ \frac{dh}{dx} = \frac{\partial h}{\partial x} + \frac{\partial h}{\partial A} \frac{\partial A}{\partial x} = \frac{\partial h}{\partial x} + \frac{1}{B} \frac{\partial A}{\partial x} \]  \hspace{1cm} (21)

From (20) and (21), the non-conservative source term is expressed as follows:

\[ \mathbf{H}'(x, U) = \mathbf{H}(x, U) - \frac{\partial F(x, U)}{\partial x} = \begin{pmatrix} 0 \\ g A \left( S_0 - S_f - \frac{dh}{dx} + \frac{1}{B} \frac{dA}{dx} \right) \end{pmatrix} \]  \hspace{1cm} (22)

where the equivalence between the partial and total \( x \)-derivatives of the con-
solved variable $A$ should be noted. The Jacobian matrix (19) can be diagonalized

$$J = P \Lambda P^{-1}, \quad \Lambda = P^{-1} J P$$

where the diagonal matrix $\Lambda$ is formed by the eigenvalues of $J$, and $P$ is constructed with its eigenvectors.

$$P = \begin{pmatrix} 1 & 1 \\ \lambda_1 & \lambda_2 \end{pmatrix}, \quad \Lambda = \begin{pmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{pmatrix},$$

$$e_k = \begin{pmatrix} 1 \\ \lambda_k \end{pmatrix}, \quad \lambda_1 = u - c, \quad \lambda_2 = u + c$$

The equations in non-conservative form can be discretized in a regular mesh by means of the first order explicit scheme. Roe’s linearization [18] allows one to express the differences in the conserved variables and in the source terms across the grid edge $i + 1/2$ as a sum of waves:

$$\delta U_{i+1/2} = U_{i+1} - U_i = \sum_{m=1}^{2} (\tilde{\alpha}_m \, e_m)_{i+1/2},$$

$$\big(\tilde{H}' \delta x\big)_{i+1/2} = \sum_{m=1}^{2} (\tilde{\beta}_m \, e_m)_{i+1/2}$$

with
\( \tilde{\lambda}_1 = \tilde{u} - \tilde{c}, \quad \tilde{\lambda}_2 = \tilde{u} + \tilde{c}, \quad \tilde{\alpha}_1 = \frac{\tilde{\lambda}_2 \delta A - \delta Q}{2\tilde{c}}, \quad \tilde{\alpha}_2 = \frac{-\tilde{\lambda}_1 \delta A + \delta Q}{2\tilde{c}}, \)

\[
\tilde{\beta}_1 = -\frac{1}{2\tilde{c}} \left\{ gA \left( (\tilde{S}_0 - \tilde{S}_f) \delta x - \delta h + \frac{1}{B} \delta A \right) \right\}, \quad \tilde{\beta}_2 = -\tilde{\beta}_1,
\]

\[
\tilde{u}_{i+1/2} = \frac{\sqrt{A_i u_i + A_{i+1} u_{i+1}}}{\sqrt{A_i} + \sqrt{A_{i+1}}}, \quad \tilde{c}_{i+1/2} = \sqrt{\frac{g}{B_i + B_{i+1}}}
\]

where the tilde variables represent an average state at each edge. An artificial viscosity is proposed to solve the entropy problem [20]:

\[
(\tilde{\nu}_m)_{i+1/2} = \begin{cases} 
\frac{1}{4} [(\lambda_m)_{i+1} - (\lambda_m)_i], & \text{if } (\lambda_m)_{i+1} > 0 \text{ and } (\lambda_m)_i < 0; \\
0, & \text{otherwise}; 
\end{cases}
\]

The contributions due to the fluxes and the source terms can be expressed in a compact formulation including the entropy fix as follows:

\[
\tilde{\gamma}_{i+1/2}^\pm = \left( \frac{1}{2} \left[ 1 \pm \text{sign}(\tilde{\lambda}) \right] \tilde{\gamma} \pm \tilde{\nu} \tilde{\alpha} \right)_{i+1/2}
\]

where

\[
\tilde{\gamma}_{i+1/2} = \left( \tilde{\lambda} \tilde{\alpha} - \tilde{\beta} \right)_{i+1/2}
\]

Therefore, the first order explicit upwind numerical scheme is formulated
\[ \Delta U^n_i = -\frac{\Delta t_{1D}}{\delta x} \left[ \sum_m \left( \tilde{\gamma}_m^+ \tilde{e}_m \right)_{i-1/2} + \sum_m \left( \tilde{\gamma}_m^- \tilde{e}_m \right)_{i+1/2} \right]^n \] (30)

It illustrates that the in-going contributions from left and right walls are used to update the value of the conserved variables at every cell (see Figure 2).

The scheme so built has been proved to be robust, conservative, well-balanced and positivity preserving [22].

The time step \( \Delta t_{1D} \) is dynamically chosen following this expression

\[ \Delta t_{1D} = CFL \min_{i,m} \left( \frac{\delta x_i}{\lambda_m^n} \right), \quad CFL \leq 1 \] (31)

where CFL is the Courant-Friedrich-Lewy number.

3.2. 2D numerical scheme

In the same way, it is possible to define a Jacobian matrix of the normal flux in the 2D model:

\[
\mathbf{J} = \frac{\partial (\mathbf{E} \cdot \mathbf{n})}{\partial \mathbf{U}} = \begin{pmatrix}
0 & n_x & n_y \\
-c^2 n_x - u \mathbf{n} & u n_x + u \cdot \mathbf{n} & u n_y \\
-c^2 n_y - v \mathbf{n} & v n_x & v n_y + u \cdot \mathbf{n}
\end{pmatrix}
\] (32)

with \( \mathbf{n} = (n_x, n_y)^T \) the outward normal vector, \( u = q_x/h, v = q_y/h, c = \sqrt{g h} \) and \( u \cdot \mathbf{n} = u n_x + v n_y \). Following the same philosophy, the Jacobian matrix
(32) is diagonalized in terms of matrices $P$ and $\Lambda$, formed by its eigenvalues $\lambda_m$ and eigenvectors $e_m$ respectively:

$$P = \begin{pmatrix} 1 & 0 & 1 \\ u - cn_x & -cn_y & u + cn_x \\ v - cn_y & cn_x & v + cn_y \end{pmatrix}, \quad \Lambda = \begin{pmatrix} \lambda_1 & 0 & 0 \\ 0 & \lambda_2 & 0 \\ 0 & 0 & \lambda_3 \end{pmatrix},$$

$$e_1 = \begin{pmatrix} 1 \\ u - cn_x \\ v - cn_y \end{pmatrix}, \quad e_2 = \begin{pmatrix} 0 \\ -cn_y \\ cn_x \end{pmatrix}, \quad e_3 = \begin{pmatrix} 1 \\ u + cn_x \\ v + cn_y \end{pmatrix},$$

$$\lambda_1 = u \cdot n - c, \quad \lambda_2 = u \cdot n, \quad \lambda_3 = u \cdot n + c$$

Applying Roe’s linearization [18] it is possible to express locally the difference in vector $U$ across the grid edge $k$ projected onto the matrix eigenvectors basis [24]:

$$\delta U_k = U_j - U_i = \tilde{P}_k \tilde{A}_k$$

where $i,j$ are the indexes of the cells sharing the edge $k$ and $\tilde{A}_k = (\tilde{\alpha}_1, \tilde{\alpha}_2, \tilde{\alpha}_3)_k^T$ contains the set of wave strengths. Following the linearization concept, the source term is included in the Riemann solver as a singular source. Considering that source terms are not necessarily constant in time, the following
time linearization of the non-conservative term is applied [24]:

$$H_k^n = \begin{pmatrix} 0 \\ -g \tilde{h}(\delta z + S_{f,n})n_x \\ -g \tilde{h}(\delta z + S_{f,n})n_y \end{pmatrix}$$ (35)

The source term is next projected onto the matrix eigenvectors basis [24]

$$\tilde{H}_k = \tilde{P}_k \tilde{B}$$ (36)

where $\tilde{B}_k = (\tilde{\beta}_1, \tilde{\beta}_2, \tilde{\beta}_3)^T_k$ contains the source strengths.

$$\begin{align*}
\tilde{\alpha}_1 &= \frac{\delta h}{2} - \frac{1}{2c} (\delta \mathbf{q} \cdot \mathbf{n} - \tilde{\mathbf{u}} \cdot \mathbf{n} \delta h), \\
\tilde{\alpha}_2 &= \frac{1}{c} [\delta q_y - \tilde{v} \delta h)n_x - (\delta q_x - \tilde{u} \delta h)n_y], \\
\tilde{\alpha}_3 &= \frac{\delta h}{2} + \frac{1}{2c} (\delta \mathbf{q} \cdot \mathbf{n} - \tilde{\mathbf{u}} \cdot \mathbf{n} \delta h), \\
\tilde{\beta}_1 &= -\frac{1}{2c} (\delta z + S_{f,n}), \\
\tilde{\beta}_2 &= 0, \\
\tilde{\beta}_3 &= -\tilde{\beta}_1
\end{align*}$$

$$\begin{align*}
\tilde{u}_k &= \sqrt{h_i u_i + h_j u_j}, \\
\tilde{v}_k &= \sqrt{h_i v_i + h_j v_j}, \\
\tilde{c}_k &= \sqrt{2 g \frac{h_i + h_j}{2}}
\end{align*}$$ (37)

where $\tilde{\mathbf{u}} \cdot \mathbf{n} = \tilde{u} n_x + \tilde{v} n_y$, $\delta \mathbf{q} \cdot \mathbf{n} = \delta q_x n_x + \delta q_y n_y$ and the averages states at each wall $k$ are represented with the tilde variables. The entropy fix for the 2D numerical scheme can be found in [24]. The contributions due to the fluxes and the source terms are combined in a compact expression as follows:
\[
\tilde{\gamma}_k = \frac{1}{2} \left[ 1 - \text{sign} \left( \tilde{\lambda}_k \right) \right] \tilde{\gamma}_k \quad \tilde{\gamma}_k = \left( \tilde{\lambda} \tilde{\alpha} - \tilde{\beta} \right)_k \quad (38)
\]

Therefore, the 2D numerical upwind explicit scheme is formulated using the finite volume approach for the updating of a single cell whose area is \( \Omega_i \), dealing with the contributions that arrive to the cell:

\[
\Delta U_i^n = - \frac{\Delta t_{2D}}{\Omega_i} \sum_{j=1}^{N_E} \sum_{m=1}^{3} \left( \tilde{\gamma}_m \tilde{e}_m l \right)_k^n \quad (39)
\]

In this expression, \( N_E \) indicates the number of edges in cell \( i \) and \( l_k \) is the length of each wall edge (see Figure 3). This scheme has been proved to be robust, conservative, well-balanced and positivity preserving even in presence of wet/dry fronts over irregular bed [24].

When considering unstructured meshes in the 2D scheme, the equivalent distance to \( \delta x \), that will be referred to as \( \chi_i \) in each cell, is defined by using the area of the cell as well as the length of the \( k \) edges:

\[
\chi_i = \frac{A_i}{\max_{k=1,N_E} l_k} \quad (40)
\]

Therefore, the time step is again chosen by using the following rule:

\[
\Delta t_{2D} = \text{CFL} \frac{\min(\chi_i, \chi_j)}{\max_m |\lambda^m|} \quad \text{CFL} \leq 1 \quad (41)
\]
4. Coupling strategies

The strategies presented here to couple the 1D and the 2D models are built forcing in all cases mass conservation. For the coupled model, a new element of discretization called *coupling zone* is defined as the region involving the 1D and 2D cells from the discretizations of each model. It always contains one 1D cell and a number $N_C$ of adjacent 2D cells. Figure 4 shows two examples of coupling zones composed by only one 1D cell and some unstructured triangular 2D cells. As can be seen, two possible configurations may be defined with respect to the 1D model: frontal and lateral coupling. The discontinuous line represents the exact place where models connect between them in both configurations.

4.1. Time step choice and model interaction

A common element in both 1D and 2D models is the evaluation of the time step. When dynamically computed from the CFL condition, $\Delta t$ can be different in both models. The global $\Delta t$ taken is the minimum value of the two models, that is:

$$\Delta t = \min(\Delta t_{1D}, \Delta t_{2D})$$

(42)

Once $\Delta t$ is calculated, each model computes separately its own conserved variables according to (30) and (39). The resulting values, not including yet the interaction between the two models will be called from now on *star variables*. So, in each coupling zone, $(A, Q)^*$ and $(h, hu, hv)^*$ are provided
by the 1D and the 2D model respectively. Then, mass and/or momentum conservation is enforced so that the variables can be updated and finally $\Delta t$ is increased. The flowchart of the coupled model is summarized in Figure 5.

Two different coupling strategies are presented on the basis that the computational domains connect at each coupling zone and the boundary conditions and their treatment must be continuously revisited. This is a strong point that justifies the novelty of this work in terms of mass and momentum conservation and that will be also important when choosing the adequate coupling strategy providing the flow regime at the boundary.

4.2. Only Mass Conservation (OMC)

This technique consists of imposing the same water level in the coupling zone considering the involved cells (1D and 2D computational cells) as a single domain where the water volume conservation is enforced. The common water level is based on a strict mass conservation. Both models are coupled by considering the information that crosses the internal boundaries of the coupling zone as relevant in terms of mass conservation [25]. Figure 6 illustrates the contributions to be considered in a frontal coupling and in a pure lateral coupling.

The total water volume of a coupling zone, $V_{CZ}$ can be written as follows:

$$V_{CZ} = A_{1D}^* \delta x + \sum_{i}^{N_C} h_i^* S_i + Q_{1D}^{n} n_{1D} \Delta t + \sum_{i}^{N_C} (\mathbf{F}_{1D}^{n} \cdot \mathbf{n}_i \cdot l_i) \Delta t$$

(43)
where $A_{1D}^i \delta x$ is the volume of water in the 1D cell, $\sum_{i}^{N_C} h_{i}^s S_i$ accounts for the water volume in the $N_C$ 2D cells ($S_i$ is the 2D cell size), $Q_{1D}^n n_{1D} \Delta t$ represents the volume due to the 1D-flow that crosses the 'discontinuous line' separating the two models and $\sum_{i}^{N_C} (\mathbf{F}_{1i}^n \cdot \mathbf{n}_i l_i) \Delta t$ gives information about the water volume provided by the 2D-flow going across the boundaries, where $\mathbf{F}_{1i}^n = (q_x, q_y)$, $\mathbf{n}_i$ the outward normal direction and $l_i$ the length of each wall taking part in the coupling zone. It is easy to see that $n_{1D} = \pm 1$ in the frontal coupling and $n_{1D} = 0$ in pure lateral coupling.

Once $V_{CZ}$ is computed, a new common water level surface $z_{s}^{n+1}$ is imposed in the coupling zone by distributing correctly the water volume in the 1D and the 2D system:

$$V_{CZ} = A_{1D}^{n+1} \delta x + \sum_{i}^{N_C} h_{i}^{n+1} S_i$$  \hspace{1cm} (44)

where

$$A_{1D}^{n+1} = A_{1D}^{n+1}(z_{s}^{n+1}) \quad h_{i}^{n+1} = z_{s}^{n+1} - z_{b_i}$$  \hspace{1cm} (45)

The calculation of the new water surface level $z_{s}^{n+1}$ is not trivial when dealing with complex topography and is explained in Appendix A.

4.3. Mass and Momentum Conservation (MMC)

The aim consists of the extrapolation of the idea used in the OMC strategy in order to achieve, apart from the mass conservation, also the exact
global momentum conservation. For this purpose, not only a common water
level surface is imposed at the coupling zone but also the velocities in $x$ and
$y$-direction are both shared.

In the MMC strategy, the information about the flow direction is of
interest, hence an angle $\theta$ is introduced in the 1D model in order to express
the discharge $Q_{1D}$ as a vector:

$$Q_{1D} \sim (Q_{x1D}, Q_{y1D}) = (Q_{1D} \cos \theta, Q_{1D} \sin \theta)$$  (46)

Using the same procedure as in OMC and also involving the same infor-
mation, it is possible to define the amount of momentum in $x$-direction, $M_x$,
as

$$M_x = Q_{x1D} \delta x + \sum_{i}^N (q_x)_i S_i + E^n_x n_{1D} \Delta t + \sum_{i}^N (F^n_{2i} \cdot n_i) \Delta t$$  (47)

where $Q_{x1D} \delta x$ is the momentum in the 1D-system, $\sum_{i}^N (q_x)_i S_i$ in the 2D-
system and $E^n_x$ and $F^n_{2i}$ accounts for the corresponding fluxes that cross the
boundary shared by 1D and 2D models:

$$E^n_x = \left( \frac{(Q_x)^2}{A} + g I_1 \right)^n_{1D} \quad F^n_{2i} = \left( \frac{q_x^2}{h} + \frac{1}{2} gh^2, \frac{q_x q_y}{h} \right)^n_{i}$$  (48)

The momentum considering the $y$-direction:
\[ M_y = Q_{y1D}^* \delta x + \sum_{i}^{N_C} (q_x)_i^* S_i + E_{y1D}^n n_{1D} \Delta t + \sum_{i}^{N_C} (\mathbf{F}_{3i}^n \cdot \mathbf{n}_i l_i) \Delta t \quad (49) \]

where

\[ E_{y1D}^n = \left( \frac{(Q_y)^2}{A} + gI_1 \right)_1^{n} \quad \mathbf{F}_{3i}^n = \left( \frac{q_x q_y}{h}, \frac{q_y^2}{h} + \frac{1}{2} g h^2 \right)_i^{n} \quad (50) \]

It is clear again that \( n_{1D} = \pm 1 \) in the frontal coupling and \( n_{1D} \) becomes nil in pure lateral coupling.

Once \( M_x \) and \( M_y \) are computed, common average velocity components in \( x \)-direction, \( \overline{u} \), and in \( y \)-direction, \( \overline{v} \), can be derived from the total water volume in the coupling zone \( V_{CZ} \) using

\[ V_{CZ} \overline{u} = M_x \quad V_{CZ} \overline{v} = M_y \quad (51) \]

Finally, the conserved variables are updated as:

\[ (q_x)_i^{n+1} = h_i^{n+1} \overline{u} \quad (q_y)_i^{n+1} = h_i^{n+1} \overline{v} \]

\[ Q_{1D}^{n+1} = A_{1D}^{n+1} (\overline{u} \cos \theta + \overline{v} \sin \theta) \]
4.4. Boundary conditions and the choice of the adequate coupling strategy

When detailing the coupling strategies presented before (OMC, MMC), the information that crosses the internal line that links both models has been included in order to contemplate a fully conservative method. However, it is not the only point to be considered. For example, in a frontal coupling configuration, where the end of the 1D domain connects with the beginning of the 2D system, the boundary conditions are entirely present and it is relevant whether a supercritical or subcritical flow is present at the coupling zone. Therefore, the boundary condition treatment must be analysed in order to achieve a complete 1D-2D coupling model.

In the case of a hyperbolic system, the theory of characteristics provides clear information about the number of external boundary conditions to be imposed at the inlet or at the outlet domain [26]. The set of possibilities is illustrated for the 1D case in Figure 7 and can be summarized as follows [25, 27]:

1. Subcritical inlet flow: One of the variables is enforced and the other are calculated numerically.

2. Supercritical inlet flow: All the variables have to be imposed, no information is provided from the inner cells.

3. Subcritical outlet flow: As in the subcritical inlet flow, one of the variables is required to complete the information at the boundary cell.

4. Supercritical outlet flow: No extra information apart from that computed numerically is needed.
This information must be carefully handled for building the coupled model. In order to distinguish the flow regime, the Froude number is evaluated separately in both models, at each coupling zone. When either the 1D or the 2D model contains a supercritical boundary, the MMC strategy, involving mass and momentum conservation must be imposed. Otherwise, the OMC strategy, where one of the variables (a common water surface level) is enforced, must be used. It can be summarized in the following procedure:

for each CZ do
    evaluate $Fr_{1D}$ at the 1D cell;
    evaluate the average Froude number of all the involved 2D cells
    \[
    Fr_{2D} = \frac{1}{N_C} \sum_{i} Fr_i;
    \]
    if $(Fr_{1D} > 1.0)$ or $(Fr_{2D} > 1.0)$ then
        use MMC;
    else
        use OMC;
    end
end

According to the previous algorithm, the adequate coupling strategy is dynamically chosen at each coupling zone.
5. Numerical results

5.1. Test case 1: Dam-break in a channel with a flood plain

In this section, the simulation of a dam break in a channel that ends into a flood plain [19] is presented. The test case was designed and measured in the National Laboratory of Civil Engineering in the IST in Portugal. Initial conditions are $h=0.504\ m$ at the reservoir and $h=0.003\ m$ in the rest of the channel and flood plain [28]. Solid walls are all around except at the outlet that is free (see Figure 8). There is no elevation in the domain and the friction was previously calibrated with a Manning coefficient of $n=0.009\ s/m^{1/3}$. The time evolution of the water depth was measured at P1, P2, P3, P4, P5 and P6 displayed in Figure 8.

Figure 9 illustrates the discretization used for both frontal and lateral configurations where the mesh used in the 2D domain of the coupled model is unstructured triangular grid. Apart from experimental data, the fully 2D model, used as reference solution whose discretization is composed by 8760 unstructured triangular cells and the fully 1D model, discretized with $\delta x=0.1\ m$ are also included in order to evaluate the relative behaviour of the proposed coupled model. It is worth emphasizing here that the main objective of this work is to evaluate whether the coupled model is able to produce numerical results at least equal to the those from the 2D numerical model but at a reduced computational cost.

Despite the apparent simplicity, this test case represents a dambreak flow with large Froude numbers (near to 4) at the location of the wave front.
The measurements of the water depth contain an experimental uncertainty. As the water depth values are relatively small in this test case (around centimetres) the experimental error is rather noticeable in some probes showing oscillatory experimental data. As already noticed in [28], the numerical models are sometimes unable to reproduce exactly these observances.

Figure 10 shows the comparison of the numerical results obtained with the 1D-2D frontal and lateral coupling, the fully 1D model, the fully 2D model and the experimental measurements in time evolution of the depth of water at the gauge points. Attending to probes P2 and P6, both the 1D-2D frontal and lateral coupling models are able to reproduce faithfully the experimental measurements being very similar to the fully 2D approach. At probe P1, located within the narrow region, the predictions of all models almost coalesce but they are all unable to approximate well the experimental data. This was already noticed in the original work [28]. The same happens at probe P4, where unexpected oscillatory measurements are not reproduced by any model. The behaviour at probe P3 is slightly different. The 1D-2D lateral coupling model does not approximate accurately the experimental data at this probe due to the 1D cross section averaging and the 1D-2D frontal coupling strategy propagates the flood wave slower than the fully 2D model or the experimental data. Probe 5 is located near the lateral wall were the shock wave reflects so that it shows first the arrival of the front and then the arrival of the reflected wave. The fully 2D model and the 1D-2D frontal coupled model, with all the floodplain considered as a 2D domain, show the
best results. They compare to those reported in [28]. The 1D-2D lateral coupled model performs worse due to the forced average values introduced along the 1D domain.

On the other hand, as expected, the fully 1D model, which represents the floodplain as a sudden enlargement, propagates a flood wave faster than the 2D model, giving unrealistic results and providing the worst numerical approximation.

The coupling model designed is able to detect dynamically the Froude numbers at each side of the coupling zone and determine the adequate technique at each moment. For example, the nature of this test case indicates that, during the simulation time, the coupling technique internally adopted by the model is always the MMC strategy due to the supercritical flow regime.

It is worth emphasizing that boundary conditions play an important role in the coupling model proposed in this work. Therefore, a remarkable statement derived from the information needed at the boundaries is that not any strategy is valid for computing certain scenarios. For this purpose, the same dambreak test case is simulated enforcing a OMC strategy everywhere all the time. Results are shown in Figure 11, plotting the experimental measurements at the known gauge points against the OMC approach results. The OMC strategy is unable to approximate the experimental data at almost any of the gauge points, providing also non-physical results as a consequence of a wrong boundary treatment at the coupling zone where less information than
the necessary is provided.

5.2. Test case 2: Channel with a lateral floodplain area

This academic test case deals with a 2000 m long and 68 m base wide trapezoidal channel connected laterally with a floodplain area (Figure 12). A slope of 1/1000 is assumed and the friction is modelled by using different Manning coefficients: $n=0.015 \, s/m^{1/3}$ in the river bed and $n=0.03 \, s/m^{1/3}$ in the lateral floodplain.

Being a synthetic test case, the numerical results obtained by the coupled model will be compared with a fully 2D model through 10 probes situated in the floodplain area. A sketch of the test case containing the location of the probes can be observed in Figure 13.

The comparison with a fully 2D model is only a good measure of the behaviour of a new coupled model when the mesh is fine enough. Unless the previous test case, the channel and floodplain are not flat. The 2D grid refinement should follow the necessity to represent faithfully the topography. In this case, the topography is represented by the 2D model through computational cells covering all the domain and the representation of the terrain is as accurate as the mesh resolution. The trapezoidal cross section is represented by unstructured triangular cells (Figure 14) so that, if a fine discretization is not applied, some errors can be derived from this aspect.

Another source of uncertainty is the meaning and the interpretation of the Manning friction coefficient in each model and the relative connection or
correspondence between the 1D or the 2D model [29, 30]. This topic is out of the scope of this work. However, it must be considered when the numerical results achieved by a 1D-2D coupled model would like to be compared with a fully 2D model and to determine what is the error associate to this parameter.

Two scenarios involving lateral coupling are simulated in order to evaluate again the performance of the scheme: steady and unsteady flow.

5.2.1. Steady flow

A constant discharge of 600 m$^3$/s is introduced as the upstream inlet boundary condition and the model is run until convergence to steady state. A gauging curve is used as outlet boundary condition at the end of the channel. The numerical results obtained by the coupled model are compared with a fully 2D model in terms of longitudinal profile along the channel center line once the steady state is reached (Figure 15) and also registering the time evolution of the water depth at each probe (Figures 16 and 17).

Observing the results, an almost constant difference is appreciated between the fully 2D numerical model and the proposed 1D-2D coupling model. As the difference is almost constant in all the probes it may indicate that the deviation is due to the Manning roughness coefficient in the river bed and its adjustment for each model. In both simulations, the choice of this coefficient has the same value but, however, it is underestimated by the 1D approach (included in the coupled model) achieving a lower water depth in the time evolution of each probe.
In order to corroborate this hypothesis, a new simulation has been carried out by tuning manually the Manning coefficient to $n=0.01605 \, s/m^{1.3}$ in the river bed for the coupled model. The results can be observed in Figure 18 plotting the longitudinal profile all along the channel and in Figures 19 and 20, where the water depth time evolution is registered for both models.

As shown, the results obtained by the coupled model coalesce almost exactly with the same obtained with the fully 2D model. In particular, the behaviour at probe 6 that is always 'dry' is emulated in both models.

The Froude number is less than one in all the domain, so the test case is always developed in a subcritical regime. Therefore, the coupled model is automatically using the OMC strategy during all the simulation in order to compute the water surface level at each coupling zone. In order to check again the importance of the boundary treatment, the same case is simulated enforcing the MMC strategy. Results are shown in terms also of longitudinal profile and time evolution of water depth at each measurement point in Figures 21, 22 and 23. When using the MMC strategy in presence of a subcritical regime, more information than necessary is provided, and the numerical solution achieved by the coupled model is far from that obtained by the fully 2D model arriving to non-physical results.

5.2.2. Unsteady flow

Adopting the modified Manning roughness coefficient $n=0.01605 \, s/m^{1.3}$ in the river bed for the coupled model, a new comparison is proposed by
using the same test case now considering unsteady flow. A triangular inlet
discharge hydrograph (Figure 24) with a peak discharge of 600 m$^3$/s is in-
troduced to the system. The water depth time evolution at the gauge points
(Figure 13) resulting from the coupled model is compared again with a fully
2D model in Figures 25 and 26.

A good agreement is achieved between both sets of numerical results.
Not only the shape of the probes registering some water is respected but also
the absence of water at probes 1, 6 and 7 is well reproduced by the coupled
model.

5.3. Test case 3: Convergence to steady state in a Y junction

Two cases of numerical simulation of the evolution of flow towards steady
state at a junction of three channels of large slope are next presented. The
interest of this test case lies in the changing flow regime due to the configu-
ration of the system hence the dynamically choice of the adequate strategy
(OMC or MMC).

A rectangular cross section channel 1m wide (channel 1) branching into
two channels of the same geometry (channels 2 and 3) are considered. A
constant discharge of 3 m$^3$/s is assumed at the inlet point to channel 1 and
a fixed Froude number of 0.14 is enforced at the outlet of channels 2 and 3,
starting from the initial conditions of uniform water depth of 2 m.

As experimental data are not available for this test case, a fully 2D model
is used to compare with the results achieved by the proposed 1D-2D cou-
pled model. The comparison will be made through the longitudinal profiles achieved by each model as well as through several probes or gauge points placed all along the domain, including the three channels and the junction location. The exact position of the probes is shown in Figure 27.

Two configurations are proposed by changing the bed slope of each channel, leading to different flow regimes. The Manning roughness coefficient is uniformly chosen as \( n = 0.009 \, s/m^{1/3} \).

5.3.1. Supercritical junction

In this example, the values of bed slope

\[
S_{0_1} = S_{0_2} = S_{0_3} = 0.01
\]

The steady state is reached starting from a fully subcritical flow due to the initial condition. When convergence to steady state is achieved, the flow is supercritical all over the domain except for the downstream part of channels 2 and 3, in which identical hydraulic jumps develop to connect with the outlet boundary condition at these locations (Figure 28). The results in terms of water level surface at each probe are plotted in Figure 29 where the coupled model is represented in shadows symbols and the fully 2D model in empty symbols as before.

As can be observed, there is a good agreement between both numerical approaches in all the probes.
5.4. Subcritical junction

With another choice of the bed slope,

\[ S_{0_1} = 0.01 \quad S_{0_2} = S_{0_3} = 0.001 \]  \hspace{1cm} (53)

the equilibrium flow reached is subcritical at the junction but discontinuous in channel 1, where a hydraulic jump connects the two regimes. Therefore, channels 2 and 3 remain always in a subcritical regime. The longitudinal profile for this configuration, when the steady state is reached, is plotted in Figure 30. Also numerical results concerning the evolution in time of the water level surface from the coupled model and the fully 2D model are shown in Figure 31.

The results are almost the same in the fully 2D model and in the coupled model. In particular some oscillations appear in probes 3 to 8 due to the proximity of the hydraulic jump which are well reproduced by the coupled model.

5.5. Test case 4: Real world configuration in a meandering river reach

A case study based on a reach of the Ebro river near urban area (see Figure 32) has been selected to evaluate the uncertainty in the flooding predictions introduced by the choice of the proposed coupled model. The Digital Terrain Model (DTM) used in this work was provided by the Ebro River Basin Administration (www.chebro.es). It had been obtained using the Laser Induced Direction And Ranging (LIDAR) data, by means of a test programme
using a single pulse scanning sensor, with 0.10 m vertical accuracy and 1 m horizontal resolution. The DTM provides data of great accuracy, but does not furnish any information of the region covered by the water. However, the uncertainty on the particular shape of the river bed under the water surface has been eliminated by reconstructing the river able to convey the water discharge that was flowing in the moment of the LIDAR measurements and so that it reproduces the water surface extension and slope as measured. The DTM plus the river bed reconstruction were used as a full bed topography to provide information to both 2D and coupled models.

Two scenarios have been carried out in order to see the performance of the coupled scheme: steady and unsteady flow. Not having an exact solution or measured data in this river reach, the numerical solution from a fully tested 2D simulation model with a fine grid of 200000 unstructured triangular cells (Figure 33 (left)) has been used as a reference solution. In the coupled model, the floodplain inundation is clearly complex hence requiring a 2D model when numerical simulation is sought as more than one flow direction are relevant. Therefore, the river bed will be simulated with a 1D model laterally connected with the 2D model. A detail of the coupling model domains is shown in Figure 33 (right). The discretization in the 1D model is made of 112 cross sections and the 2D domain is covered by almost 46000 triangular cells.

The 2D computations use a single Manning coefficient $n = 0.035 \text{ s/m}^{1.5}$ all over the domain. However, the 1D scheme 'inside' the coupled model needs
a greater coefficient in order to diminish the differences with a 2D model. For this purpose, \( n = 0.035 \, m/s \) has been chosen all along the 2D domain and \( n=0.038 \, m/s \) in the 1D sub-domain of the coupled model.

5.6. Steady flow

The generation of steady state conditions in the river reach has been achieved by convergence to the steady state starting from an empty or dry river. It consists of applying a constant upstream discharge of 600 \( m^3/s \) until the river reach fills up and the outlet discharge is equal to the inlet discharge. Figure 34 illustrates the flooding map predicted by the 2D model (left) and by the 1D-2D coupled model (right). In the 1D-2D representation, the 1D sub-domain shows the cross sectional basis whereas the 2D sub-domain is meshed in triangles. A zoom view of the flooding area has been highlighted. The coupled model approaches very finely the results predicted by the fully 2D model respecting the wet and the dry regions. Moreover, having a coarse representation of the information in the 1D domain (only 112 sections), the color scale for the river bed elevation is almost exactly reproduced. In order to corroborate this hypothesis, the longitudinal profiles along the river centerline, achieved by each numerical model is plotted in Figure 35. As can be appreciated, there is a good agreement between the 2D numerical model and the coupled scheme.

The flooded area predicted by each model represents another measurement of the quality of the results. Table 1 contains the information about
the flooded area computed by the 1D-2D coupled model as well as by the 2D model. The relative error (less than 3%) shows that the proposed coupled scheme is able to approximate well the results achieved by the 2D model.

5.7. Unsteady flow

From a 75 m$^3$/s steady state, unsteady calculations were performed by assuming a triangular shape inlet discharge hydrograph rising to 1300 m$^3$/s in 12 hours. The predicted flood inundations at t=50000 s are shown in Figure 36, computed with a fully 2D model (left) and also calculated with the proposed 1D-2D coupled model (right).

The numerical results indicate that there is a good adjustment between the fully 2D model and the coupled model, respecting mainly the wet and dry zones. Small differences are observed in the first part of the river reach, upstream the island, where the flooded zone predicted by the fully 2D model is larger than that provided by the coupled model. The overall color scale used shows a good agreement not only along the river bed but also over the floodplain. The longitudinal profile (see Figure 37) as well as the flooded area predicted by each model (Table 1) display the quality of the results obtained by the coupled model in comparison with the complete 2D model. The coupled model is able to reproduce all kind of flow situations and predict faithfully the water level surface as presented before hence it may be a 2D model overestimation of the flooding due to the spatial discretization of the river bed bathymetry.
6. Computational time

As displayed in the previous test cases, accuracy is ensured by using the proposed coupled model. As seen, it is able to approach satisfactorily the results offered by the pure 2D model. However, the 2D model has a clear disadvantage associated to the topography discretization due to the fact that the computational time is governed by the cell sizes. Therefore, a compromise between the CPU time and the topography representation must be achieved. In particular, when dealing with a flood scenario, a wrong representation of the bottom bathymetry in the river bed entails wrong results concerning the extension of the flooding. Therefore, a fine discretization should be considered in order to ensure reasonable results with the extra cost in terms of CPU time.

The coupled model eliminates this fine discretization associate to the river bed topography since the 1D model is able to reproduce it very accurate, requiring less information and saving computationally time. Not only a lot of cells which discretized the river bed are discarded for the 2D domain, but also they are possibly the cells which limited the time step size. Therefore, the computational time should be reduced 'a priori' when dealing with a 1D-2D coupled model.

In order to compare the CPU time consumed, Table 2 is attached where each test case enclosed its computational time is analysed for the simulations computed by the fully 2D model and also by the coupled model presented before. The maximum triangle cell area constraint in the fully 2D model
has been chosen equal from that of the 2D domain of the coupled model for each test case hence the uncertainty related with the choice of different computational cell sizes is eliminated.

The results highlight a computational gain achieved by using the proposed coupled model. Test case 1 is the less representative in terms of speed-up than others due to the simulation time (only 10 seconds) as well as the number of cells in the fully 2D model in comparison with the coupled model. However, when dealing with test cases 2, 3 and 4, the speed-up reached by the coupled model is not inconsiderable at all. Furthermore in a real configuration, where the 1D model represents only the river bed and the adjacent low-laying areas are covered by a 2D discretization, the gain observed is particularly noticeable, always achieved without essentially loss of accuracy.

7. Conclusions

A 1D-2D numerical coupled model built from existing both 1D and 2D models is presented in this work. The implementation of a complete 1D-2D model seems a good solution to eliminate not only the limitations of the 1D model related with the underlying mathematical hypothesis which introduce some errors when modelling flooding waves over 2D domains, but also the uncertainty in the 2D model associate to the discrete representation of the topography.

Two possible coupling techniques are displayed. The OMC technique is derived from a total mass conservation in the coupling zone. A new com-
mon level surface is established from the total water volume existing at the coupling zone. The MMC strategy, considered as an extension of the OMC, enforces not only a new common level at the coupling zone, but also the velocities $u$ and $v$ in $x$ and $y$ direction coming from a strictly mass and momentum control. It is important to remark the importance of computing the exact mass and/or momentum conservation, considering the information that crosses the limits of the 1D or 2D domains.

The use of each strategy is not transparent to the boundary conditions of the 1D and the 2D models. The boundary treatment must be revisited and, according to the flow regime, the OMC or MMC strategy must be used to avoid non-physical results.

The effectiveness of the coupling model is tested through diverse test cases where the performed numerical results of the coupling model are compared with a fully 2D model as well as with experimental data if existing. It has also been evaluated in a real world configuration, simulating a reach of the Ebro river by means of a 1D model connected with the riverside floodplain areas which are covered by a 2D domain.

Finally, the computational gain achieved by this proposed coupled model is highlighted in comparison with the CPU time consumed by a fully 2D model.
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Figure 1: Coordinate system in a cross section as used in the 1D model

Figure 2: Sketch of the 1D numerical scheme

Figure 3: Sketch of the 2D numerical discretization
Figure 4: Frontal and lateral coupling zones
Figure 5: Flowchart of the coupled scheme
Figure 6: Contributions to be considered in mass conservation: frontal coupling (left) and lateral coupling (right)

Figure 7: Type of open boundaries: a) Subcritical inlet, b) Supercritical inlet, c) Subcritical outlet, d) Supercritical outlet
Figure 8: Description of the test case 1. Geometrical data. Position of the gauge points

Figure 9: Test case 1: Upper: discretization of the frontal coupling domain. Lower: discretization of the lateral coupling domain
Figure 10: Test case 1: Comparison of numerical results and experimental measurements for the water depth at the gauge point P1 to P6, from upper left to lower down respectively.
Figure 11: Test case 1: Comparison of numerical results with an OMC strategy and experimental measurements for the water depth at the gauge point P1 to P6, from upper left to lower down respectively.
Figure 12: Description of the test case 2: a channel connected laterally with a floodplain area

Figure 13: Test case 2: Position of the probes

Figure 14: Test case 2: channel cross section geometry and 2D discretization into triangular cells
Figure 15: Test case 2 steady flow: longitudinal profile along the channel

Figure 16: Test case 2 steady flow: probes 1-5. 1D-2D (shadow symbols), fully 2D (empty symbols)
Figure 17: Test case 2 steady flow: probes 6-10. 1D-2D (shadow symbols), fully 2D (empty symbols).

Figure 18: Test case 2 steady flow: longitudinal profile along the channel.
Figure 19: Test case 2 steady flow: probes 1-5. $n=0.01605 \text{ s/m}^\frac{2}{3}$ in the river bed. 1D-2D (shadow symbols) , fully 2D (empty symbols)

Figure 20: Test case 2 steady flow: probes 6-10. $n=0.01605 \text{ s/m}^\frac{2}{3}$ in the river bed. 1D-2D (shadow symbols) , fully 2D (empty symbols)
Figure 21: Test case 2 steady flow: longitudinal profile along the channel. MMC strategy

Figure 22: Test case 2 steady flow: probes 1-5. $n = 0.01605 \, s/m^2$ in the river bed. MMC strategy. 1D-2D (shadow symbols), fully 2D (empty symbols)
Figure 23: Test case 2 steady flow: probes 6-10. $n=0.01605 \text{ s/m}^{1/2}$ in the river bed. MMC strategy. 1D-2D (shadow symbols), fully 2D (empty symbols).

Figure 24: Test case 2: Triangular inlet hydrograph
Figure 25: Test case 2 unsteady flow: probes 1-5. 1D-2D (shadow symbols), fully 2D (empty symbols)

Figure 26: Test case 2 unsteady flow: probes 6-10. 1D-2D (shadow symbols), fully 2D (empty symbols)
Figure 27: Description of the test case 3. Location of the gauge points. Plain background: 1D zone in the coupled model. Gray background: 2D zone in the coupled model
Figure 28: Test case 3: Longitudinal profiles of channel 1 (upper), channel 2 (intermediate) and channel 3 (lower). Supercritical junction
Figure 29: Test case 3: Comparison in terms of water level surface between the coupled model and the fully 2D model at each probe. Supercritical junction. 1D-2D (shadow symbols), fully 2D (empty symbols)
Figure 30: Test case 3: Longitudinal profiles of channel 1 (upper), channel 2 (intermediate) and channel 3 (lower). Subcritical junction
Figure 31: Test case 3: Comparison in terms of water level surface between the coupled model and the fully 2D model at each probe. Subcritical junction. 1D-2D (shadow symbols), fully 2D (empty symbols)
Figure 32: Description of the test case 4

Figure 33: Test case 4: 2D model (left) and 1D-2D coupled model (right) for the Ebro river reach
Figure 34: Test case 4: Numerical simulation of a steady flow of 600 m$^3$/s in the Ebro river. Flooded area in the fully 2D model (left) and in the 1D-2D coupled model (right).

Figure 35: Test case 4: longitudinal profile along the river bed for the steady case.
Figure 36: Test case 4: Numerical simulation of a unsteady flow in the Ebro river. Flooded area in the fully 2D model (left) and in the 1D-2D coupled model (right) at t=50000 s

Figure 37: Test case 4: longitudinal profile along the river bed for the unsteady case at t=50000 s
<table>
<thead>
<tr>
<th>Test case</th>
<th>Time (s) fully 2D</th>
<th>Time (s) 1D-2D coupled</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>31</td>
<td>17</td>
<td>1.82</td>
</tr>
<tr>
<td>2</td>
<td>66341</td>
<td>2032</td>
<td>32.65</td>
</tr>
<tr>
<td></td>
<td>11155</td>
<td>376</td>
<td>29.66</td>
</tr>
<tr>
<td>3</td>
<td>38416</td>
<td>966</td>
<td>39.77</td>
</tr>
<tr>
<td></td>
<td>32521</td>
<td>1013</td>
<td>32.1</td>
</tr>
<tr>
<td>4</td>
<td>31952</td>
<td>117</td>
<td>273.09</td>
</tr>
<tr>
<td></td>
<td>56368</td>
<td>439</td>
<td>114.73</td>
</tr>
</tbody>
</table>

Table 2: CPU time consumed by the 2D model and the coupled model in each test case
Appendix A. Computation of the common level surface at the coupling zone

The proposed 1D-2D coupled model is based on imposing a common water level surface at the coupling zone. The conscientiously technique explained before should also be combined with a carefully computation of the common level once the total water volume of the coupling zone, $V_{CZ}$, has been calculated. The aim consists of building a level-volume table for each coupling zone in the pre-process and, during the computation, to assign the corresponding level of such water volume.

Let consider a sliced sketch of a coupling zone as in Figure A.38. The irregular cross section represented by the 1D model in left side is connected through several short straight lines at the right side, representing the bottom or elevation of the 2D coupled cells.

First of all, it is necessary to sort the vector generated with all the levels involved at the coupling zone, which are represented by the dashed lines. By traversing from lower to higher surface level in this vector, a table with the information included in (A.1)

$$
\begin{array}{cccc}
 z_k & b_k & S_k & Z_k & V_k \\
\end{array}
$$

(A.1)

must be built, where $k$ indicates the index, $z$ is the surface level, $b$ is the corresponding width in the 1D model, $S$ includes the accumulated 2D cell sizes, $Z$ is the corresponding side slopes and $V$ is the water volume. This
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volume is achieved following the algorithm (A.2):

\[ V_{k+1} = V_k + C_k (z_{k+1} - z_k) + \frac{1}{2} Z_k \delta x \left ( z_{k+1} - z_k \right )^2 \]  \hspace{1cm} (A.2)

being \( \delta x \) the 1D cell size and \( C = b \delta x + S \). During the computation, a water volume \( V_{CZ} \) is calculated at the coupling zone, whose corresponding correct level \( z_s^{n+1} \) will be imposed there. In order to do this assignment, the second order (in \( z_s^{n+1} \)) equation (A.3) should be solved:

\[ V_{CZ} = V_j + C_j(z_s^{n+1} - z_j) + \frac{1}{2} Z_j \delta x \left ( z_s^{n+1} - z_j \right )^2 \]  \hspace{1cm} (A.3)

where \( j \) is the immediately lower index from that \( V_{CZ} \) is located in the table. Finally, the only solution for \( z_s^{n+1} \) which stays between \( z_j \) and \( z_{j+1} \) is imposed as the common water surface level.

It is important to remark that this technique provides good accuracy in the presence of irregular geometries, allowing to discern which are the 2D cells that must be wet when imposing a common level surface.
Figure A.38: Sliced sketch of a coupling zone