Aerodynamics of stratovolcanoes during multiphase processes
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Pyroclastic density currents (PDCs) are gas-particle flows generated during explosive eruptions, which are often erupted over the flanks of stratovolcanoes. These volcanoes may have different shapes, which can affect the flow aerodynamics and hence the depositional processes. Here, multiphase numerical simulations are carried out in order to define semiquantitative relationships among the PDC behavior, particle response, and deposit formation. Three stratovolcano shapes are used: straight, convex and concave, and, by means of numerical simulations, their effects both on the flow structure and depositional processes are highlighted. The current starts moving as a homogeneous flow, and then it rapidly evolves to a turbulent boundary layer moving in contact with the ground, overlaid by a companion wake region. Results show that thin boundary layers produce thick deposits of massive layers, whereas thick boundary layers produce thin laminated deposits. Moreover, concave wake regions would produce thick massive deposits of fine ash, whereas convex wake regions would produce thin ash deposits.

1. Introduction

[2] A stratovolcano, also known as a composite volcano, is an imposing conical edifice built up by many layers of hardened lava, scoria, pumice, and ash [Cas and Wright, 1987]. Unlike shield volcanoes, stratovolcanoes are characterized by a steep profile and experience periodic explosive eruptions, which make them the most dangerous volcanoes in the world.

[3] Famous examples of straight- and concave-like composite volcanoes, at least for most of the profile, are Merapi (Indonesia) and Fuji (Japan), respectively, whereas some sectors of Teide (Canary Islands, Spain) are a rare example comparable to a convex-like volcano. Furthermore, subglacial shield volcanoes (e.g., Katla, Iceland) or other volcanoes mainly characterized by the propagation of lava flows (e.g., Etna, Italy) sometimes experience pyroclastic density current- (PDC-) forming explosive eruptions, so these volcanoes also fall within the category of composite volcanoes.

[4] The most hazardous event associated with explosive eruptions is the propagation of pyroclastic density currents (PDCs), which are gas-particle flows that move at high velocities down the volcano and over the surrounding topography [e.g., Valentine and Fisher, 1993; Branney and Kokelaar, 2002; Sulpizio and Dellino, 2008]. The physics of PDCs can be described in terms of a mixture of two components, represented by the solid particles and the fluid phase. This leads to the identification of a concentrate and a dilute end-member, in which transport and depositional processes are dominated by particle-particle interaction and by fluid turbulence, respectively [Burgisser and Bergantz, 2002].

[5] As a PDC moves over the volcano substrate, processes of deposition and erosion, as well as decoupling, blocking, or buoyancy of the flow, may occur in the flow-substrate interaction zone [Valentine, 1987; Burgisser and Woods, 1996; Branney and Kokelaar, 2002; Doronzo et al., 2010]. These processes depend on the morphologic conditions of the volcano (topography), which play an important role in the emplacement of the PDC deposits [Branney and Kokelaar, 2002; Sulpizio and Dellino, 2008].

[6] The sedimentological features of these deposits vary from massive to laminated facies, with a continuous or sharp transition in between [Vazquez and Ort, 2006; Sulpizio et al., 2010], and each deposit represents the response of the particles to the fluid dynamic character of the flow in a specific time and space. The aerodynamic features of a stratovolcano, i.e., its shape point by point, thus strongly affect the local flow behavior, which means that the volcano could be regarded as a solid body immersed in a particle-laden fluid flow.

[7] Here, the influence of the shape of stratovolcanoes on fluid flow, as well as on particle transport and deposition, is investigated from the point of view of aerodynamics, which is a topic recently developed in multiphase volcanic currents [Doronzo et al., 2010]. In particular, first a literature analysis on the development of a dilute PDC over a stratovolcano is carried out; then a computational analysis, allowing us to highlight the effects of the volcano shape on boundary layer processes, is performed. Finally, some general conclusions...
are drawn on the relationships between boundary layer conditions and emplacement of dilute PDC deposits.

This paper uses as benchmark the paper of Doronzo et al. [2010], who have deduced the style of deposition from dilute PDCs through numerical simulations and calculated the sedimentation rate that occurs over the substrate as the currents interact with different topographies. That study was carried out from the point of view of particles, which means that the sediment flux toward the substrate was calculated from the simulations.

Here, a parallel study is presented, but it is performed from the point of view of the continuous phase (gas), which means that the profiles of flow velocity are calculated from the simulations, and they are then related to the sediment flux of the discrete phase (particle). The aim of the paper is to highlight how the fluid flow acts on both the particle transport and deposition in a dynamical continuum (zero-velocity transport is deposition or final stop for a particle) in response to the volcano aerodynamics. In particular, the results of the simulations of Valentine et al. [2011] are postprocessed in light of the concept of aerodynamics of stratovolcanoes, and they are used to constrain the relationships between volcanic gas and particle behavior in PDCs.

2. Turbulent Boundary Layer on Stratovolcanoes

PDCs can be generated during explosive eruptions because of both the vertical collapse of an eruptive column and the radial expansion of an overpressurized jet or dome explosion [e.g., Wilson et al., 1980; Branney and Kokelaar, 2002; Sulpizio and Dellino, 2008; Dellino et al., 2010a]. If they originate from the gravitational failure of a dome or part of the volcano edifice [e.g., Lipman and Mullineaux, 1981; Esposti Ongaro et al., 2008], they propagate down a volcano as unidirectional flows. Small-volume PDCs generated from these mechanisms start developing from the collapse of the erupted gas-particle mixture, and they are driven by the shear stress on contact with the substrate, which is proportional to the dynamic pressure pulse of the collapsing mixture on impact with the ground. The case of large-volume ignimbrite-forming PDCs, in which the continuous feeding of the flow strongly influences the driving shear stress over time, is different [Branney and Kokelaar, 1992; Marti et al., 2000].

Numerical simulations and experiments of column collapse, as well as eyewitness reports of building collapse, reveal that the currents may be relatively concentrated in the impact zones [Dellino et al., 2008; Doronzo, 2010] and the velocity may be roughly homogeneous with flow height [Doronzo et al., 2011], which contributes forming PDC deposits with a massive facies [Dellino et al., 2010b]. After the rapid collapse of the suspended particle load near the crater, the flows behave as the mixing layers of fluid dynamics, i.e., they are subject to the Kelvin-Helmholtz instability because of the sharp transition between the moving flows and the surrounding atmospheric air [Dufek and Bergantz, 2007]. Big vortices are thus generated on top of the flows because of the instability, which expands the PDCs as they increase in size (because of particle sedimentation and hence flow dilution) and are tilted upward by frictional resistance effects of the air. At the same time, the no-slip condition (zero velocity) strongly affects the flows in contact with the ground by creating a steep velocity gradient (Figure 1).

Such an evolution of dilute PDCs, as they travel from the impact zone to the far field, is ascribed to the classic development of the wall flows of fluid dynamics, which are characterized by a logarithmic velocity profile in the lower part of the flow with increasing upward velocity (turbulent boundary layer) and a cumulative Gaussian profile in the upper part with decreasing upward velocity (free-wall jet) [Kreider et al., 1999; Dellino et al., 2010b; Doronzo et al., 2011]. Dilute PDCs are thus subject to a stratification of velocity, as well as density, in that the lower part is continuously fed by the particles that settle through the gas [Valentine, 1987; Dellino et al., 2004]. In particular, at the base of the turbulent boundary layer there is a flow boundary zone, which is the zone fed by the upper particles of the lower flow where the sedimentary structures are acquired [Branney and Kokelaar, 2002].

The boundary layer processes of sedimentation and deposition lead to the emplacement of PDC deposits with layered or laminated facies, whereas the wake region processes give fine-grained fall deposits with massive facies, which cap the flow deposits [e.g., Sulpizio et al., 2007; Dellino et al., 2010b]. In the case of lava dome explosions, PDCs are driven by the overpressure existing between the dome and the surrounding atmosphere, as well as by gravity, and they have the same evolution of column-collapse-generated PDCs, in which a homogeneous gas-particle mixture evolves to a turbulent boundary layer overlaid by a
PDCs often move over uneven stratovolcanoes, whose shape may locally change the above mentioned behavior, and make predicting flow evolution and deposition quite challenging. This is the reason why a computational analysis on how the volcano shape affects the boundary layer processes is done in this paper.

3. Multiphase Processes Over Stratovolcanoes: A Numerical Model

[14] Numerical simulations are here performed on a two-dimensional (2-D) computational domain with three different base geometries, which mimic a straight (case 1, Figure 2a), a convex (case 2, Figure 2b), and a concave (case 3, Figure 2c) stratovolcano. The domain is 5 km long and 1.9 km high, whereas the volcano has a height of 1.5 km, comparable to that of Vesuvius (Italy) or Soufrière Hills volcano (Montserrat).

[15] A 200 m thick PDC, which is modeled as a mixture of a dusty gas and discrete particles, is simulated moving over the three geometries in order to highlight the effects of the volcano shape. The dusty gas is turbulent, compressible, and multispecies, and it is composed of a mixture of volcanic gas, which is in thermomechanical equilibrium with a 0.1% volumetric concentration of fine ash, and atmospheric air. The equations solved for the dusty gas are the balance equations for mass, momentum, energy, species, and turbulence.

[16] Three grain-size classes of particles, 1, 5, and 10 mm, are simulated for the discrete phase by solving the equation of particle motion. The particles are two-way coupled with the dusty gas, which means that they are tracked on the basis of fluid solution and they affect, at the same time, fluid momentum, turbulence, and energy.

[17] The model is implemented ad hoc for simulating PDCs that flow over stratovolcanoes by using the Fluent 6.3 software package of computational fluid dynamics [Fluent Inc., 2006].

3.1. Fluid Phase

[18] The bulk properties of the current are defined by the dusty gas approximation, wherein very fine particles and volcanic gas are assumed to be in thermal and mechanical equilibrium.

[19] The dusty gas is characterized by the following properties [Marble, 1970]: density $\rho = (1 + m_s)\rho_g$, kinematic viscosity $\nu = \nu_g/\alpha$, and specific heats at both constant pressure and volume $c_{p,v} = (c_{pg,vg} + m_c)/(1 + m_s)$, which are modified with respect to the pure volcanic gas to account for
the very fine particles. $\rho_g$, $\mu_g$, $c_{pg}$, and $c_{og}$ are density, molecular viscosity, and specific heats at constant pressure and volume of the volcanic gas, respectively. $m_i$ and $c_i$ are mass concentration and specific heat of the very fine particles, respectively.

[20] The turbulent behavior of the PDC is modeled by the Reynolds averaged Navier–Stokes (RANS) approach to the mixture of the dusty gas and atmospheric air. The fluid dynamic variables of the turbulent flow may have significant variations over short time scales so they have to be treated statistically. A “placeholder” variable $\psi$ (representing dusty gas-air mixture velocity $u$, thermodynamic pressure $\rho$, dusty gas-air mixture density $\rho$, dusty gas-air mixture temperature $T$, and its derived quantities), in a specific time $t$, is given by the sum of a time-averaged part $\bar{\psi}$ and a fluctuating part $\psi''$, $\psi = \bar{\psi} + \psi''$. The overbar indicates the time-averaging procedure over a time interval that is large compared with the period of the random fluctuations associated with turbulence, but small with respect to the nonrandom variations of the unsteady flow field. In this paper, since the dusty gas-air mixture is compressible, the mass-weighted (or Favre) averaging model is convenient. The generic variable $\psi$ is defined as $\bar{\psi} = \psi$ in $\bar{\psi} = \frac{\bar{\rho}}{\bar{\rho}}$ is the mass-averaged and $\psi''$ is the new fluctuating part. It is important to note that only the velocity components and thermal variables are mass averaged.

[21] The governing equations for modeling the dusty gas-air mixture of the PDC are the mass-averaged, two-dimensional, unsteady, compressible, equations for mass, momentum, and energy conservation, or Navier–Stokes equations. In tensor notation (the subscripts $i, j$, and $k$ vary from 1 to 2) and Cartesian coordinates, the equations are

$$\frac{\partial \bar{\rho}}{\partial t} + \frac{\partial (\bar{\rho} \bar{u}_i)}{\partial x_j} = 0,$$

$$\frac{\partial (\bar{\rho} \bar{u}_j)}{\partial t} + \frac{\partial (\bar{\rho} \bar{u}_i \bar{u}_j - \bar{\tau}_{ij}^{tot})}{\partial x_j} + \frac{\partial \bar{p}}{\partial x_i} - \bar{p} g_i = 0,$$

$$\frac{\partial \bar{E}}{\partial t} + \frac{\partial (\bar{u}_j \bar{E} + \bar{u}_j \bar{p} + \bar{q}_j^{tot} - \bar{u}_j \bar{q}_j^{int})}{\partial x_j} = 0,$$

respectively, where $x$ is a spatial coordinate, $g$ is gravity acceleration (it acts only in vertical direction),

$$\bar{E} = \bar{e} + \frac{\bar{u}_j \bar{u}_j}{2} + k$$

is the total energy per unit mass; $\bar{e}$ is the internal energy per unit mass and

$$k = \frac{\bar{u}_j \bar{u}_j}{2}$$

is the turbulent kinetic energy. The total stress tensor $\bar{\tau}_{ij}^{tot} = \bar{\tau}_{ij}^{lam} + \bar{\tau}_{ij}^{turb}$ is the sum of the viscous stress tensor $\bar{\tau}_{ij}^{lam} = \mu \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial \bar{E}}{\partial x_k} \right)$ and the Reynolds stress tensor, which can be related to the average velocity field through the Boussinesq hypothesis:

$$\bar{\tau}_{ij}^{turb} = -\bar{\rho} \partial_{ij} u_{ij} = \mu \left[ \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial \bar{E}}{\partial x_k} \right] - \frac{2}{3} \bar{\rho} \partial_{ij} \partial_{ij} \bar{u}_k,$$

where $\mu$ is the dusty gas-air mixture molecular viscosity, $\delta_{ij}$ is the Kronecker delta ($\delta_{ij} = 1$ if $i = j$ and $\delta_{ij} = 0$ if $i \neq j$), and $\mu_t$ is turbulent viscosity.

[22] Turbulent viscosity is modeled as follows:

$$\mu_t = \rho C_{\mu} \frac{k^2}{\varepsilon},$$

where $C_{\mu}$ is an empirical constant equal to 0.0845 [Fluent Inc., 2006] and $\varepsilon$ is the turbulent dissipation rate. A two-equation turbulence model is used for modeling the unknown $\mu_t$, the renormalization group (RNG) $k-\varepsilon$ model, which adds the following equations for $k$ and $\varepsilon$:

$$\frac{\partial (\bar{p} k)}{\partial t} + \frac{\partial (\bar{u}_j \bar{p} k)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \frac{\partial \bar{u}_j}{\partial x_j} (\bar{\tau}_{ij}^{turb} + \bar{\tau}_{ij}^{lam}) + \frac{\varepsilon}{\rho} \right] - \frac{\varepsilon \varepsilon}{k} + \frac{1}{\rho} \left[ \frac{\partial (\bar{u}_j \bar{E})}{\partial x_j} - \frac{\partial (\bar{u}_j \bar{p})}{\partial x_j} \right] - \frac{\varepsilon \varepsilon}{k} - C_{\mu} \frac{k^3}{\varepsilon},$$

$$\frac{\partial \varepsilon}{\partial t} = \frac{\partial}{\partial x_j} \left[ \frac{\partial \varepsilon}{\partial x_j} (\bar{\tau}_{ij}^{turb} + \bar{\tau}_{ij}^{lam}) + \frac{1}{\rho} \frac{\partial (\bar{u}_j \bar{E})}{\partial x_j} - \frac{\partial (\bar{u}_j \bar{p})}{\partial x_j} \right] - \frac{1}{k} \varepsilon \frac{\partial \varepsilon}{\partial x_j} \frac{\partial \bar{E}}{\partial x_j} - \frac{1}{k} \varepsilon \frac{\partial \varepsilon}{\partial x_j} \frac{\partial \bar{p}}{\partial x_j} - \frac{1}{k} \varepsilon \frac{\partial \varepsilon}{\partial x_j} \frac{\partial \bar{q}_j^{tot}}{\partial x_j} - \frac{1}{k} \varepsilon \frac{\partial \varepsilon}{\partial x_j} \frac{\partial \bar{q}_j^{int}}{\partial x_j} - \frac{1}{k} \varepsilon \frac{\partial \varepsilon}{\partial x_j} \frac{\partial \bar{u}_j}{\partial x_j}.$$

is a term that accounts for the large deformation rates of the dusty gas-air mixture occurring in the zones of the domain where the PDC interacts with the different volcano shapes. The empirical constants $\alpha_k$, $\alpha_{\varepsilon}$, $c_{1k}$, and $c_{2k}$ are equal to 1.393, 1.393, 1.42, and 1.68, respectively [Fluent Inc., 2006]. The mean strain rate tensor $\bar{S}_{ij}$ is accounted for in $\eta$ through $S$ by the following equations:

$$\eta = \bar{S} k / \varepsilon,$$

$$\bar{S} = (2 \bar{S}_{ij} \bar{S}_{ij})^{1/2},$$

$$\bar{S}_{ij} = \frac{1}{2} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right).$$

The total heat flux $\bar{q}_j^{tot}$ is defined by Fourier’s law and is given by

$$\bar{q}_j^{tot} = -\bar{c}_p \frac{\partial \bar{E}}{\partial x_j} - \bar{c}_p \frac{\partial \bar{p}}{\partial x_j} - \bar{c}_p \frac{\partial \bar{q}_j^{tot}}{\partial x_j} - \bar{c}_p \frac{\partial \bar{q}_j^{int}}{\partial x_j} - \bar{c}_p \frac{\partial \bar{u}_j}{\partial x_j},$$

where $Pr$ and $Pr_{t}$ are the laminar and turbulent Prandtl numbers, respectively, and $c_p$ is the dusty gas-air mixture specific heat at constant pressure.
[23] The dusty gas-air mixture is treated as an ideal gas with the following equation of state:

\[ p = \rho RT \sum_n \left( \frac{Y_n}{M_n} \right), \]

where \( R \) is the universal gas constant, \( Y_n \) is the mass fraction of the \( n \)th species (dusty gas and air), and \( M_n \) is the molecular weight of the \( n \)th species. The following state equation is used for relating internal energy per unit mass to temperature:

\[ \varepsilon = c_v \tilde{T}, \]

where \( c_v \) is the dusty gas-air mixture’s specific heat at constant volume.

[24] The last two terms on the right-hand side of equation (9) account for the effects of buoyancy on an ideal gas and compressibility or dilatation (or dissipation) on the dusty gas-air mixture turbulence, respectively.

[25] The dusty gas-air mixture density, molecular viscosity, and specific heats are calculated by volume-weighted and mass-weighted mixing laws (mixture of dusty gas and atmospheric air). The continuity equation for the conservation of the dusty gas and atmospheric air is given by

\[ \frac{\partial}{\partial t} \left( \bar{\rho} Y_n \right) + \nabla \cdot \left( \bar{\rho} \bar{u}_s Y_n \right) = - \nabla \cdot \left( J_n \right), \]

where

\[ J_n = - \left( \bar{\rho} D_n + \frac{\mu_s}{S_n} \frac{\partial}{\partial x_j} (J_n) \right) \]

is the mass diffusion flux of the \( n \)th species, which is defined by the Fickian diffusion law for dilute flows and accounts for molecular and turbulent diffusions of the dusty gas into the air. \( D_n \) is the molecular diffusion coefficient of the \( n \)th species and \( S_n \) is the turbulent Schmidt number. One equation for each species is implemented for multispecies models, but in this case only that for the dusty gas is solved since \( n = 2 \) and \( \sum_n Y_n = 1 \) is always true.

3.2. Particles

[26] The Euler-Lagrange approach has been recently used to model the transport capacity of PDCs and substrate-flow interaction [Doronzo, 2011, 2012; Doronzo and Dellino, 2011; Doronzo et al., 2010, 2011; Valentine et al., 2011]. In this paper, the calculation of the Lagrangian particle trajectories is made by means of the balance of forces acting on the discrete phase within the dusty gas-air mixture.

[27] The theoretical limit of this approach is that the volumetric concentration of the discrete phase in each computational cell could not exceed 10%–12% [Fluent Inc., 2006]. This is due to the strongly nonlinear coupling between particle and gas phases at such high concentrations, which is better modeled using a multifield approach [Valentine and Wohletz, 1989; Dartevelle, 2004]. However, using the dusty gas approach reduces the difference between the mass concentration of the discrete phase and the dusty gas-air mixture. This is an important point in favor of the dusty gas-Lagrange combined approach with two-way coupling, which thus also allows simulating the particle motion in which the concentration exceeds the above mentioned limit. Details on the dusty gas-Lagrange method are found in the work by Doronzo et al. [2010].

[28] The Lagrangian particle trajectories are calculated by solving the equation of motion for realistically shaped particles. The balance between body (inertial) forces of a particle and surface forces acting on the particle, per unit particle mass, can be written, in the \( i \) direction, as

\[ \frac{d\bar{u}_i}{dt} = F_{D,i}(\bar{u}_i - \bar{u}_p) + \frac{g_i}{\rho_p} \left( \rho_p - \bar{\rho} \right), \]

where

\[ F_{D,i} = \frac{18 \mu}{\rho_p d_p^2} C_D Re, \]

\[ Re = \frac{\bar{\rho} d_p \bar{u}_p}{\mu}, \]

\( \bar{u}_p \) is the particle velocity, \( \rho_p \) is the particle density, \( d_p \) is the particle diameter, and \( C_D \) is the particle drag coefficient. The term \( g_i (\rho_p - \bar{\rho}) \) accounts for gravity acceleration in the vertical direction; it is zero in the horizontal direction. To account for the real shape of volcanic particles, the \( C_D \) value is calculated as follows [Dellino et al., 2005];

\[ C_D = \frac{0.69 g \phi^{\frac{1}{6}} d_p^{\frac{3}{2}} \bar{\rho} (1.33 \rho_p - 1.33 \bar{\rho})}{\mu^2 \left( \frac{g \phi^{\frac{1}{6}} d_p^{\frac{3}{2}} \bar{\rho} (\rho_p - \bar{\rho})}{\mu^2} \right)^{1.0417}}, \]

where \( \phi \) is the particle shape parameter that is set to 0.6, which is reasonable for moderately vesicular pyroclasts [Dellino et al., 2005]. It is worth noting that the particle trajectories are predicted by using the average velocity of the dusty gas-air mixture, \( \bar{u}_i \), in equation (20).

[29] Particles, especially the finer ones, can be subject to turbulent dispersion caused by the fluctuating part of fluid velocity. A stochastic tracking model [Fluent Inc., 2006] is used to account for this effect, so the Lagrangian particle trajectories are predicted by using the instantaneous velocity of the dusty gas-air mixture, \( \bar{u} + u'' \). The fluctuating part, \( u'' \), is calculated by solving the equation for turbulent kinetic energy \( k \) and assuming it is isotropic,

\[ \sqrt{u''^2} = \sqrt{\frac{2}{3} k}, \]

and characterizing the turbulent eddies with a Gaussian probability distribution. In this way, \( u_i \) is given by

\[ u_i'' = \xi \sqrt{u_i'^2}, \]

where \( \xi \) is a normally distributed random number. The trajectories are calculated for a relatively great number of
particles to guarantee the statistically random effect of turbulence on particle dispersion.

\[ m_p c_{p p} \frac{dT_p}{dt} = \sigma A_p (\tilde{T} - T_p), \]  
(26)

where \( m_p \) is the particle mass, \( c_{p p} \) is the particle specific heat, \( \sigma \) is the convective heat transfer coefficient of the particle, and \( A_p \) is the particle surface area.

3.3. Fluid-Particle Interaction

An important concept in the analysis of multiphase flows is the “coupling” between different phases, which describes the exchange of mass, momentum, and energy in the actual thermomechanical condition of the multiphase system [Balachandar and Eaton, 2010]. When the phases are perfectly coupled, as in dusty gases, no exchanges occur, whereas decoupled phases do exchange the conservative quantities among each other. When the mass concentration of the phases is comparable, the coupling is said to be “two-way” and accounts for the reciprocal effect of a phase on another.

Two-way coupling by momentum transfers between the dusty gas-air mixture and a solid phase is accounted for in this paper and consists of introducing an additional term in the momentum equation of the dusty gas-air mixture on its left-hand side (equation (2)). This term expresses the momentum transfer from the dusty gas-air mixture to the solid phase and is computed by examining the momentum changes of the particles as they pass through the computational cells. It depends on the aerodynamic resistance characteristics of the particles and is given by

\[ -\frac{1}{\Omega} \sum_j F_{Dj} (\tilde{u}_{ij} - \tilde{u}_i)m_p \Delta t, \]  
(27)

which is an interchange force integrated over the cell surface per unit of dusty gas-air mixture volume \( \Omega \). The particle mass flow rate \( m_p \) is evaluated through faces \( j \) of each cell, and \( \Delta t \) is the integration time step. The momentum transfer from the solid phase to the dusty gas-air mixture is accounted for by the first term on the right-hand side of equation (20). The two-way coupling implementation for momentum is very important because it allows turbulence modulation, i.e., the effect of particles on the dusty gas-air mixture turbulence, and turbulent dispersion, i.e., the effect of the dusty gas-air mixture turbulence on the particles.

Two-way coupling by energy transfers between the dusty gas-air mixture and solid phase is also accounted for, which consists of introducing an additional term in the energy equation of the dusty gas-air mixture on its left-hand side (equation (3)). This term expresses the energy transfer from the dusty gas-air mixture to the solid phase and is computed by examining the energy changes of the particles as they pass through the computational cells. It is given by

\[ -\frac{1}{\Omega} (c_{pp} \Delta \tilde{T}_p m_p), \]  
(28)

where \( \Delta \tilde{T}_p \) is the change of Lagrangian particle temperature in the cells. The energy transfer from the solid phase to the dusty gas-air mixture is accounted for by the right-hand side of equation (26). The two-way coupling for energy is important in considering the effect of the Lagrangian particle concentration on dusty gas-air mixture compressibility.

3.4. Particle-Substrate Interaction

Particle saltation is allowed when the particles touch the ground. Particles are subject to saltation and not to direct deposition (stopping) because they strike the ground surface with different impact angles. According to Dufek et al. [2009], the interaction of the Lagrangian particles with the wall is defined by slightly anelastic rebound, which is a function of the impact angle; for simplicity, a constant restitution coefficient for particle momentum of 0.85 is used. The particles most prone to deposition are the ones that rebound perpendicularly, reflecting a complete loss of tangential momentum.

3.5. Numerical Technique

The set of equations is solved numerically with a cell-centered finite-volume method, using Ansys Fluent software [Fluent Inc., 2006]. All the equations are integrated over the computational cells (75,000, each 3–8.5 m along slope, and 0.2 m vertical) and time step (0.1 s), so each term is discretized, and the involved dependent variables are allocated at the cell centers in time. The system of equations can be referred to as a classic computational fluid dynamics problem of convection-diffusion-dominated flows and represents the transport equations for the variables.

The convection terms are discretized by an implicit second-order upwind-differencing scheme and the diffusion terms by an implicit second-order central-differencing scheme. The transient terms are discretized by an implicit three-time-level scheme, i.e., an implicit second-order backward-differencing scheme. The pressure gradient is discretized by a linear interpolation scheme.

The discretized set of equations is implemented by the implicit “segregated” method, which means that for a given dependent variable, the unknown value is computed at each cell center by interpolating the same unknown from the adjacent cell centers. In this way, each variable appears in more than one equation (one/cell) at each time level so the equations are solved separately for each variable (segregated) but simultaneously (implicit) for all the cells.

An iterative method is used to solve the system of equations, which consists of guessing a solution for an independent variable and solving for the value of the associated dependent variable while keeping the other dependent variables fixed. A point-implicit (Gauss-Seidel) method is coupled with an algebraic multigrid method for improving the solution guesses by an iterative procedure, which is necessary because the discretization scheme is implicit and because of the nonlinearity of the equations.

The accuracy of the solution is guaranteed by the second-order discretization of both the spatial and temporal terms. The stability of the solution is ensured by the implicit method, which is unconditionally stable and not limited by stability constraints. The trend of errors for each equation is monitored during calculation and sometimes is reduced by means of the underrelaxation techniques. The convergence of
the solution is controlled by checking that the residuals decrease to lower than $10^{-3}$ for each equation.

4. Computational Runs

[40] The computational runs work as follows: At the initial instant, a hot (573 K) mixture of pure dusty gas, i.e., with no air, and volumetric 1% of each particle enters the domain with a velocity of 20 m/s, constant with height, and then it mixes with a initially static standard atmosphere. The feeding for the mixture is kept constant over minutes (3.3 to 7.5 min, depending on geometry) in order to provide a quasi-steady flow condition, which is used for the calculations on the simulated PDC. Also, the initial particle concentration is relatively low (3%), and the total number of Lagrangian particles used in the simulations depends on grid resolution and run duration, which means that $3.4 \times 10^5$, $5.4 \times 10^5$, and $2.4 \times 10^5$ particles/particle size are calculated for case 1, case 2, and case 3, respectively.

[41] The initial flow is of a wall type, i.e., the volcanic (column or dome) collapse is not simulated and starts at the instant when the PDC starts moving, aside from how it is generated (valid for all mechanisms; Figure 3). It starts with a small forced convection in order to allow monitoring the aerodynamic effects of the stratovolcanoes on the flow behavior. This justifies the relatively low momentum (product of flow density and velocity) of the initial PDC. The mixture first moves over a horizontal distance of 100 m; then it starts interacting with the different geometries. This distance is enough to allow the turbulent boundary layer development before the interaction occurs in order to have a PDC that approaches the geometries as a stratified flow. The average slope angle was set at about 17° for all three geometries. In this way, the role of volcano aerodynamics on particle behavior at sedimentation can be better highlighted since the slope angle does not overcome particle respose angle.

5. Results

[42] Profiles of flow velocity are calculated from the simulations, and they are shown in Figures 4, 5, and 6 at direct distances of 100, 1000, 2000, 3000, and 4000 m from the inlet of the domain (collapse zone). The velocities are calculated at the time when the head of the flow is at the foot of the volcano and the body, continuously fed upstream, is quasi steady. The PDC is on average 50 m thick, which is thinner than it is at the start because of the relatively steep slopes it encounters, so the velocity profiles are 50 m high. It is chosen to monitor the velocity in order to relate the depositional processes to the boundary layer structure. This would result in predicting numerically the style of deposition from a PDC based on the velocity profile, or vice versa, in constraining the flow behavior based on the PDC deposits.

[43] The approach used for calculating the profiles benefits from the results of Valentine et al. [2011], who have simulated numerically the deposition over stratovolcanoes by measuring the sediment flux toward the substrate (particle mass flow rate per unit surface) as a function of volcano shape. Here, the analysis of boundary layer evolution as a function of the three shapes of stratovolcanoes is made by postprocessing these results, showing the flow velocity, and interpreting the profiles in light of the multiphase boundary layer characteristics and the sediment flux data.

[44] The difference of the two approaches, sediment flux versus boundary layer based and particle versus fluid flow based, stands in the way of postprocessing data and showing results, respectively. This paper is based on the idea that the fluid phase of a PDC is not only the transport system for the particles but is also the depositional system, which means that the deposition itself can be predicted on the basis of flow velocity (toward zero velocity is deposition).

5.1. Velocity Profiles

[45] The profile at 100 m (Figures 4–6) shows that the turbulent boundary layer is just developed, whereas the wake region is not formed yet, which means that close to the crater the no-slip condition acts more rapidly than air friction in establishing the flow structure. This allows the flow to exacerbate the velocity gradient in the lower part and to maintain a nearly homogeneous velocity in the upper part, which causes an en masse particle feeding to the substrate [Branney and Kokelaar, 2002] and hence the emplacement of thick massive deposits through a high sediment flux [Valentine et al., 2011].

[46] As the PDC travels, the boundary layer thickens and the wake region develops, and the rate of growth depends on the ground shape over which the fluid flow moves. Massive
deposits are always generated in proximal areas (≤1 km from crater) for the three cases, but their total thickness, as well as that of each depositional unit (sum of units is total deposit), i.e., the layer, strongly varies based on the stratovolcano shape. The layers look thicker for case 2 (Figure 5) than for case 1 (Figure 4), and particularly case 3 (Figure 6) because the boundary layer is relatively thinner and the wake region is less pronounced. The deposition occurs layer-by-layer, since once the particle load is emplaced, it acts as new substrate for the flow. In distal areas (≥3 km from crater), both the boundary layer and the wake region are fully developed in all three cases (Figures 4, 5, and 6). This causes a progressive particle feeding to the substrate [Branney and Kokelaar, 2002] and hence the emplacement of thin laminated deposits through a low sediment flux [Valentine et al., 2011], which are likely capped by massive deposits of fine ash resulting from slow settling from the wake region when the flow wanes. The boundary layer thickness is nearly the same for the three cases; in fact the laminated deposit thickness is similar [Valentine et al., 2011] and therefore the lamina thickness is also expected to be similar. The deposition is lamina-by-lamina, i.e., the total deposit is the sum of laminae aggradation, because the boundary layer reacts more rapidly to the process of lamina formation than it does during the layer-by-layer deposition. The reaction time is directly proportional to the thickness of the flow boundary zone, which is the basal part of the lower flow where the sedimentary structures are acquired [Branney and Kokelaar, 2002]. A calculation of the boundary layer reaction time and depositional unit thickness is provided in the following discussion for the convex stratovolcano (case 2) as representative of two extreme depositional styles (layer forming and lamina forming) described for the PDC. The choice of case 2 for the calculation lies in the evidence of a more dramatic evolution of the boundary layer over the convex shape (Figure 5).

[47] The thickness of the fine-ash deposits likely varies as a function of the stratovolcano shape since it occurs as particle-by-particle sedimentation from the wake region [Dellino et al., 2010b], which is quite different for the three cases. These deposits are expected to be thicker for case 3 (Figure 6) than for case 1 (Figure 4), and particularly case 2 (Figure 5), because the upper velocity profile is concave upward, which

---

**Figure 4.** Velocity profiles of the dilute pyroclastic density current calculated at direct distances of 100, 1000, 2000, 3000, and 4000 m from the vent for case 1 (straight stratovolcano). The boundary layer is represented by the lower, increasing upward velocity, whereas the wake region is represented by the upper, decreasing upward velocity.
means that a lot of fine ash may first loft because of strong turbulence \cite{Hoffmann et al., 1985; Muck et al., 1985; Valentine et al., 2011}, and then it may gently settle after the laminated deposits are emplaced. This late particle-by-particle deposition is hypothesized here on the basis of postprocessing and is not directly simulated (much longer computational runs are needed), so it would need to be better constrained by ad hoc simulations and experiments. Anyway, field evidences show that a break in slope (concave upward type) may produce high lofting of fine ash, which gently settles and overlays the stratified deposits \cite{Saucedo et al., 2004; Sulpizio et al., 2007; Doronzo and Dellino, 2010}, confirming our hypothesis. This probably means that higher lofting, and hence turbulence, leads to thicker, fine-ash facies, at the top PDC deposits. The shape of the wake region profile follows the volcano geometry, i.e., it is convex for convex stratovolcanoes (Figure 5), concave for concave stratovolcanoes (Figure 6), and straight for geometries in between (Figure 4). The fine-ash deposits probably form not only in distal areas, but always where the wake region is quite developed, so they are also expected in the medial area (2 km from crater) for case 2 (Figure 5) and proximal-to-medial areas for cases 1 and 3 (Figures 4 and 6).

5.2. Calculation of Boundary Layer Reaction Time and Depositional Unit Thickness

Some concepts of the sediment mechanics on turbidity currents \cite{Allen, 1991; Doronzo and Dellino, 2010} are used here to calculate the boundary layer reaction time and depositional unit thickness. An application of the calculations is done for the convex stratovolcano (case 2, Figure 2b) in proximal (1 km from crater) and distal (4 km from crater) areas, since this is the case in which a more dramatic evolution of the boundary layer occurs (Figure 5). The two calculations, proximal and distal, could be considered as end-members of boundary layer processes and depositional styles.

Figure 5. Velocity profiles of the dilute pyroclastic density current calculated at direct distances of 100, 1000, 2000, 3000, and 4000 m from the vent for case 2 (convex stratovolcano). The boundary layer is represented by the lower, increasing upward velocity, whereas the wake region is represented by the upper, decreasing upward velocity.
Some concepts developed for turbidity currents can be applied to PDCs on the basis of their fluid dynamic similarity [Doronzo and Dellino, 2010] when a few vol % of sand-grained particles represent the solid load for the flow [Allen, 1991; Kubo, 2004]. A limitation of the similarity is that the flow of PDCs is compressible, whereas that of turbidity currents is generally not, but this would not affect its application to dilute PDCs when the regime is depositional and flow velocity is well under sound speed (slight compressibility). For a quasi-steady flow, such as that simulated for PDCs when they reach the foot of the volcano, the upward velocity of deposit growth, \( v \), is given by

\[
 v = \frac{h}{t}, \tag{29}
\]

and it is assumed constant in the formation time \( t \) of deposit of \( h \) thickness. This velocity is the same for each depositional unit (layer or lamina) forming the whole deposit. The time of depositional unit formation \( t_u \) and therefore the boundary layer reaction time is given by

\[
 t_u = \frac{h_u}{v}, \tag{30}
\]

where \( h_u \) is the depositional unit thickness, which is approximated by [Doronzo and Dellino, 2010]

\[
 h_u = H \bar{C} \tag{31}
\]

by assuming that deposition occurs by progressive aggradation perpendicular to the substrate [Middleton and Southard, 1984]. \( H \) is the flow thickness, and \( \bar{C} \) is the average particle concentration, which is given by

\[
 \bar{C} = \frac{1}{H} \int_0^H C(y) \, dy. \tag{32}
\]
where $C(y)$ is the particle concentration as a function of height $y$. In equation (31), $H$ tends to overestimate $h_\text{w}$, whereas $C$ tends to underestimate it, but this effect tends to be balanced in currents with moderate to good sorting. In the proximal area, $h$ is equal to 13.78 m and $r$ is equal to 450 s [Valentine et al., 2011], which gives a value for $v$ of 0.03 m/s. $H$ and $C$ are calculated from the simulation, and they are equal to 54 m and 0.11, respectively, which gives a value for $h_\text{w}$ of 5.94 m. The resulting value for $t_\text{w}$ thus is 198 s. The same calculations are done in the distal area, with values for $h$ and $r$ of 0.17 m and 450 s, respectively [Valentine et al., 2011], and result in a value for $v$ of 0.0004 m/s. The results of $H$ and $C$ are 50 m and 0.0002, respectively, and they give a value for $h_\text{w}$ of 0.01 m. The resulting value for $t_\text{w}$ is 25 s.

[50] By analyzing the calculated values of the boundary layer reaction time $t_\text{w}$ and depositional unit thickness $h_\text{w}$, some considerations on deposit characteristics can be done. Thick deposits of metric (at most about 6 m) massive layers are generated in the proximal area, whereas thin mill metric laminated deposits (at most 10 mm) form in the distal area. The proximal deposits are emplaced from a boundary layer not fully developed, which has a time of the order of minutes (at least 3 min) to react to the particle deposition process. The distal deposits are emplaced from a boundary layer at its maximum development, and the reaction time is of the order of several seconds (at most 25 s). This means that lamina is suppressed in the proximal area because of a high sediment flux toward the substrate, which is what also happens in sandy turbidity currents when the velocity of deposit growth is in excess of 0.0007 m/s [Arnott and Hand, 1989; Allen, 1991]. Our calculation suggest that finely laminated deposits form in the distal area with a growth velocity of about half a millimeter per second, which agrees quite well with the turbidity literature (lamination is favored when $v < 0.0007$ m/s).

[51] Where the turbulent boundary layer is not fully developed (proximal area), the average particle concentration is higher than where it is fully developed (distal area), and a higher sediment flux is expected through a thicker flow boundary zone [Valentine et al., 2011]. Particles, both the coarser and the finer ones [Valentine et al., 2011], cannot thus be moved by traction (which favors the formation of deposit laminations by shear movement) over a sharp flow-substrate boundary zone [Kneller and Branney, 1995] because the high downward sediment flux encumbers the flow over a sharp boundary zone [Allen, 1991; Giordano and Dobran, 1994]. Therefore, a better sorting of particles, confirmed by some natural deposits of turbidity currents [Gladstone and Sparks, 2002] and PDCs [Branney and Kokelaar, 2002], occurs at the flow base where particle concentration is lower. Also, good sorting occurs at the flow top where fine particles migrate from the Kelvin-Helmholtz vortices, which thicken as the flow dilutes (toward the distal area), as a function of particle inertia [Cantero et al., 2008].

6. Example From the 1997 Boxing Day Volcanic Blast on Montserrat

[52] Most of the numerical simulations of explosive eruptions make use of the multifield approach (Euler-Euler formulation), which treats the solid phase (particles) as a continuum [e.g., Valentine et al., 1992; Clarke et al., 2002; Dufek and Bergantz, 2007; Esposti Ongaro et al., 2008]. The approach used in this paper follows an Euler-Lagrange formulation, and it allows the estimation of deposition from PDCs by focusing on the boundary layer processes. These two approaches can have mutual benefits in characterizing the dynamics of the current and the depositional process of PDCs of actual volcanoes when used in combination. An example is provided by the 1997 Boxing Day volcanic blast on Montserrat, West Indies, in which the multifield approach has allowed calculating the PDC velocity profiles in different locations of the island [Esposti Ongaro et al., 2008]. In the 2-D simulations of the blast, the PDC moves over the actual topographic profile, which can be approximated by case 1 (Figure 2a) of our simulations, since it has dimensions and conformation similar to those of our straight stratovolcano. In the work by Esposti Ongaro et al. [2008], results are shown at a distance of 3.4 km from the PDC source area and can be compared to the profiles calculated at 3 and 4 km for our simulated case 1. In both cases, a boundary layer and a fully developed wake region, which is probably indicative of lamina-by-lamina deposition, are detectable in the simulation results. Additionally, field evidences [Drütt et al., 2002] show laminated deposits from a dilute PDC cropping out in the same zone where Esposti Ongaro et al. [2008] have calculated the velocities.

[55] The comparison between the simulations of this paper and the ones of Esposti Ongaro et al. [2008], supported by the field evidences of Drütt et al. [2002], makes us confident that our method is in line with the actual knowledge of PDCs in volcanology and can contribute to better constraining the link between flow behavior and deposition from density currents.

7. Conclusions

[54] The three geometries adopted for simulating stratovolcanoes affected by PDC inundation represent simple end-members of volcano shapes. In nature, straight- or concave-like stratovolcanoes are more common than convex-like ones, the latter being generally represented by shield volcanoes, but sometimes they show some sectors (near-crater zone or distal morphological high) of the edifice with different shapes, so an uneven stratovolcano may be comprehensive of all three cases. Moreover, the topography that surrounds a stratovolcano is often involved in the propagation of PDCs, and this further complicates the shape of the volcanic complex.

[55] The facies of deposits generated by a PDC is frequently reported in the literature as showing a proximal-to-distal (massive versus stratified) lateral transition, together with vertical facies variations [e.g., Branney and Kokelaar, 2002]. This is in agreement with the results of our simulation. Furthermore, our simulations are based on a technique that is already validated by large-scale experiments [Doronzo et al., 2011].

[56] Besides a general agreement with the evidences of PDC deposit described in the literature, our simulations show that a strong relationship exists between the boundary layer conditions and the formation of deposits. They tend to be thick or thin, massive or laminated, depending on the boundary layer thickness. They can be capped by fine-ash deposits, whose thickness depends on the shape of the wake.
region. Thin boundary layers would produce thick deposits of massive layers, whereas thick boundary layers would produce thin laminated deposits. Concave wake regions would produce thick deposits of fine ash, whereas convex wake regions would produce thin deposits of fine ash. Moreover, a continuum spectrum of facies variations exists in between, for example, the formation of relatively thick laminated deposits generated by relatively thick boundary layers.

It is worth concluding that the quantitative analysis presented here is based on two assumptions: (1) the current is quasi steady, which is reasonable in our case since in the simulations velocities changed by less than 1.2 m/s after 420.
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