Diffraction Regimes of Single Holes
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We investigate both experimentally and theoretically the far-field diffraction patterns of single circular apertures as a function of their diameters $d$ and at a given illumination wavelength $\lambda$. We observe the transition between the well-known pseudoscalar regime of large holes ($d \gg \lambda$) and the less-known vectorial regime of subwavelength ones ($d \ll \lambda$). Four different diffraction regimes are identified for different $d/\lambda$ regions, each one with its polarization dependence. A thorough comparison with a theoretical model, which takes into account both finite hole size and the dielectric properties of the metal, allows us to explain and understand the physical processes leading to this behavior. Our results reveal the subtle interplay between two competing factors, one related to polarization symmetries associated with surface-plasmon excitations and the other originating in the coupling of the field to the waveguide mode of the aperture.

DOI: 10.1103/PhysRevLett.109.023901

PACS numbers: 42.79.Ag, 42.25.Fx, 42.25.Ja, 73.20.Mf

Single subwavelength apertures play an important part in the most advanced techniques in nano-optics. Their optical behavior is central to high resolution near-field scanning microscopies [1], extraordinary optical transmission phenomena [2,3], surface-plasmon assisted light beaming [4], fluorescence correlation spectroscopy [5,6], optical trapping [7], and recent magnetometry strategies [8]. Still, the diffractive properties of subwavelength holes in real metallic films, including the plasmonic contribution, have continually raised fundamental questions since their first scientific documentation by Grimaldi in the 17th century and many more recent experimental and theoretical studies [9–15]. The observed diffraction patterns of circular apertures large compared to the wavelength ($kr \gg 1$, where $k$ is the wave number of the incident wave and $r$ the radius of the hole) can be explained by Kirchhoff’s scalar theory. Accordingly, the normalized angular intensity in the far field (Fraunhofer regime) is given by $I_K(\theta) = (2J_1(\Phi)/\Phi)^2$, where $J_1(\Phi)$ is the Bessel function of the first order and $\Phi = kr \sin(\theta)$, with $\theta$ the observation angle. This model can be extended up to $kr \sim 1$ by taking into account the polarization dependence of the angular emission [16]. In the opposite subwavelength case, $kr \ll 1$, the basic assumptions of Kirchhoff’s approach no longer hold, as pointed out by Bethe and Bouwkamp [17,18]. In this regime, they were able to provide a rigorous analysis of Maxwell’s equations in an infinitesimally thin perfect electric conductor (PEC) [17]. Bethe showed that the diffraction pattern of the hole can ultimately be calculated from the field radiated by two crossed dipoles associated with the aperture, one electric ($\mathbf{P}$) normal to and one magnetic ($\mathbf{M}$) in the aperture plane.

In the ideal case where a plane wave impinges a circular aperture at normal incidence, this leads to a simple description of the normalized angular distributions in the far field with $I_P(\theta) = 1$ and $I_M(\theta) = \cos^2(\theta)$ when scanning, respectively, in a plane parallel and perpendicular to the incident polarization. Since the work of Bethe, the transmission through finite-sized holes in PEC films has been extensively studied theoretically [19,20]. Interestingly, experimental observation of subwavelength holes in the optical regime using real metal films, with finite dielectric constants and finite thicknesses (and thus plasmon resonance), shows that their diffraction cannot be accounted for by Bethe’s model [10–15]. In addition some of these studies are further complicated by the geometry of the experiment with the aperture at the apex of a metal-covered optical fiber in optically thin conditions [9,21,22].

This led us to design a set of experiments where the diffraction of a circular aperture in a planar opaque metal film could be monitored continuously from $kr \gg 1$ to $kr \ll 1$ in order to clarify the optical properties of subwavelength holes and, in particular, observe the transition between these two regimes. In parallel, simple analytical expressions have been developed using the theoretical framework of the modal expansion formalism, which are in excellent agreement with the experimental results. As we report in this Letter, four diffraction regimes are identified for different values of $kr$, each with its polarization dependence. By comparing these results with the model, we can explain the existence of these regimes by the subtle interplay of two competing factors, one related to polarization symmetries associated with surface-plasmon (SP) excitations, which is independent of the hole size, and the
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FIG. 2 (color). Diffraction pattern recorded from holes with diameters (a) \( d = 5 \) \( \mu \) m (\( kr \gg 1 \) ), (b) 1.1 \( \mu \) m, (c) 0.6 \( \mu \) m, and (d) 0.3 \( \mu \) m [a logarithmic scale is used in panel (a)]. Single apertures are illuminated with an incident electric field polarized along the \( x \) axis and the radiation pattern is measured in the \( yz \) plane (\( I_y \), red curves) and in the \( xz \) plane (\( I_z \), black curves). Solid lines correspond to theory (CMM) and points are experimental data [in (d), dashed lines correspond to PEC theory]. (Inset) Error on the diameter of a hole (%), induced by nanofabrication (FIB milling).

Our experiments consist of measuring the angular distribution of the light diffracted through single holes. To this aim, we have designed a high-precision goniometry setup, described in detail in the Supplemental Material [23]. Using a focused ion beam (FIB), circular holes were milled through the metal film. We have checked that both suspended and deposited films provided the same results, the latter ones being more convenient experimentally (silica substrate on the illumination side). The samples were positioned in the plane of the goniometer [see Fig. 1(a)] and the hole carefully aligned along the optical axis of the setup. A single mode Gaussian beam emitted from a laser diode at a wavelength \( \lambda = 660 \) nm was linearly polarized and weakly focused at normal incidence on the metal surface by a microscope objective (10 \texttimes , numerical aperture \( NA = 0.3 \) ), providing a compromise between plane-wave excitation and sufficient excitation density. The transmitted light was then collected in the far field with a multimode fiber coupled to a spectrometer. The latter behaved like a bandpass filter, where only photons detected in a small window around \( \lambda \) are recorded. The fiber tip is scanned from \( \theta = -60^\circ \) to \( +30^\circ \) in a plane perpendicular to the metal film and passing through the center of the hole. We checked that no depolarization was induced by the setup, and that usual scalar-type diffraction patterns from large holes (\( kr \gg 1 \) ) were recovered [Fig. 2(a)]. Because of the weak transmitted signal through subwavelength holes, great care was taken to keep optical noise under control with good thermal and mechanical stability of the whole setup.

For the theoretical analysis, we have used the coupled mode method (CMM), described in [3,24], which is valid for opaque metal films, i.e., for film thickness larger than 2–3 times the skin depth \( \delta = \lambda /[2 \pi \text{Im}(\sqrt{\varepsilon_m})] \), where \( \varepsilon_m \) is the dielectric constant of the metal. The CMM relies on a modal expansion of the field, where the dielectric properties of the metal are approximately treated via the surface impedance boundary conditions. The radiation pattern for any hole diameter can be obtained within the CMM, provided enough waveguide modes in the hole are taken into account. However, for a sufficiently small hole diameter the transmission process is controlled by the fundamental waveguide mode (TE\(_{11}\)) alone. This has two important consequences. First, it justifies that the experiments are performed with an illumination only set at normal incidence, since the radiation patterns of such small holes do not depend on the angle of incidence in this regime. Second, the radiation pattern, being then independent of the details of the relative amplitudes of the different waveguide modes, is accurately represented by the CMM. Moreover, the scattering cross section \( \sigma(\theta, \phi) \) (power flux per solid angle along the direction defined by \( \theta \) and \( \phi \)) can be computed analytically. For a circular hole, using polar coordinates and defining the \( x \) axis (\( \phi = 0^\circ \) ) as pointing in the direction of the in-plane component of the incident field, we obtain (see Supplemental Material [23]
The normalized angular distributions from $p$ and $s$ polarizations of the radiative modes are given by

$$I_p(\theta) = \frac{[1 + z_s \cos^2(\theta)] 4J_1^2(\Phi)}{[\cos(\theta) + z_s \cos^2(\theta)]^2} \Phi^2,$$

$$I_s(\theta) = \frac{[1 + z_s \cos^2(\theta)] 4J_1^2(\Phi)}{[1 + z_s \cos(\theta)]^2} \Phi^2,$$

where $\Phi = kr \sin \theta$ and $u = 1.84$ is the first root of $J_1(u) = 0$. The metal properties are characterized by the surface impedance $z_s = 1/\sqrt{\varepsilon_m}$. The normalization factor $\sigma_0$ is a factor that controls the total transmittance but does not affect the radiation pattern. It is equal to $\sigma_0 = k^2 r^2 [4\pi(u^2 - 1)]^{-1} |E_{11}|^2 [1 + z_s \cos^2(\theta)]$, where $E_{11}$ is the amplitude of the $TE_{11}$ mode at the hole opening [24]. $E_{11}$ is a function of $\lambda$, $r$, the metal thickness and the dielectric constant of the substrate. Note that $I(\theta = 0, \phi) = I_p(0) = I_s(0) = 1$. Experimentally, the contributions from different polarizations can be independently measured by scanning along the $xz$ plane, when $I(\theta, \phi = 0^\circ) \equiv I_{\parallel}(\theta) = I_p(\theta)$, and the $yz$ plane, when $I(\theta, \phi = 90^\circ) \equiv I_{\perp}(\theta) = I_s(\theta)$. With these analytical expressions, it is in principle possible to determine the total transmittance through a single hole by the measurement of the intensity flux in a single direction.

We have checked the validity of these expressions through comparison against numerical calculations performed with the Green’s dyadic (GD) method [25]. This comparison was restricted to diameters smaller than about one wavelength as, for larger diameters, the large number of mesh points required in the GD calculations makes this method impractical. In the considered range, the analytical expressions (1)–(3) provided an excellent agreement with the numerical results, especially when the penetration of the electromagnetic field in the lateral walls defining the hole was phenomenologically taken into account by enlarging the hole radius by one skin depth. The effective radius of the hole used hereafter is thus $r + \delta$. Based on the properties of waveguide modes, we can expect the expressions (1)–(3) to be valid below the cutoff wavelength of the second waveguide mode $TM_{01}$ for arbitrary illumination (which, considering the metal as a PEC, can be estimated to occur at $d_{01} \sim \lambda/1.3$, i.e., $d_{01} \sim 504$ nm for $\lambda = 660$ nm). However, for normal incidence only $TE_{10}$ modes are excited and the range of validity is extended to the spectral region in which the $TE_{12}$ mode is evanescent, i.e., $d \leq 1.7\lambda$ ($d \leq 1120$ nm for $\lambda = 660$ nm).

The different factors contributing to Eqs. (1)–(3) have a clear physical meaning. The first term in $I_p$ and $I_s$ gives the normalized intensity of an infinitesimal hole for each polarization. It depends on the finite dielectric constant of the real metal, and specially affects the radiation pattern of waves along the $\phi = 0^\circ$ axis (associated with $I_p$). In this case and for real metals, the angular spectrum is reduced close to grazing radiation, in order to accommodate the SP mode associated with the creation of the pole in $I_p$ [26]. A factor $\cos(\theta)$ in this term arises from the projection of the current carried by each mode along the $z$ axis into the polar direction $(\theta, \phi)$. Apart from this, $[1 + z_s \cos^2(\theta)]$ stems from the angular spectrum of electromagnetic states at the hole position. The second term in $I_p$ and $I_s$ deals with the geometry of the hole. It corresponds to the modulus square of the two-dimensional Fourier transform of the field at the hole area (given by $TE_{11}$ mode). This factor has the same origin as the one appearing in the Fraunhofer approximation. Notice that Eqs. (1)–(3) recover known expressions for the radiation pattern in two limiting cases: (i) a finite-size hole in a thick PEC ($z_s = 0$) [16], or (ii) an infinitesimal hole in a real metal film [27], which is obtained by taking the limit $kr \rightarrow 0$ in Eqs. (2) and (3), i.e., replacing the second factor in $I_p$ and $I_s$ by unity (see the Supplemental Material [23] for further details).

Figure 1(c) presents the experimental variation of $\sigma(\theta = 0, \phi)$ with respect to the hole diameter $d$, together with the CMM prediction (red curve). The agreement is very good, as expected from previous comparisons for this quantity between experimental results and the CMM calculations [15]. Note that $\sigma(\theta = 0, \phi)$ depends on the absolute transmitted intensity, and therefore on both metal thickness and the propagation constant inside the hole. In what follows, we will study the quantity $I(\theta, \phi) = \sigma(\theta, \phi) / \sigma_0$ which, according to the analytical expressions and GD calculations, only depends on the geometrical section of the hole at the exit side (see the Supplemental Material [23]). We will concentrate on the quantities $I_{\parallel}(\theta)$ and $I_{\perp}(\theta)$ which, as mentioned before, is a way of isolating the contributions from $I_p(\theta)$ and $I_s(\theta)$, respectively.

We show in Fig. 2 the normalized experimental diffraction patterns recorded for four diameters [2(a) $d = 5 \mu m$, 2(b) $d = 1.1 \mu m$, 2(c) $d = 0.6 \mu m$, and 2(d) $d = 0.3 \mu m$] and, for the three last, a comparison with the angular patterns $I(\theta)$ given by the analytical expression in Eq. (1). In the calculations we have taken $\epsilon_{Ag} = -170 + 0.99i$ at $\lambda = 660$ nm [28]. It is clear from Figs. 2 and 3 that four regimes can be identified, depending on the relative contribution of $I_{\perp}$ with respect to $I_{\parallel}$. A first regime can be identified as a pseudo-scalar regime, occurring for $d > 2\lambda$, where $I_{\parallel} = I_{\perp}$ [Figs. 2(a) and 3(a), region 1]. This is not discussed theoretically in this paper because it is out of the domain of validity of our model (in the single-mode approximation), and it is well described by models based on Kirchhoff’s scalar theory. Then in the region where $\lambda < d < 2\lambda$, there is a difference in intensity between measurements performed in the $yz$ plane and the $xz$ plane, with $I_{\perp}$ intensity mainly above the $I_{\parallel}$ one [Figs. 2(b) and 3(a), region 2]. The third regime, illustrated by Figs. 2(c) and 3(a), region 3, presents a different
behavior with $I_\perp = I_\parallel$ for $d \sim \lambda$. Then finally, a fourth regime [Figs. 2(d) and 3(a), region 4] arises for $d < \lambda$, where $I_\perp < I_\parallel$, which is completely coherent with previous experimental results [9,21] despite the tip geometry and metal thickness in those experiments. The error bars in the experimental curves correspond to several measurements done with holes milled with identical parameters, i.e., identical effective diameters. Errors on the diameter, due to milling, are shown in the inset of Fig. 2(c). Obviously, this error is small at large diameter, and becomes important for subwavelength holes. Figures 2(b) and 2(c) show very good agreement between experiment and theory for both scanning orientations. For smaller holes, as in Fig. 2(d), the agreement is still good for $I_\perp$. For $I_\parallel$, however, and even if the global shapes are really close, theory seems to slightly overestimate the intensity. The small difference between CMM and data for $I_\perp$ can be explained by the uncertainty in the diameter shown in the inset of Fig. 2(c), knowing that a scan in the $yz$ plane is less sensitive to this parameter. More important to stress is the difference at large angles in $I_\parallel$ between PEC and Ag. As discussed above, in a real metal the radiation pattern close to grazing angles in a parallel scan contains signatures of the existence of SP excitations [29], not present in a PEC.

Our theoretical formalism also reproduces the transition regime observed at $d \sim \lambda$. Figures 3(a) and 3(b) present a comparison between experimental and theoretical $\Delta I \equiv (I_\parallel - I_\perp)$, for $\theta = 40^\circ$ and $30^\circ$, both presenting the four regimes just discussed in good agreement with theory. This is seen by the calculations rendered in Fig. 3(c), where the $d \sim \lambda$ transition is predicted even at moderate angles. As explained by a simple analysis of the model, this transition occurs because radiation is governed by two factors.

The first factor is the coupling to radiation modes in the scanning plane, which involves the Fourier transform of the field at the hole along the relevant direction. When the scanning plane is the $xz$ plane, this direction is the $x$ axis, while for the scanning plane in the $yz$ plane, it is the Fourier transform along the $y$ direction that matters. As illustrated in Fig. 4, the electric field of the relevant TE$_{11}$ mode points preferentially along the $x$ direction and therefore, it is more confined along the $y$ direction than along the $x$ direction. The coupling is thus better for large in-plane wave vectors ($k_\parallel > 1/\lambda$) along the $yz$ plane than along the $xz$ plane, as it can be understood from a simple Fourier argument relating the near-field modal distribution to the far field. For small holes this is not important, as these large wave vectors are outside the light cone, but for larger holes this mechanism impairs radiation along the $xz$ plane [see Fig. 4(b)].

The second factor is related to the important point that, as shown by the first term in Eqs. (2) and (3), the angular spectrum at the metal surface with in-plane component of the wave vector is different depending of whether the scan is performed in the $xz$ or $yz$ plane. For a scan in the $yz$ plane, the angular spectrum goes as $\cos(\theta)$, while for a scan in the $xz$ plane, it increases as $1/\cos(\theta)$ (except for the mentioned decay close to grazing radiation). As a consequence, radiation is impaired this time along the $yz$ plane.

We therefore have two competing factors but, while the strength of the first one depends on hole size, the second one does not. The fact that the different mechanisms dominate for different regions in parameter space is the reason for the existence of the transition which is experimentally found at $d \sim \lambda$. 

FIG. 3 (color). Normalized difference between $I_\parallel$ and $I_\perp$ angular distributions at a fixed angle of analysis [(a) $\theta = 40^\circ$ and (b) $\theta = 30^\circ$], for different hole diameters. Black squares are experimental data and solid red lines correspond to theory. Region 1 corresponds to the scalar regime $d > 2\lambda$, region 2 is equivalent to $\lambda < d < 2\lambda$, region 3 to $d \sim \lambda$, and region 4 to $d < \lambda$. (c) The same theoretical normalized differences versus $d$, at different angles of detection ($\theta$). (d) Theoretical evolution of $I_\parallel$, $I_\perp$, and their normalized difference versus hole diameter $d$, at $\theta = 45^\circ$.

FIG. 4 (color). (a) Electric-field amplitude spatial distribution of the TE$_{11}$ mode, (b) Fourier transform of $E_z(0, y)$ (red curve) and $E_z(x, 0)$ (black curve). (c) Crosscut of $E_x$ along the black dashed line in (a). (d) Crosscut of $E_y$ along the red dashed line in (a).
The crossover that occurs when $I_\parallel = I_\perp$ is largely independent of the angle of observation, as shown in Figs. 2(b) and 3(c), and it is also largely independent on the dielectric constant of the metal. Therefore, the critical diameter can be estimated for a particular value of $\theta$ for a PEC. For an analytical estimation it is convenient to take the limit $\Phi \rightarrow u$ in both $I_\perp$ and $I_\parallel$. We have $I_\perp = [(u^2 - 1)^2 \cos^2 \theta] J^2_1(u)/u^2$ and $I_\parallel = 4J^2_1(u)/u^2$. Thanks to the common term $J^2_1(u)/u^2$, we find that $I_\parallel = I_\perp$ when the condition $(u^2 - 1)^2 \cos^2 \theta = 4$ is fulfilled. It occurs for the angle $\theta = \cos^{-1}[(u^2 - 1)^{-1}] \approx 33^\circ$ and $d/\lambda = \pi^{-1}u(u^2 - 1)^{-1/2} \approx 1.07$, in agreement with the experimental observation that the transition occurs for $d = \lambda$.

In conclusion, we have presented a complete experimental and theoretical study of diffraction properties of circular apertures in a real, thick metallic screen, with dimension varying from scalar to subwavelength regimes. We obtained a good agreement between measured diffraction patterns and theoretical predictions of the modal expansion technique for the radiation pattern, cast into a simple analytical form which takes into account both the finite hole size and the dielectric properties of real metals. The observed transition occurring at $d \sim \lambda$ for all scanning angles characterized by the sign inversion of the difference $I_\parallel - I_\perp$ is consistently explained by two competing factors, one depending on the hole diameter, the other on the dependency on scanning orientations of the angular spectrum of electromagnetic modes. This study draws a relation between scalar and vectorial descriptions providing a deep understanding of single subwavelength holes, one of the most fundamental but subtle systems in optics.
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