Conserving GW scheme for nonequilibrium quantum transport in molecular contacts
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We give a detailed presentation of our recent scheme to include correlation effects in molecular transport calculations using the nonequilibrium Keldysh formalism. The scheme is general and can be used with any quasiparticle self-energy, but for practical reasons, we mainly specialize to the so-called GW self-energy, widely used to describe the quasiparticle band structures and spectroscopic properties of extended and low-dimensional systems. We restrict the GW self-energy to a finite, central region containing the molecule, and we describe the leads by density functional theory (DFT). A minimal basis of maximally localized Wannier functions is applied both in the central GW region and the leads. The importance of using a conserving, i.e., fully self-consistent, GW self-energy is demonstrated both analytically and numerically. We introduce an effective spin-dependent interaction which automatically reduces self-interaction errors to all orders in the interaction. The scheme is applied to the Anderson model in and out of equilibrium. In equilibrium at zero temperature, we find that GW describes the Kondo resonance fairly well for intermediate interaction strengths. Out of equilibrium, we demonstrate that the one-shot $G_0W_0$ approximation can produce severe errors, in particular, at high bias. Finally, we consider a benzene molecule between featureless leads. It is found that the molecule’s highest occupied molecular orbital–lowest unoccupied molecular orbital gap as calculated in GW is significantly reduced as the coupling to the leads is increased, reflecting the more efficient screening in the strongly coupled junction. For the $I$-$V$ characteristics of the junction, we find that Hartree–Fock (HF) and $G_0W_0[G_{DFT}]$ yield results closer to GW than does DFT and $G_0W_0$. This is explained in terms of self-interaction effects and lifetime reduction due to electron-electron interactions.
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I. INTRODUCTION

Since the first measurements of electron transport through single molecules were reported in the late 1990s,1–3 the theoretical interest for quantum transport in nanoscale systems has been rapidly growing. An important driving force behind the scientific developments is the potential use of molecular devices in electronics and sensor applications. On the other hand, it is clear that a successful introduction of these technologies is heavily dependent on the availability of theoretical and numerical tools for the accurate description of such molecular devices.

So far, the combination of density functional theory (DFT) and nonequilibrium Green’s functions (NEGF) has been the most popular method for modeling nanoscale conductivity.4–7 For strongly coupled systems such as metallic point contacts, monatomic chains, and contacts with small chemisorbed molecules, this combination has been remarkably successful.8–10 but in the opposite limit of weakly coupled systems where the conductance is much smaller than the conductance quantum, $G_0=2e^2/h$, the NEGF-DFT method has been found to overestimate the conductance relative to experiments.11–13 Part of this discrepancy might result from the use of inappropriate exchange-correlation (xc) functionals.14 However, it is important to remember that the application of ground state DFT to nonequilibrium transport cannot be rigorously justified—even with the exact xc functional. In particular, a breakdown of the effective single-particle DFT description is expected when correlation effects are important or when the system is driven out of equilibrium.

Over the years, several different schemes have been proposed as alternatives to NEGF-DFT. Historically, the first DFT based transport methods used an equivalent formulation in terms of scattering states rather than Green’s functions.15–17 A more recent approach (still within DFT) solves a master equation for the density matrix of an electron system exposed to a constant electric field and coupled to a damping heat bath of auxiliary phonons.18

A few attempts have been made to calculate the current in the presence of electronic correlations. In one approach, the density matrix is obtained from a many-body wave function and the nonequilibrium boundary conditions are invoked by fixing the occupation numbers of left- and right-going states.19 Exact diagonalization within the molecular subspace has been combined with rate equations to calculate tunneling currents to first order in the lead-molecule coupling strength.20 The linear response conductance of jellium quantum point contacts has been addressed on the basis of the Kubo formula.21,22 Although this method is restricted to the low bias regime, it has the advantage over the NEGF method that interactions outside the device region can be naturally included. The time-dependent version of density functional theory has also been used as framework for quantum transport.23–25 This scheme is particularly useful for simulating transients and high frequency ac responses. Within the NEGF formalism, the many-body GW approxi-
mation has been used to address correlated transport both under equilibrium and nonequilibrium conditions.

Within the framework of many-body perturbation theory, electronic correlations are described by a self-energy which in practice must be obtained according to some approximate scheme, e.g., by summing a restricted set of Feynman diagrams. The important question then arises whether the quantities calculated from the resulting Green’s function will obey the simple conservation laws. In the context of quantum transport, the continuity equation, which ensures charge conservation, is obviously of special interest. An elegant way of invoking the conservation laws is to write the self-energy as the functional derivative of a so-called Φ functional, i.e., \( \Sigma[G] = \delta \Phi[G]/\delta G \). Since the self-energy in this way becomes dependent on the Green’s function (GF), it must be determined self-consistently in conjunction with the Dyson equation.

Due to the large computational demands connected with the self-consistent solution of the Dyson equation, practical GW band structure calculations usually evaluate the self-energy at some approximate noninteracting \( G_0 \). This non-self-consistent scheme does not constitute a conserving approximation. While this might not be important for the calculated spectrum, self-consistency has been demonstrated to be fundamental for out-of-equilibrium transport. In addition to its conserving nature, another nice feature of the self-consistent approach is that it leads to a unique GF and, thus, removes the \( G_0 \) dependence inherent in the non-self-consistent approach.

A reliable description of electron transport through a molecular junction requires, first of all, a reliable description of the internal electronic structure of the molecule itself, i.e., its electron addition and removal energies. The GW approximation has been widely and successfully used to calculate such quasi-particle excitations in both semiconductors, insulators, and molecules and on this basis, it seems natural to extend its use to transport calculations.

There are two main obstacles related to the extension of the GW method to charge transport. First, the conventional application of the GW method has been on ground state problems, whereas transport is an inherent nonequilibrium problem. Second, it is not obvious how to treat electron-electron interactions in the leads within the NEGF formalism. In Ref. 27, we proposed to overcome these problems by extending the GW self-energy to the Keldysh contour and by restricting it to a finite central region where correlation effects are expected to be most important. In the present paper, we provide an extended presentation of these ideas.

When a molecule is brought into contact with electrodes, a number of physical mechanisms will affect its electronic structure. Some of these mechanisms are single particle in nature and are already well described at the DFT Kohn–Sham level, but there are also important many-body effects which require a dynamical treatment of the electronic interactions. One example is the renormalization of the highest occupied molecular orbital–lowest unoccupied molecular orbital (HOMO–LUMO) gap induced by the image charges formed in the electrodes when an electron is added to or removed from the molecule. Another example is the Kondo effect which results from correlations between a localized spin on the molecular and delocalized electrons in the electrodes. Third, as we will show here, the coupling to (noninteracting) electrodes enhances the screening on the molecule leading to characteristic reduction of the HOMO–LUMO gap as function of the electrode-molecule coupling strength.

In this paper, we focus on improving the description of quantum transport in molecular junctions by improving the description of the internal electronic structure of the molecule while preserving a nonperturbative treatment of the coupling to leads. We do this within the NEGF formalism by using a self-consistent GW self-energy to include xc effects within the molecular subspace which, in turn, is coupled to noninteracting leads. The rationale behind this division is that the transport properties, to a large extent, are determined by the narrowest part of the conductor, i.e., the molecule, while the leads mainly serve as particle reservoirs. Strictly speaking, this is correct only when a sufficiently large part of the leads is included in the GW region. If the central region is too small, spurious backscattering at the interface between the GW and the mean-field regions might affect the calculated conductance. Furthermore, the dynamical formation of image charges in the electrodes requires that part of the electrodes are included in the GW region. In the present work, however, we do not attempt to address this latter effect.

The paper is organized as follows. In Sec. II, we introduce the model used to describe the transport problem and review the basic elements of the Keldysh Green’s function formalism. In Sec. III, we introduce an effective interaction, discuss the problem of self-interaction correction in diagrammatic expansions, and derive the nonequilibrium GW equations for an interacting region coupled to noninteracting leads. In Sec. IV, we introduce the current formula and show that charge conservation is fulfilled within the NEGF formalism for the self-energies—also when incomplete basis sets are used. The practical implementation of the GW transport scheme using a Wannier function basis obtained from DFT is described in Sec. V. In Secs. VI and VII, we present the results for the nonequilibrium transport properties of the Anderson impurity model and the benzene molecule between jellium leads, respectively. In Sec. VIII, we present our conclusions.

II. GENERAL FORMALISM

In this section, we review the elements of the Keldysh Green’s function formalism necessary to deal with the non-equilibrium transport problem. To limit the technical details, we specialize to the case of orthogonal basis sets and refer to Ref. 37 for a generalization to the nonorthogonal case.

A. Model

We consider a quantum conductor consisting of a central region (C) connected to left (L) and right (R) leads (Fig. 1). For times \( t < t_0 \), the three regions are decoupled from each other, each being in thermal equilibrium with a common temperature \( T \) and chemical potentials \( \mu_L, \mu_C \), and \( \mu_R \), respectively. At \( t = t_0 \), the coupling between the three sub-
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\[ \hat{h} = \sum_{i,j} \sum_{\sigma=\uparrow,\downarrow} h_{ij} \sigma \epsilon_{\sigma}^{i} c_{\sigma}^{\dagger} c_{\sigma} \quad \text{for } i,j \in \{L,C,R\} \]

where \( i,j \) run over all basis states of the system. For \( \alpha, \beta \in \{L,C,R\} \), the operator \( \hat{h}_{\alpha\beta} \) is obtained by restricting \( i \) to region \( \alpha \), and \( j \) to region \( \beta \) in Eq. (1). Occasionally, we shall write \( \hat{h}_{\alpha} \) instead of \( \hat{h}_{\alpha\alpha} \). We assume that there is no direct coupling between the two leads, i.e., \( \hat{h}_{LR} = \hat{h}_{RL} = 0 \) (this condition can always be fulfilled by increasing the size of the central region since the basis functions are localized). We introduce a special notation for the "diagonal" of \( \hat{h} \),

\[ \hat{h}_0 = \hat{h}_{LL} + \hat{h}_{CC} + \hat{h}_{RR}. \]

It is instructive to note that \( \hat{h}_0 \) does not describe the three regions in isolation from each other, but rather the contacted system without inter-region hopping. We allow for interactions between electrons inside the central region. The most general form of such a two-body interaction is

\[ \hat{V} = \sum_{i,j,k \in C} V_{ij,k} \epsilon_{\alpha\sigma}^{i} c_{\alpha\sigma}^{\dagger} c_{\alpha\sigma} c_{\alpha\sigma}. \]

The full Hamiltonian describing the system at time \( t \) can then be written

\[ \hat{H}(t) = \begin{cases} \hat{H}_0 + \hat{V} & \text{for } t < t_0 \\ \hat{H} + \hat{V} & \text{for } t > t_0. \end{cases} \]

Notice that we use small letters for noninteracting quantities and the subscript 0 for uncoupled quantities. The specific form of the matrix elements \( h_{ij} \) and \( V_{ij,k} \) defining the Hamiltonian is considered in Sec. V.

Having defined the Hamiltonian, we now consider the initial state of the system, i.e., the state at times \( t < t_0 \). For such times, the three subsystems are each in thermal equilibrium and, thus, characterized by their equilibrium density matrices. For the left lead, we have

\[ \hat{Q}_L = \frac{1}{Z_L} \exp[-\beta(\hat{h}_L - \mu_L \hat{N}_L)] \]

with

\[ Z_L = \text{Tr}[\exp[-\beta(\hat{h}_L - \mu_L \hat{N}_L)]] \]

Here, \( \beta \) is the inverse temperature and \( \hat{N}_L = \sum_{\alpha=L,C,R} \hat{n}_{\alpha} \) is the number operator of lead \( L \). \( \hat{Q}_R \) and \( \hat{Z}_C \) are obtained by replacing \( L \) by \( R \). For \( \hat{Q}_C \) and \( \hat{Z}_C \), we must add \( \hat{V} \) to account for correlations in the initial state of the central region. The initial state of the whole system is then given by

\[ \hat{\psi} = \hat{Q}_L \hat{Q}_C \hat{Q}_R. \]

If \( \hat{V} \) is not included in \( \hat{Q}_C \), we obtain the uncorrelated (noninteracting) initial state \( \hat{\rho}_u \). We note that the order of the density matrices in Eq. (7) plays no role since they all commute due to the orthogonality of the system \( \{\psi_i\} \). Because \( \hat{H}_0 \) (\( \hat{h}_0 \)) describes the contacted system without inter-region hopping, \( \hat{Q}_\alpha \) (\( \hat{\rho}_u \)) does not describe the three regions in physical isolation. In other words, the three regions are only decoupled at the dynamic level for times \( t < t_0 \).

B. Contour-ordered Green’s function

In this section, we introduce the contour-ordered GF, which is the central object for the many-body perturbation theory in nonequilibrium systems. For more detailed accounts of the NEGF theory, we refer to Refs. 38 and 39.

The contour-ordered GF relevant for the model introduced in the previous section is defined by

\[ G_{\sigma \tau \sigma' \tau'}(\tau, \tau') = -i \text{Tr}[\hat{T} \{ c_{\sigma \tau} c_{\sigma' \tau'} \} c_{\sigma' \tau'} c_{\sigma \tau}]. \]

Here, \( \tau \) and \( \tau' \) are points on the Keldysh contour, \( C \), which runs along the real-time axis from \( t_0 \) to \( -\infty \) and back to \( t_0 \), and \( \hat{T} \) is the time-ordering operator on the contour. The creation and annihilation operators are taken in the Heisenberg picture with respect to the full Hamiltonian in Eq. (4). We do
not consider spin-flip processes and, thus, suppress the spin indices in the following.

In order to obtain an expansion of \( G_{ij} (\tau, \tau') \) in powers of \( \hat{V} \), we switch to the interaction picture where we have

\[
G_{ij} (\tau, \tau') = -i \text{Tr} \left\{ \hat{G} T [ e^{-i\int_0^\tau d\tau' \hat{H}_i (\tau') \hat{c}_{ki} (\tau) \hat{c}_{kj} (\tau') + \text{h.c.}}] \right\}. \tag{9}
\]

By extending \( \hat{G} \) into the complex plane by a vertical branch running from \( \tau_0 \) to \( \tau_0 - i\beta \), we can replace \( \hat{G} \) by the uncorrelated \( \hat{G}_u \).\(^{39}\) Neglecting the vertical branch then corresponds to neglecting correlations in the central region’s initial state. While it must be expected that the presence of initial correlations will influence the transient behavior of the current, it seems plausible that they will be washed out over time such that the steady state current will not depend on \( \hat{G}_C \). Furthermore, in the special case of equilibrium (\( \mu_L = \mu_C = \mu_R \)) and zero temperature, the Gellman–Low theorem ensures that the correlations are correctly introduced when starting from the uncorrelated initial state at \( \tau_0 = -\infty \).\(^{40}\) In practice, the neglect of initial correlations is a major simplification which allows us to work entirely on the real axis, avoiding any reference to the imaginary time. For these reasons, we shall adopt this approximation and neglect initial correlations in the rest of this paper.

Equation (9) with \( \hat{G} \) replaced by \( \hat{G}_u \) constitute the starting point for a systematic series expansion of \( G_{ij} \) in powers of \( \hat{V} \) and the free propagator,

\[
g_{ij} (\tau, \tau') = -i \text{Tr} \left\{ \hat{G}_u T [ \hat{c}_{ki} (\tau) \hat{c}_{kj} (\tau') + \text{h.c.}}] \right\}, \tag{10}
\]

which describes the noninteracting electrons in the coupled system. The diagrammatic expansion leads to the identification of a self-energy, \( \Sigma \), which relates the interacting GF to the noninteracting one through Dyson’s equation

\[
G (\tau, \tau') = g (\tau, \tau') + \int_C d\tau_1 d\tau_2 g (\tau, \tau_1) \Sigma (\tau_1, \tau_2) G (\tau_2, \tau'), \tag{11}
\]

(matrix multiplication is implied). As we will see in Sec. IV A, only the Green’s function of the central region is needed for the calculation of the current, and we can, therefore, focus on the central-region submatrix of \( G \). Due to the structure of \( \hat{V} \), the self-energy matrix \( \Sigma_{ij} \) will be nonzero only when both \( i, j \in C \), and for this reason, \( C \) subscripts can be added to all matrices in Eq. (11). Having observed this, we will, nevertheless, write \( \Sigma \) instead of \( \Sigma_C \) for notational simplicity.

The free propagator \( g_C (\tau, \tau') \), which is still a nonequilibrium GF, satisfies the following Dyson equation:

\[
g_C (\tau, \tau') = g_{0C} (\tau, \tau') + \int_C d\tau_1 d\tau_2 g_{0C} (\tau, \tau_1) \Sigma (\tau_1, \tau_2) g_C (\tau_2, \tau'), \tag{12}
\]

where \( g_0 \) is the equilibrium GF defined by \( \hat{G}_u \) and \( \hat{h}_0 \). The coupling self-energy due to lead \( \alpha = L, R \) is given by

\[
\Sigma_{\alpha} (\tau, \tau') = h_{C\alpha} g_{0C} (\tau, \tau') h_{\alpha C}. \tag{13}
\]

Notice the slight abuse of notation: \( \Sigma_{\alpha} \) is not the \( \alpha \alpha \) submatrix of \( \Sigma \). In fact, \( \Sigma_L \) and \( \Sigma_R \) are both matrices in the central-region indices. Combining Eqs. (11) and (12), we can write

\[
G_C (\tau, \tau') = g_{0C} (\tau, \tau') + \int_C d\tau_1 d\tau_2 g_{0C} (\tau, \tau_1) \Sigma (\tau_1, \tau_2) G_C (\tau_2, \tau'), \tag{14}
\]

which expresses \( G_C \) in terms of the equilibrium propagator of the noninteracting, uncoupled system, \( g_{0C} \), and the total self-energy

\[
\Sigma (\tau) = \Sigma_L + \Sigma_R. \tag{15}
\]

C. Real-time Green’s functions

In order to evaluate expectation values of single-particle observables, we need the real-time correlation functions. We work with two correlation functions, also called the lesser and greater GFs and defined as

\[
G^{<}_{ij} (t, t') = i \text{Tr} \left\{ \hat{G}_u T [ \hat{c}_{ki} (t') \hat{c}_{kj} (t) + \text{h.c.}}] \right\}, \tag{16}
\]

\[
G^{>}_{ij} (t, t') = -i \text{Tr} \left\{ \hat{G}_u T [ \hat{c}^\dagger_{ki} (t') \hat{c}_{kj} (t) + \text{h.c.}}] \right\}. \tag{17}
\]

Two other important real-time GFs are the retarded and advanced GFs, defined by

\[
G^r_{ij} (t, t') = \theta (t - t') [G^{>}_{ij} (t, t') - G^{<}_{ij} (t, t')], \tag{18}
\]

\[
G^a_{ij} (t, t') = \theta (t' - t) [G^{<}_{ij} (t, t') - G^{>}_{ij} (t, t')]. \tag{19}
\]

The four GFs are related via

\[
G^r - G^{<} = G^a - G^>. \tag{20}
\]

The lesser and greater GFs are just special cases of the contour-ordered GF. For example, \( G^r (t, t') = G (\tau, \tau') \) when \( \tau = t \) is on the upper branch of \( \tau \) and \( \tau' = t' \) is on the lower branch. This can be used to derive a set of rules, sometimes referred to as the Langreth rules, for converting expressions involving contour-ordered quantities into equivalent expressions involving real-time quantities. We shall not list the conversion rules here, but refer to Ref. 39 (no initial correlations) or Ref. 38 (including initial correlations). The usual procedure in nonequilibrium is then to derive the relevant equations on the contour using the standard diagrammatic techniques and subsequently convert these equations to real time by means of the Langreth rules. An example of this procedure is given in Sec. III B, where the nonequilibrium \( GW \) equations are derived.

1. Equilibrium

In equilibrium, the real-time GFs depend only on the time difference \( t' - t \). Fourier transforming with respect to this time difference then brings out the spectral properties of the system. In particular, the spectral function
CONSERVING GW SCHEME FOR NONEQUILIBRIUM...

\[ A(\omega) = i [G^r(\omega) - G^a(\omega)] = i [G^\omega(\omega) - G^\omega(\omega)] \]  
(21)

shows peaks at the quasiparticle (QP) energies of the system. In equilibrium, we furthermore have the fluctuation-dissipation theorem,

\[ G^<(\omega) = i f(\omega - \mu) A(\omega), \]
(22)

\[ G^>(\omega) = -i (1 - f(\omega - \mu)) A(\omega), \]
(23)

relating the correlation functions to the spectral function and the Fermi–Dirac distribution function, \( f \). The fluctuation-dissipation theorem follows from the Lehman representation which no longer holds out of equilibrium, and as a consequence, one has to work explicitly with the correlation functions in nonequilibrium situations.

2. Nonequilibrium steady state

We shall work under the assumption that in steady state, all the real-time GFs depend only on the time difference \( t' - t \). Taking the limit \( t_0 \to -\infty \), this will allow us to use the Fourier transform to turn convolutions in real time into products in frequency space. Applying the Langreth conversion rules to the Dyson equation (14) and Fourier transforming with respect to \( t' - t \) then leads to the following expression for the retarded GF of the central region:

\[ G^r_C(\omega) = g^r_{0,c}(\omega) + g^r_{0,c}(\omega) \Sigma_{\text{tot}}^r(\omega) G^r_C(\omega). \]  
(24)

This equation can be inverted to yield the closed form

\[ G^r_C(\omega) = [(\omega + i\eta) I_C - h_C - \Sigma^L_C(\omega) - \Sigma^R_C(\omega)]^{-1}. \]  
(25)

The equation for \( G^r_C \) is obtained by replacing \( r \) by \( a \) and \( \eta \) by \( -\eta \) or, alternatively, from \( G^\omega = (G^r)^\dagger \). For the lesser correlation function, the conversion rules lead to the expression

\[ G^<_{GC}(\omega) = G^r_C \Sigma^\omega_{\text{tot}} G^r_C(\omega) + \Delta^<_{\omega}, \]  
(26)

where

\[ \Delta^<_{\omega} = [I_C + G^r_{\text{tot}}^C \Sigma^\omega_{\text{tot}}] g^a_{0,c} \Sigma^a_{\text{tot}} G^a_{C}(\omega). \]  
(27)

The \( \omega \) dependence has been suppressed for notational simplicity. Using \( \Sigma^\omega_{\text{tot}} = (g^a_{0,c})^{-1} - (G^a_{0,c})^{-1} \) together with the equilibrium relations \( g^a_{0,c} = f(\omega - \mu_C) \Sigma^\omega_{\text{tot}} \) and \( g^a_{0,c} = -[f(\omega - \mu_C) - 1] g^a_{0,c} \), we find

\[ \Delta^<_{\omega} = 2i \eta f(\omega - \mu_C) G^r_C(\omega) G^<_{C}(\omega), \]  
(28)

\[ \Delta^>_{\omega} = 2i \eta f(\omega - \mu_C) - 1] G^r_C(\omega) G^>_{C}(\omega). \]  
(29)

If the product \( G^r(\omega) G^a(\omega) \) is independent of \( \eta \), we can conclude that \( \Delta(\omega) \to 0 \) in the relevant limit of small \( \eta \). However, as explained below, this is not always the case.

3. Bound states and the \( \Delta \) term

We first focus on noninteracting electrons. In this case, the nonequilibrium correlation functions \( g^{<,>}_{\omega} \) must be evaluated from Eq. (26) with \( \Sigma_{\text{tot}} = \Sigma_+ + \Sigma_- \). For energies outside the bandwidth of the leads, we have \( \Sigma_+ - \Sigma^- = 0 \) such that no broadening of the (noninteracting) levels is introduced by the coupling to the leads. At such energies we have \( g^a_{C} = g^a_{C} \) and we conclude from Eqs. (28) and (29) that \( \Delta^<_{\omega} \) becomes proportional to the spectral function \( A = g^r_{C} = g^a_{C} \). Since \( A(\omega) \) does not necessarily vanish outside the bandwidth of the leads (it has delta peaks at the position of bound states), it follows that \( \Delta^<_{\omega} \) should be included in the calculation of \( g^{<,>}_{\omega} \) to properly account for the bound states. It is interesting to notice that \( \mu_C \), which defines the initial state of the central region, drops out of the equations for \( g^\omega \) if and only if there are no bound states.

When interactions are present in the central region, correlation effects will reduce the lifetime of any single-particle state in \( C \). Mathematically, this is expressed by the fact that \( \Sigma^r - \Sigma^a \) will be nonzero for all physically relevant energies. Consequently, the product \( G^r(\omega) G^a(\omega) \) will approach a finite value as \( \eta \to 0 \), leading to a vanishing \( \Delta^<_{\omega} \).

In conclusion, the \( \Delta \) terms of Eqs. (28) and (29) always vanish when interactions are present in \( C \), while for the noninteracting electrons, they vanish everywhere except for \( \omega \) corresponding to bound states. We mention that it has recently been shown in the time-dependent NEGF framework that the presence of bound states can affect the long time behavior of the current in the noninteracting case.

III. GW EQUATIONS

In this section, we derive and discuss the nonequilibrium GW and second-order Born (2B) approximations. However, before addressing the expressions for the self-energies, we introduce an effective interaction which leads to a particularly simple form of the equations and, at the same time, provides a means for reducing self-interaction errors in higher-order diagrammatic expansions.

A. Effective interaction

The direct use of the full interaction Eq. (3) results in a four-index polarization function. The numerical representation and storage of this frequency-dependent four-index function are very demanding, and for this reason, we consider the effective interaction defined by

\[ \tilde{V}_{\text{eff}} = \sum_{ij,\sigma'^{\tau'}} \tilde{V}_{ij,\sigma'^{\tau'}} c^\dagger_{ij,\sigma'} c_{j'\sigma'} c_{j'\sigma'} c_{ij,\sigma}, \]  
(30)

where

\[ \tilde{V}_{ij,\sigma'^{\tau'}} = V_{ij,\sigma'^{\tau'}} - \delta_{\sigma'^{\tau'}} V_{ij,\sigma'^{\tau'}}. \]  
(31)

This expression follows by restricting the sum in the full interaction Eq. (3) to terms of the form \( V_{ij,\sigma'^{\tau'}} c^\dagger_{ij,\sigma'} c_{j'\sigma'} c_{j'\sigma'} c_{ij,\sigma} \) and \( V_{ij,\sigma'^{\tau'}} c^\dagger_{ij,\sigma'} c_{j'\sigma'} c_{j'\sigma'} c_{ij,\sigma} \).

The effective interaction is local in orbital space, i.e., it is a two-point function instead of a four-point function and, thus, resembles the real-space representation. Note, however, that in contrast to the real-space representation \( \tilde{V}_{ij,\sigma'^{\tau'}} \) is spin dependent. In particular, the self-interactions \( \tilde{V}_{ij,\sigma'^{\tau'}} \) are zero by construction and, consequently, self-interaction (in the orbital basis) is avoided to all orders in a perturbation expan-
sion in powers of $\tilde{V}$. Since the off-diagonal elements $(i \neq j)$ of the exchange integrals $V_{ij,ji}$ are small, one expects that the main effect of the second term in Eq. (31) is to cancel the self-interaction in the first term.

It is not straightforward to anticipate the quality of a $GW$ calculation based on the effective interaction (30) as compared to the full interaction (3). Clearly, if we include all Feynman diagrams in $\Sigma$, we obtain the exact result when the full interaction (3) is used, while the use of the effective interaction (30) would yield an approximate result. The quality of this approximate result would then depend on the basis set, becoming better the more localized the basis functions and is equal to the exact result in the limit of completely localized delta functions, where only the direct Coulomb integrals $V_{ij,ji}$ will be nonzero.

However, when only a subset of all diagrams are included in $\Sigma$, the situation is different: In the $GW$ approximation, only one diagram per order (in $\tilde{V}$) is included, and thus cancellation of self-interaction does not occur when the full interaction is used. On the other hand, the effective interaction (31) is self-interaction-free (in the orbital basis) by construction. The situation can be understood by considering the lowest-order case. There are only two first-order diagrams—the Hartree and exchange diagrams—and each cancel the self-interaction in the other. More generally, the presence of self-interaction in an incomplete perturbation expansion can be seen as a violation of identities of the form $\langle c_{\sigma\alpha}^\dagger,c_{\sigma\beta}^\dagger \cdot \cdot \cdot c_{\alpha\mu} c_{\beta\nu} c_{\mu\nu} c_{\mu\nu} \cdot \cdot \cdot \rangle=0$ when not all Wick contractions are evaluated. Such expectation values will correctly vanish when the effective interaction is used because the prefactor of the $c_{\mu\nu} c_{\mu\nu}$ operator, $\tilde{V}_{i\nu,i\nu}$, is zero. The presence of self-interaction errors in (non-self-consistent) $GW$ calculations was recently studied for a hydrogen atom.42

In Appendix B, we compare the performance of the effective interaction with exact results for the Hartree and exchange self-energies of a benzene molecule. These first-order results indicate that the accuracy of $GW$ calculations based on the effective interaction (30) should be comparable to $GW$ calculations based on the full interaction (3). We stress, however, that in practice only the correlation part of the $GW$ self-energy (second- and higher-order terms) is evaluated using $\tilde{V}_{\text{eff}}$, while the Hartree and exchange self-energies are treated separately at a higher level of accuracy (see Sec. V C).

**B. Nonequilibrium $GW$ self-energy**

It is useful to split the full interaction self-energy into its Hartree and exchange-correlation parts

$$\Sigma(\tau,\tau') = \Sigma_h(\tau,\tau') + \Sigma_{xc}(\tau,\tau').$$

(32)

The Hartree term is local in time and can be written $\Sigma_h(\tau,\tau')=\Sigma_h(\tau)\delta_c(\tau,\tau')$, where $\delta_c$ is a delta function on the Keldysh contour. Within the $GW$ approximation, the exchange-correlation term is written as a product of the Green’s function $G$ and the screened interaction $W$, calculated in the random-phase approximation (RPA). With the effective interaction (30), the screened interaction and the
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FIG. 2. The $GW$ and second Born self-energies, $\Sigma_{GW}$ and $\Sigma_{2B}$, can be obtained as functional derivatives of their respective $\Phi$ functionals, $\Phi_{GW}[G]$ and $\Phi_{2B}[G]$. Straight lines represent the full Green’s function $G$, i.e., the Green’s function in the presence of coupling to the leads and interactions. Wiggly lines represent the interactions.

polarization are reduced from four- to two-index functions. For notational simplicity, we absorb the spin index into the orbital basis, i.e., $(i\sigma)\rightarrow i$ (but we do not neglect it). The $GW$ equations on the contour then read

$$\Sigma_{GW,ij}(\tau,\tau') = iG_{ij}(\tau,\tau')W_{ij}(\tau,\tau'),$$

(33)

$$W_{ij}(\tau,\tau') = \tilde{V}_{ij}\delta(\tau,\tau')$$

$$+ \int_{\tilde{C}} d\tau_1 \tilde{V}_{ij} P_{ij}(\tau,\tau_1)W_{ij}(\tau_1,\tau'),$$

(34)

$$P_{ij}(\tau,\tau') = -iG_{ij}(\tau,\tau')G_{ji}(\tau',\tau).$$

(35)

It is important to notice that in contrast to the conventional real-space formulation of the $GW$ method, the spin dependence cannot be neglected when the effective interaction is used. The reason for this is that $\tilde{V}$ is spin dependent and, consequently, the spin off-diagonal elements of $W$ will influence the spin-diagonal elements of $G$, $\Sigma$, and $P$. A diagrammatic representation of the $GW$ approximation is shown in Fig. 2.

As they stand, Eqs. (33)–(35) involve quantities of the whole system (leads and central region). However, since $\tilde{V}_{ij}$ is nonzero only when $i,j \in C$, it follows from Eq. (34) that $W$ and, hence, $\Sigma$ also have this structure. Consequently, the subscript $C$ can be directly attached to each quantity in Eqs. (33)–(35); however, for the sake of generality and notational simplicity, we shall not do so at this point. It is, however, important to realize that the GF appearing in the $GW$ equations includes the self-energy due to the leads.
Using the Langreth conversion rules, the retarded and lesser GW self-energies become (on the time axis)

\[
\Sigma_{GW,ij}(t) = iG_{ij}^R(t)W_{ij}^R(t) + iG_{ij}^<(-t)W_{ij}^>(t),
\]

\[
\Sigma_{GW,ij}(t) = iG_{ij}^R(t)W_{ij}^>(t),
\]

where we have used the variable \( t \) instead of the time difference \( t' - t \). For the screened interaction, we obtain (in frequency space)

\[
W(\omega) = \tilde{V}[I - P'(\omega)\tilde{V}]^{-1},
\]

\[
W^<<\omega) = W^R(\omega)P^<<\omega)W^R(\omega),
\]

where all quantities are matrices in the indices \( i, \sigma \) and matrix multiplication is implied. Notice that the spin off-diagonal part of \( \tilde{V} \) will affect the spin-diagonal part of \( W \) through the matrix inversion.

Finally, the real-time components of the irreducible polarization become

\[
P_{ij}^R(t) = -iG_{ij}^R(t)G_{ji}^<(-t) - iG_{ij}^<(-t)G_{ji}^R(-t),
\]

\[
P_{ij}^<<(-t) = -iG_{ij}^R(t)G_{ji}^<(-t).
\]

From their definitions, it is clear that both the polarization and the screened interaction obey the relations \( P^R_{ij}(\omega) = P^R_{ji}(-\omega) \) and \( W^R_{ij}(\omega) = W^R_{ji}(-\omega) \), while for the self-energy and GFs, we have \( \Sigma_{GW}^R(\omega) = \Sigma_{GW}^R(\omega) \) and \( G^R(\omega) = G^R(\omega) \). In addition, all quantities fulfill the general identity \( X^r X^< = X^r X^< \). We mention that equations similar to those derived above without the extra complication of coupling to external leads have previously been used to calculate bulk band structures of excited GaAs.

In deriving Eqs. (38) and (39), we have made use of the conversion rules \( \delta^<<(t, t') = 0 \) and \( \delta^<<(t, t') = \delta(t - t') \). With these definitions, the applicability of Langreth rules can be extended to functions containing delta functions on the contour. Notice, however, that with these definitions, relation (18) does not hold for the delta function. The reason why the delta function requires a separate treatment is that the Langreth rules are derived under the assumption that all functions on the contour are well behaved, e.g., do not contain delta functions.

We stress that no spin symmetry has been assumed in the above GW equations. Indeed, by reintroducing the spin index, i.e., \( i \to (i \sigma) \) and \( j \to (j \sigma) \), it is clear that spin-polarized calculations can be performed by treating \( G_{11} \) and \( G_{1 \perp} \) independently.

Within the GW approximation, the full interaction self-energy is given by

\[
\Sigma(\tau, \tau') = \Sigma_h(\tau, \tau') + \Sigma_{GW}(\tau, \tau'),
\]

where the GW self-energy can be further split into an exchange part and a correlation part,

\[
\Sigma_{GW}(\tau, \tau') = \Sigma_{\text{ex}}(\tau, \tau') + \Sigma_{\text{corr}}(\tau, \tau').
\]

Due to the static nature of \( \Sigma_h \) and \( \Sigma_x \), we have

\[
\Sigma^<< = \Sigma_x^<< = 0.
\]

The retarded components of the Hartree and exchange self-energies become constant in frequency space, and we have [note that for \( \Sigma_h \) and \( \Sigma_x \) we do not use the effective interaction (30)]

\[
\Sigma_h^R(t) = -i \sum_{kl} G_{kl}^R(t) V_{ik}^R V_{jk}^R,
\]

\[
\Sigma_x^R(t) = i \sum_{kl} G_{kl}^R(t) V_{ik}^R V_{jk}^R.
\]

Due to Eq. (44), it is clear that Eq. (37) yields the lesser and/or greater components of \( \Sigma_{\text{corr}} \). Since \( \Sigma_{\text{corr}}(\tau, \tau') \) does not contain delta functions, its retarded component can be obtained from the relation

\[
\Sigma_{\text{corr}}^R(t) = \Theta(-t)[\Sigma_{GW}^R(t) - \Sigma_{GW}^<(t)].
\]

The separate calculation of \( \Sigma_h^R \) and \( \Sigma_{\text{corr}}^R \) from Eqs. (46) and (47), as opposed to calculating their sum directly from Eq. (36), has two advantages: (i) It allows us to treat \( \Sigma_h \), which is the dominant contribution to \( \Sigma_{GW} \), at a higher level of accuracy than \( \Sigma_{\text{corr}} \) (see Appendix A). (ii) We avoid numerical operations involving \( G^R \) and \( W^R \) in the time domain (see Appendix E).

C. Nonequilibrium second Born approximation

When screening and/or strong correlation effects are less important, as, e.g., in the case of small molecules, the higher-order terms of the GW approximation are small and it is more important to include all second-order diagrams. The full second-order approximation, often referred to as the 2B, is shown diagrammatically in Fig. 2. As we will use the 2B for comparison with the GW results, we state the relevant expressions here for completeness. The nonequilibrium 2B has recently been applied to study atoms in laser fields.

On the contour, the 2B self-energy reads [with the effective interaction (30)]

\[
\Sigma_{2B,ij}(\tau, \tau') = \sum_{kl} G_{ij}(\tau, \tau') G_{kl}(\tau, \tau') G_{kl}(\tau', \tau) \tilde{V}_{ik}^R \tilde{V}_{jk}^R
\]

\[
- \sum_{kl} G_{kl}(\tau, \tau') G_{kl}(\tau', \tau) G_{ij}(\tau, \tau') \tilde{V}_{ik} \tilde{V}_{jk}^R.
\]

Notice that the first term in \( \Sigma_{2B} \) is simply the second-order term of the GW self-energy. From Eq. (48), it is easy to obtain the lesser and/or greater self-energies,

\[
\Sigma_{2B}^<<(t) = \sum_{kl} G_{kl}^<<(t) G_{kl}^<(t) G_{ik}^<<<(-t) \tilde{V}_{ik} \tilde{V}_{jk}^R
\]

\[
- \sum_{kl} G_{kl}^<<(t) G_{kl}^<(t) G_{ij}^<<<(-t) \tilde{V}_{ik} \tilde{V}_{jk}^R,
\]

where \( t \) has been used instead of the time difference \( t' - t \). Since these second-order contributions do not contain delta functions of the time variable, we can obtain the retarded self-energy directly from the Kramers–Kronig relation.
\[ \Sigma_{2B}(t) = \theta(-t)[\Sigma_{2B}^> - \Sigma_{2B}^<](t) \]  
(49)

(see Appendix E).

IV. CURRENT FORMULA AND CHARGE CONSERVATION

In this section, we address the question of charge conservation in the model introduced in Sec. II A. In particular, we ask under which conditions the calculated at the left and right sides of the central region are equal, and we show in Sec. IV D that this is fulfilled whenever the self-energy used to describe the interactions is \( \Phi \) derivable, independent of the applied basis set.

A. Current formula

As shown by Meir and Wingreen,\textsuperscript{35} the particle current from lead \( \alpha \) into the central region can be expressed as

\[ I_\alpha = \int \frac{d\omega}{2\pi} \text{Tr}[\Sigma_\alpha^<(\omega) G_C^>(\omega) - \Sigma_\alpha^>(\omega) G_C^<(\omega)], \]  
(50)

where matrix multiplication is understood. By writing \( I = (I_L - I_R)/2 \), one obtains a current expression symmetric in the \( L, R \) indices,

\[ I = \frac{i}{4\pi} \int \text{Tr}[\Gamma_L - \Gamma_R] G_C^>(\omega) + (f_L \Gamma_L - f_R \Gamma_R)(G_C^> - G_C^<)]d\omega, \]  
(51)

where we have suppressed the \( \omega \) dependence and introduced the coupling strength of lead \( \alpha \), \( \Gamma_\alpha = i [\Sigma_\alpha^> - \Sigma_\alpha^<] \). Note in passing that for noninteracting electrons, the integral has weight only inside the bias window, whereas this is no longer true when interactions are present.

B. Charge conservation

Due to charge conservation, we expect that in steady state \( I_L = -I_R = I \), i.e., the current flowing from the left lead to the molecule is the negative of the current flowing from the right lead to the molecule. We derive a condition for this specific form of particle conservation.

From Eq. (50), the difference between the currents at the left and right interfaces, \( \Delta I = I_L + I_R \), is given by

\[ \Delta I = \int \frac{d\omega}{2\pi} \text{Tr}[(\Sigma_L^> + \Sigma_R^>) G_C^> - (\Sigma_L^< + \Sigma_R^<) G_C^<]. \]  
(52)

To obtain a condition for \( \Delta I = 0 \) in terms of \( \Sigma \), we start by proving the general identity

\[ \int \frac{d\omega}{2\pi} \text{Tr}[\Sigma_{tot}^<(\omega) G_C^>(\omega) - \Sigma_{tot}^>(\omega) G_C^<(\omega)] = 0. \]  
(53)

To prove this, we insert \( G_\Sigma^{<>/>} \equiv G_C^{<>/>} \Sigma_{tot}^> \) [from Eq. (26)] in the left hand side of Eq. (53). This results in two terms involving \( G_\Sigma^> \Sigma_{tot}^> G_\Sigma^< \) and two terms involving \( \Delta^{<>/>} \). The first two terms contribute by

\[ \int \frac{d\omega}{2\pi} \text{Tr}[\Sigma_{tot}^> G^> \Sigma_{tot}^> G^< - \Sigma_{tot}^> G^> \Sigma_{tot}^< G^<]. \]  
(54)

Inserting \( \Sigma_{tot}^> = \Sigma_{tot}^< + (G_\Sigma)^{-1} - (G^>)^{-1} \) (see Ref. 46) in this expression and using the cyclic invariance of the trace, it is straightforward to show that Eq. (54) vanishes. The two terms involving \( \Delta^{<>/>} \) contribute to the left hand side of Eq. (53) by

\[ \int \frac{d\omega}{2\pi} \text{Tr}[\Sigma_{tot}^>(\omega) \Delta^>(\omega) - \Sigma_{tot}^<(\omega) \Delta^<(\omega)]. \]  
(55)

As discussed in Sec. II C 3, \( \Delta^< \) and \( \Delta^> \) are always zero when interactions are present. In the case of noninteracting electrons, we have \( \Sigma_{tot}^> = \Sigma_L^> + \Sigma_R^> \), which vanishes outside the bandwidth of the leads. On the other hand, \( \Delta^{<>/>} \) is only nonzero at energies corresponding to bound states, i.e., states lying outside the bands, and thus we conclude that the term (55) is always zero.

From Eqs. (52) and (53), it then follows that

\[ \Delta I = \int \frac{d\omega}{2\pi} \text{Tr}[\Sigma^<(\omega) G_C^>(\omega) - \Sigma^>(\omega) G_C^<(\omega)]. \]  
(56)

We notice that without any interactions, particle conservation in the sense \( \Delta I = 0 \) is trivially fulfilled since \( \Sigma = 0 \). When interactions are present, particle conservation depends on the specific approximation used for the interaction self-energy \( \Sigma \).

C. Conserving approximations

A self-energy is called conserving, or \( \Phi \) derivable, if it can be written as a functional derivative of a so-called \( \Phi \) functional, \( \Sigma[G] = \delta \Phi[G]/\delta G \). Since a \( \Phi \)-derivable self-energy depends on \( G \), the Dyson equation must be solved self-consistently. The resulting Green’s function automatically fulfills all important conservation laws including the continuity equation, which is of major relevance in the context of quantum transport.

The exact \( \Phi[G] \) can be obtained by summing over all skeleton diagrams, i.e., closed diagrams with no self-energy insertions, constructed using the full \( G \) as propagator. Practical approximations are then obtained by including only a subset of skeleton diagrams. Two examples of such approximations are provided by the GW and second Born \( \Phi \) functional and associated self-energies, which are illustrated in Fig. 2. Solving the Dyson equation self-consistently with one of these self-energies, thus, defines a conserving approximation in the sense of Baym.

The validity of the conservation laws for \( \Phi \)-derivable self-energies follows from the invariance of \( \Phi \) under certain transformations of the Green’s function. For example, it follows from the closed diagrammatic structure of \( \Phi \) that the transformation

\[ G(r, r'; \tau' - \tau) \rightarrow e^{iA(\tau - \tau')} G(r, r'; \tau' - \tau) e^{-iA(\tau' - \tau)}, \]  
(57)

where \( \Lambda \) is any scalar function, leaves \( \Phi[G] \) unchanged. Using the compact notation \( (r_1, \tau_1) = 1 \), the change in \( \Phi \) when the GF is changed by \( \delta G \) can be written as \( \delta \Phi = \int d\tau d2\Sigma(1,2) \delta G(2,1)|^2 = 0 \), where we have used \( \Sigma = \delta \Phi[G]/\delta G \). To first order in \( \Lambda \), we then have
D. Charge conservation from Φ-derivable self-energies

We show that ∆I of Eq. (56) always vanishes when the self-energy is Φ derivable, i.e., the general concept of a conserving approximation carries over to the discrete framework of our transport model.

We start by noting that Eq. (58) holds for any pair $G(1,2)$, $\Sigma[G(1,2)]$ provided $\Sigma$ is of the Φ-derivable form. In particular, Eq. (58) does not assume that the pair $G, \Sigma[G]$ fulfills a Dyson equation. Therefore, by taking any orthonormal, but not necessarily complete set, $\{\phi_i\}$, and writing $G(1,2) = \Sigma_{ij} \phi_i(r_1) G_{ij}(\tau_1, \tau_2) \phi_j(r_2)$, we get from Eq. (58) after integrating over $r_1$,

$$\sum_j \int d\tau' [\Sigma_{ij}(\tau, \tau') G_{ij}(\tau', \tau') - G_{ij}(\tau', \tau') \Sigma_{ji}(\tau', \tau)] = 0,$$

which in matrix notation takes the form

$$\int d\tau' \text{Tr}[\Sigma(\tau, \tau') G(\tau', \tau') - G(\tau', \tau') \Sigma(\tau', \tau)] = 0.$$

where $\Sigma_{ij}$ is exactly the self-energy matrix obtained when the diagrams are evaluated using $G_{ij}$ and the $V_{ijkl}$ from Eq. (3).

The left hand side of Eq. (60), which is always zero for a Φ-derivable $\Sigma$, can be written as $\text{Tr}[A \Sigma(\tau, \tau)]$ when $A$ is given by Eq. (C1), with $B = \Sigma$ and $C = G$. It then follows from the general result (C2) and the condition (56) that current conservation in the sense $I_{\tau} = -I_{\tau}$ is always obeyed when $\Sigma$ is Φ derivable.

The above derivation of Eq. (60) relied on all the Coulomb matrix elements, $V_{ijkl}$, that are included in the evaluation of $\Sigma$. Thus, the proof does not carry through if a general truncation scheme for the interaction matrix is used. However, in the special case of a truncated interaction of the form (30), i.e., when the interaction is a two-point function, Eq. (60) remains valid. To show this, it is more appropriate to work entirely in the matrix representation and, thus, define $\Phi[G_{ij}(\tau, \tau')]$ as the sum of a set of skeleton diagrams evaluated directly in terms of $G_{ij}$ and $\tilde{V}_{ij}$. With the same argument as used in Eq. (57), it follows that $\Phi$ is invariant under the transformation.

V. IMPLEMENTATION

In this section, we describe the practical implementation of the Wannier-GW transport scheme. After a brief sketch of the basic idea of the method, we outline the calculation of the noninteracting Hamiltonian matrix elements and Coulomb integrals in terms of Wannier orbitals. The explicit expression for the Green’s function is given in Sec. V D, and in Sec. V F, we describe our implementation of the Pulay mixing scheme for performing self-consistent Green’s function calculations. We end the section with a discussion of the present limitations and future improvements of the method.

A. Interactions in the central region

Most first-principles calculations addressing transport in molecular contacts are based on the assumption that the charge carriers (electrons) can be considered as independent particles governed by an effective single-particle Hamiltonian. A popular choice for the effective Hamiltonian is the Kohn–Sham Hamiltonian of DFT,

$$\hat{h}_{\text{xc}} = -\frac{1}{2} \nabla^2 + v_{\text{xc}}(r) + v_{\text{h}}(r) + v_{\text{ex}}(r),$$

where $v_{\text{xc}}(r)$ is the external potential from the ions, $v_{\text{h}}(r)$ is the classical Hartree field, and $v_{\text{ex}}(r)$ is the exchange-correlation (xc) potential which to some degree includes e-e interaction effect beyond the Hartree level.

In the present method, we rely on the Kohn–Sham (KS) Hamiltonian to describe the metallic electrodes as well as the coupling into the central region, but we replace the local xc potential by a many-body self-energy inside the central region where correlation effects are expected to be most important. Clearly, this division does not treat all parts of the system on the same footing, and one might be concerned that electrons can scatter off the artificial interface defined by the transition region between the mean-field and many-body description and, thus, introduce an artificial “contact resistance.” Such unphysical scattering is certainly expected to affect the calculated properties if the transition region is very close to the constriction of the contact. On the other hand, the central region can, at least in principle, be chosen so large that the transition region occurs deep in the electrodes far away from the constriction. In this case, the large number of available conductance channels in the electrodes should ensure that the calculated properties are not dominated by...
interface effects and the noninteracting part of the electrodes will mainly serve as particle reservoirs whose precise structure is unimportant. Thus, the assumption of interactions in the central region seems justified in principle although it might be difficult to fully avoid artificial backscattering in practice.

B. Wannier Hamiltonian and Coulomb integrals

In order to make the evaluation and storing of the \(GW\) self-energy feasible, we use a minimal basis set consisting of maximally localized, partially occupied Wannier functions\(^{45}\) obtained from the plane-wave pseudopotential code DCA++\(^{46}\). Below we outline how the Hamiltonian is evaluated in the Wannier function (WF) basis, and we refer to Ref. 49 for more details.

The WFs used to describe the leads are obtained from a bulk calculation (or supercell calculation if the leads have finite cross section). We define the extended central region (C2) as the molecule itself plus a portion of the leads. C2 should be so large that it comprises all perturbations in the KS potential arising from the presence of the molecular contact such that a smooth transition from C2 into the bulk is ensured. The WFs inside C2 are obtained from a DFT calculation with periodic boundary conditions imposed on the supercell containing C2. The resulting WFs will inherit the periodicity of the eigenstates; however, due to their localized nature, they can be unambiguously extended into the lead regions. Thanks to the large size of C2, hybridization effects between the molecule and the metal leads will automatically be incorporated into the WFs. With the combined set of WFs (lead+\(C2\)), we can then represent any KS state of the contacted system up to a few electron volts above the Fermi energy.\(^{47}\)

In practice, the requirement of complete screening means that 3–4 atomic layers of the lead material must be included in C2 on both sides of the molecule. While this size of systems can be easily handled within DFT, it may well exceed what is computationally feasible for a many-body treatment such as the GW method even with the minimal WF basis. For this reason, we shall allow the central region (C) to consist of a proper subset of the WFs in C2, subject to the requirement that there is no direct coupling across it, i.e., \(\langle \phi_i | \hat{h} | \phi_j \rangle = 0\) for \(i \in L\) and \(j \in R\), where the left (right) lead by definition is all WFs to the left (right) of C. With this definition of C, the KS potential outside C is not necessarily periodic (this is, however, always the case outside C2), and consequently, the calculation of the coupling self-energies becomes somewhat more involved as compared to the usual situation of periodic leads (see discussion in Appendix D). We stress that the transmission function for the noninteracting KS problem is exactly the same whether C or C2 is used as the central region as long as there is no direct coupling across region C.

Having constructed the WFs, we calculate the matrix elements of the effective KS Hamiltonian of the contacted, unbiased system, \(\langle \phi_i | \hat{h} | \phi_j \rangle\). To correct for double counting when the GW self-energy is added, we also need the matrix elements, \(\langle \phi_i | v_{xc} | \phi_j \rangle\), for WFs belonging to the central region. The matrix elements defining the interaction \(\hat{V}\) in Eq. (3) are calculated as the (unscreened) Coulomb integrals

\[
V_{ij,L} = \int d\mathbf{r} d\mathbf{r}' \frac{\phi_i(\mathbf{r})^* \phi_j(\mathbf{r})^* \phi_j(\mathbf{r}) \phi_i(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|}
\]

for WFs belonging to the central region. The Coulomb integrals are evaluated in Fourier space using neutralizing Gaussian charge distributions to avoid contributions from the periodic images (see Ref. 50).

C. Hartree and exchange

As already mentioned, it is not feasible to include all the interaction matrix elements when evaluating the frequency-dependent part of the many-body self-energy, \(\Sigma_{\text{corr}}\), which is therefore calculated using the effective interaction of Eq. (30).

However, the exchange term, which can be unambiguously separated from the GW self-energy, is evaluated from Eq. (46) using all Coulomb elements of the forms \(\{V_{ij,L}, V_{ij,R}, V_{ij,\sigma}, V_{ij,s}\}\). As shown in Appendix A, this produces results within 5% of the exact values.

The KS Hamiltonian already includes the Hartree potential of the DFT ground state. In a self-consistent, finite-bias GW calculation, the relevant Hartree potential will deviate from the DFT Hartree potential due to the finite bias and the fact that the xc potential is replaced by the GW self-energy. This correction, which is much smaller than the full Hartree potential, is treated in the same way as the exchange term, i.e., calculated from Eq. (46) with all Coulomb elements of the form \(\{V_{ij,L}, V_{ij,R}, V_{ij,\sigma}, V_{ij,s}\}\). As for the exchange terms, this yields results within 5% of the exact values (see Appendix A).

D. Expression for \(G'\)

To simplify the notation, in the following we omit the subscript C as all quantities will be matrices in the central region. The retarded GF of the central region is obtained from

\[
G' = (\omega + i \eta) - h_s - v_{xc} - \Sigma_L' - \Sigma_R' - (\Sigma_{h} - \Sigma_{h}^{\text{eq}}) - \Sigma_{GW}^{\text{eq}} G(\omega + i \eta)^{-1}
\]

Several comments are in order. First, we notice that all quantities except for \(v_{xc}\), \(h_s\), and \(\Sigma_{h}^{\text{eq}}\) are bias dependent; however, to keep the notation as simple as possible, we omit any reference to this dependence. The terms \(\Sigma_L'\) and \(\Sigma_R'\) account for the coupling to the leads. By subtracting \(v_{xc}\) from \(h_s\), we ensure that exchange-correlation effects are not counted twice when we add the GW self-energy, \(\Sigma_{GW}^{\text{eq}}\). The term \(\Delta v_{ij} = \Sigma_{h} - \Sigma_{h}^{\text{eq}}\) is the change in Hartree potential relative to the equilibrium DFT value. This change is due to the applied bias and the replacement of \(v_{xc}\) by \(\Sigma_{GW}\) (even in equilibrium, the Hartree field will change during the GW self-consistency cycle). The Hartree potential in C originating from the electron density in the electrodes, which enters
$G'$ through $h_\sigma$ is assumed to stay constant when the system is driven out of equilibrium, i.e., the out-of-equilibrium charge distribution in the leads is assumed to equal the equilibrium one.

Finally, in order to make contact with the general formalism of Sec. II, and in particular Eq. (25), we note that the matrix elements $h_{ij}$ defining the effective single-particle Hamiltonian in Eq. (1) are related to the quantities introduced above via

$$h_{ij} = \begin{cases} \langle \phi_i | h_s - \delta_{xc} | \phi_j \rangle - \sum_{a} \langle \phi_{a} \rangle | S_a^{(eq)} \rangle_{ij} & \text{for } i,j \text{ both in } C \\ \langle \phi_i | h_s | \phi_j \rangle + (\mu_{L(R)} - \epsilon_r) \delta_{ij} & \text{for } i,j \text{ both in } L(R) \\ \langle \phi_i | h_s | \phi_j \rangle & \text{otherwise.} \end{cases}$$

### E. Frequency dependence

To represent the temporal dependence of the Green’s functions and $GW$ self-energies, we use an equidistant frequency grid with $N_\omega$ grid points and grid spacing $\delta$. Thus, the GFs (and the $GW$ self-energies) are represented by $N_\omega \times N_\omega \times N_\omega$ matrices. At each of the discrete frequencies $\omega_i = n_i \delta$, $n_i = 0, \ldots, N_\omega$, we have an $N_\omega \times N_\omega$ matrix representation of $G(\omega)$ in the WF basis. The grid spacing $\delta$ should be small enough that all features in the frequency dependence of the GFs and self-energies can be resolved. At the same time, the frequency grid should be large enough (contain enough points) to properly describe the asymptotic behavior (the tail) of the GFs. Although the tail is irrelevant for the current in Eq. (51), it contributes to the self-energy, $\Sigma_{GW}(G)$. In practice, $N_\omega$ and $\delta$ should be increased and decreased, respectively, until the results do not change.

To avoid time consuming convolutions on the frequency grid, we use the fast Fourier transform (FFT) to switch between frequency and time domains. An important but technical issue concerning the evaluation of retarded functions is discussed in Appendix E.

### F. Self-consistency

Since $\Sigma$ depends on $G$, and $G$ depends on $\Sigma$, the Dyson equations (26) and (64) must be solved self-consistently in conjunction with the equations for the $GW$, Hartree, and exchange self-energies. In practice, this self-consistent problem is solved by iteration. Clearly, the iterative approach relies on the assumption that the problem has a unique solution and that the iterative process converges to this solution. For all applications we have studied so far, this has been the case. In order to stabilize the iterative procedure, we use the Pulay scheme\textsuperscript{51} to mix the GFs of the previous $N$ iterations, very similar to what is done for the electron density in many DFT codes. More specifically, the input GF at iteration $n$ is obtained according to

$$G^{X,n}_{in} = (1 - \alpha) \sum_{j=n-N}^{n-1} c_n^{X} G^{X,j}_{in} + \alpha \sum_{j=n-N}^{n-1} c_j^{X} G^{X,j}_{out}, \quad X = r. \quad (65)$$

To determine the optimal values for the expansion coefficients, $c^r$, we first define an inner product in the space of (retarded) GFs

$$\langle G^{r,i}, G^{r,j} \rangle = \sum_{n} \int \text{Im}[G^{r,i}_{mn}(\omega)]^{*} \text{Im}[G^{r,j}_{mn}(\omega)] d\omega. \quad (66)$$

Equivalent inner products can be obtained, e.g., by using the real part of the GF instead of the imaginary part or the lesser component instead of the retarded part. The Pulay residue matrix determining the coefficients $c^r$ is then given by

$$A^{n}_{ij} = \langle G^{i,j}_{in} - G^{r,j}_{in} G^{r,i}_{in} - G^{r,j}_{in} \rangle, \quad (67)$$

where $i,j = n-N, \ldots, n-1$. We typically use a mixing factor around $\alpha = 0.4$. During the mixing procedure, one must keep track of both the retarded and lesser GFs since one does not follow directly from the other. However, it is important that the same coefficients, $c^r$, are used for mixing the two components. If separate coefficients are used for $G'$ and $G''$, the fundamental relation (20) is not guaranteed during the self-consistent cycle. As noted above, we define the residue exclusively from the retarded GF. In practice, we always find that once the retarded GF has converged, the lesser GF has converged too, and this justifies the use of common expansion coefficients for the two GF components.

### G. Overview

We give an overview of the various steps involved in performing a self-consistent nonequilibrium $GW$ transport calculation as follows:

1. Perform DFT calculations for the electrodes and the extended central region (region C2 in Fig. 3).
2. Construct the Wannier functions and obtain the matrix representation of the KS Hamiltonian for the contacted system in equilibrium. Evaluate the matrix elements for $v_\alpha$ and relevant Coulomb integrals for Wannier functions belonging to the central region (C).
3. Fix the bias voltage and calculate the coupling self-energies Eq. (13) as described in Appendix D (these stay unchanged during self-consistency).
4. Evaluate the initial (noninteracting) Green’s functions, $G'_C$ and $G''_C$, e.g., from the KS Hamiltonian.
5. From $G'_C$ and $G''_C$, construct the desired interaction self-energies ($\Sigma_h$, $\Sigma_v$, $\Sigma_{GW}$, or $\Sigma_{GB}$).
6. Test for self-consistency. In the negative, obtain a new set of output Green’s functions from Eqs. (64) and (26), and
mix with the previous GFs as described in Sec. V F.

H. Limitations and future improvements

The main approximation of the present implementation is the use of a fixed, minimal basis set. We have usedWFs obtained from the DFT-PBE orbitals (where PBE denotes Perdew–Burke–Ernzerhof); however, one could also use Hartree–Fock or some other mean-field orbitals. Out of equilibrium, the WFs will be distorted due to the change in electrostatic potential; however, this effect is not included. Although the manifold spanned by the WFs, i.e., the KS eigenstates up to a few electron volts above the Fermi level, are expected to represent the GW quasiparticle wave functions of the same energy range quite well, an accurate representation of the screened interaction might require inclusion of high-energy eigenstates.

With the present implementation of the GW scheme, it is not feasible to include more than a few electrode atoms in addition to the molecule itself in the GW region (region C in Fig. 3). The use of a small C region might affect the description of image charge formations in the electrode, and it might introduce artificial backscattering at the DFT-GW interface.

The use of larger and more accurate basis sets as well as the inclusion of more electrode atoms in the GW region are not fundamental but practical limitations of the method, which, in principle, could be removed by invoking efficient simplifications and/or approximations into the present formalism.

VI. ANDERSON MODEL

Since its introduction in 1961, the Anderson impurity model has become a standard tool to investigate strongly correlated phenomena such as local moments formation, Kondo effects, and Coulomb blockade. The Anderson model describes a localized electronic level of energy $e_c$ and correlation energy $U$ coupled to a continuum of states. Thus, the central-region part of the Hamiltonian reads

$$\hat{H}_c = e_c \hat{c}^\dagger \hat{c} + U n_n n_\uparrow.$$  \hspace{1cm} (68)

In equilibrium, accurate results for the thermodynamic properties of the Anderson model have been obtained from the Bethe ansatz, quantum Monte Carlo simulations, and numerical renormalization group theory. Out of equilibrium, the low-temperature properties of the Anderson model have been much less studied. The earliest work addressed the problem by applying second-order perturbation theory in the interaction strength $U$. Despite the simplicity of this approach, it provides a surprisingly good description of the (equilibrium) spectral function. There are, however, several fundamental problems related to the non-self-consistent low-order perturbative approach: (i) the result depends on the starting point around which the perturbation is applied, (ii) it inevitably violates the conservation laws, and (iii) it applies only in the small-$U$ limit. Methods relying on the slave-boson technique have been developed to explore the strong correlation regime of the model. The non-crossing approximation is believed to work well in the infinite-$U$ limit and for sufficiently small tunneling strength, $\Gamma$, but it fails to reproduce the correct Fermi liquid behavior at low temperatures. More recently, a finite-$U$ slave-boson mean-field approach has been proposed. Finally, we mention that a number of more advanced schemes have been used to address nonequilibrium Kondo-like phenomena focusing on the low-energy properties of the Anderson model in the limit where $U$ is much larger than the hybridization energy, $\Gamma$.

While the Anderson model is normally used to describe strongly correlated systems, the main application of the GW approximation has been on weakly interacting quasiparticles in closed shell systems such as molecules, insulators, and semiconductors. In view of this, one could argue that the GW method is inappropriate for the Anderson model. Nevertheless, we find this application rather instructive as it illustrates some general features of the GW approximation including the role of self-consistency both in relation to charge conservation and the line shape of spectral functions. Moreover, as many important transport phenomena, such as Kondo effects and Coulomb blockade, are well described by the Anderson model, it should always be of interest to benchmark a transport scheme against this model.

In a very recent study, the GW approximation was applied to the Anderson model in equilibrium for interaction strengths $U/\Gamma$ up to 8.4/0.65 = 13 and various temperatures. For the largest interaction strength, it was found that GW prefers to break the spin symmetry, leading to directly erroneous results in the Kondo regime. For intermediate interaction strengths ($U/\Gamma$ = 4.2/0.65 = 6.5) where GW does not break the spin symmetry, it was concluded that GW does not describe the $T$ dependence of the Kondo effect well. Nevertheless, we show here that at $T=0$, the width of the GW Kondo-like resonance follows the analytical result for $T_K$ quite well for intermediate interaction strengths.

Here, as in our previous paper, we focus on the zero temperature, nonequilibrium situation. We consider interaction strengths of $U/\Gamma$ up to 8 (we keep $U=4$ fixed and vary $\Gamma$). For these interaction strengths, we always find a stable nonmagnetic GW solution, i.e., $G_{\downarrow \downarrow} = G_{\uparrow \uparrow}$. In contrast, the HF solution can develop a magnetic moment for $U/\Gamma > \pi$ (depending on bias voltage and $e_c$). We adopt the wide-band approximation where the coupling to the continuum is modeled by constant imaginary self-energies $\Sigma_\uparrow + \Sigma_\downarrow = -i\Gamma$. Without loss of generality, we set $E_F=0$. In all calculations, the frequency grid extends from $-15$ to 15 with the grid spacing ranging from 0.1 to 0.0005.

A. Equilibrium spectral function

In Fig. 4, we show the $e_c$ dependence of the equilibrium spectral function, $A(\omega) = -\text{Im} G'(\omega)$, for $U=4$ and $\Gamma=0.65$. The HF solutions are Lorentzians centered at $e_{HF} = e_c + U(\delta_n)$ with a full width at half maximum (FWHM) given by $2\Gamma$. As can be seen, the position of the HF peaks do not vary linearly with $e_c$. Instead, there is a “charging resistance” for the peak to move through the Fermi level due to the cost in Hartree energy associated with the filling of the level. This effectively pins the level to $E_F$. 
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Moving from HF to the second Born approximation, the Lorentzian shape of the spectral peak is distorted due to the \( \omega \) dependence of the \( 2B \) self-energy. We can observe a general shift of spectral weight toward the chemical potential as well as a narrowing of the resonance as it comes closer to \( E_F \).

The redistribution of the spectral weight toward the chemical potential becomes even more pronounced in the \( \Gamma \) approximation. For \( \Gamma - U < e_c < -\Gamma \) (the so-called Kondo regime), a sharp peak develops at \( E_F \). For \( U/\Gamma \) sufficiently large, the Kondo effect should reveal itself as a peak in the spectral function with a FWHM given approximately by the Kondo temperature\(^6\)

\[
T_K = 0.5(2\Gamma U)^{1/2} \exp\left[\frac{\pi e_c (e_c + U)}{2\Gamma U}\right]. \tag{69}
\]

In Fig. 5, we compare the above expression for \( T_K \) with the FWHM of the \( GW \) Kondo peak. The exponential scaling of \( T_K \) is surprisingly well reproduced. Deviations from the exponential scaling naturally occur for smaller values of \( U/\Gamma \) (not shown), where the Kondo effect does not occur and (69) does not apply. In accordance with recent work\(^6\), we were not able to obtain nonmagnetic \( GW \) solutions in the strong interaction regime \((U/\Gamma > 8)\).

In Fig. 6, we show the dependence of the spectral function on the ratio \( U/\Gamma \) for the central level at the symmetric position \( e_c = -U/2 = -2 \). For \( U/\Gamma = 2 \), there is no significant difference between the three descriptions. This is to be expected since the correlation plays a minor role compared to the hybridization effects. In the weakly coupled limit, however, correlations become significant and, as a consequence, the \( 2B \) and \( GW \) results change markedly from the Lorentzian shape and show a Kondo-like peak at the metal Fermi level. The \( 2B \) approximation significantly overestimates the width of the Kondo peak, indicating, as expected, that the higher-order RPA terms enhance the strong correlation features.

For large \( U/\Gamma \), it is known\(^3\) that the spectral function, in addition to the Kondo peak, should develop peaks at the atomic levels \( e_c \) and \( e_c + U \). We find that the self-consistent \( 2B \) and \( GW \) approximations always fail to capture these side-bands and instead distribute the spectral weight as a broad slowly decaying tail. These findings agree well with previous results obtained with the fluctuation-exchange approximation\(^6\) and with \( GW \) studies of the homogeneous electron gas, which showed that self-consistency in the \( GW \) self-energy washed out the satellite structure in the spectrum\(^7\).

B. Nonequilibrium transport

We now move to the nonequilibrium case and introduce a difference in the chemical potentials of the two leads. In Fig. 7, we show the zero-temperature differential conductance under a symmetric bias, \( \mu_{L/R} = \pm V/2 \), as a function of \( e_c \) for \( U = 4 \) and \( \Gamma = 0.65 \). The \( dI/dV \) at bias voltage \( V \) has been

FIG. 4. (Color online) Spectral function of the central site for \( \Gamma = 0.65, U = 4.0 \), and different values of \( e_c \). The inset in the lower panel is a zoom of the \( GW \) spectral peak around \( \omega = 0 \).

FIG. 5. (Color online) FWHM of the Kondo resonance as calculated in the \( GW \) approximation and from the analytical result Eq. (69). The interaction strength is \( U = 4 \) and \( e_c \) is varied in the Kondo regime.

FIG. 6. (Color online) Spectral function for \( U = 4.0, e_c = -U/2 \), and three different values of \( \Gamma = 2.0, 1.0, \) and 0.5 corresponding to strong, intermediate, and weak coupling to the leads.
calculated as a finite difference between the currents obtained from Eq. (51) for bias voltages $V$ and $V+\Delta V$, respectively. The 2B result falls in between the HF and GW results, and for this reason, we will focus on the latter two in the following discussion.

For $V=0$, there is only little difference between the three results, which all show a broad conductance peak reaching the unitary limit at the symmetric point $\varepsilon_c=-U/2$. The physical origin of the conductance trace is, however, very different: While the HF result is produced by coherent transport through a broad spectral peak moving rigidly through the Fermi level, the $GW$ result is due to transport through a narrow Kondo peak which is always on resonance (for $\varepsilon_c$ in the Kondo regime). In all cases, the width of the $dI/dV$ curve is approximately $U$. In the $GW$ case, this is because the Kondo peak develops only when the central level is half occupied, i.e., $-U/2 \leq \varepsilon_c \leq 0$. In HF, on the other hand, the $dI/dV$ peak acquires a width on the order of $U$ due to the charge pinning effect discussed in Sec. VI A.

The difference in the mechanisms leading to the HF and $GW$ results is brought out clearly as $V$ is increased: for $V \ll \Gamma$, the bias has little effect on the HF conductance, while the $GW$ conductance drops dramatically already at biases comparable to $T_K$ due to the suppression of the Kondo resonance at finite bias. The suppression of the Kondo resonance is due to quasiparticle (QP) scattering. While QP scattering does not affect the lifetime of QPs at $E_F$ in equilibrium, it does so at finite bias, where $\text{Im} \Sigma_{GW}(E_F)$ becomes nonzero. We mention that we do not observe a splitting of the GW Kondo resonance at finite $V$.\footnote{115333-14}

The peaks appearing in the $dI/dV$ at the largest bias ($V=4.0$) occur when the central level is aligned with either the lower or upper edge of the bias window. It is worth noticing that the height of these peaks are smaller than the value of $1G_0$ expected from on-resonant transport through a single level. The reason for this is twofold: (i) The bias window only hits the resonance with one edge (either upper or lower edge), and consequently, only half the spectral weight enters the bias window when the voltage is increased by $\Delta V$ as compared to the low-bias situation. (ii) The self-consistent charging resistance discussed in Sec. VI A pins the level to the edge of the bias window, making the resonance follow the bias.

### C. $G_0W_0$ approximation

Non-self-consistent, or one-shot, $GW$ calculations can be performed by evaluating the screened interaction and $GW$ self-energy from some trial noninteracting Green’s function $G_0$. The resulting $G_0W_0$ approximation, with $G_0$ obtained from a local density approximation (LDA) and/or generalized gradient approximation (GGA) calculation, has been found to yield very satisfactory results for the band gaps of insulators and semiconductors.\footnote{115333-14}\footnote{115333-14} For this reason, and due to its significantly lower computational cost, this $G_0W_0$ approach has generally been preferred over the self-consistent $GW$. One rather unsatisfactory feature of the perturbative $G_0W_0$ method is its $G_0$ dependence. However, as will be demonstrated below, a just as critical problem in nonequilibrium situations is its nonconserving nature.

Before we apply the $G_0W_0$ approximation to the Anderson model, we need to address a certain issue which unfortunately has led to an error in our previous paper.\footnote{115333-14} (All conclusions from that paper are, however, unaffected by the mistake.)

#### 1. Instability of the nonmagnetic ground state

Consider a system which admits a spin-polarized ground state at the Hartree level [notice that Hartree and HF is equivalent for the Anderson model when the effective interaction of Eq. (31) is used], and let $G_0$ denote the GF obtained from spin-unpolarized Hartree calculation. It turns out that the analytical properties of the screened interaction, $W_0^r[G_0]$, evaluated from $G_0$ will be wrong. In particular, $W_0^r[G_0]$ will not be retarded as it should be. The reason is that the RPA response function is ill defined around the nonmagnetic, and thus unstable, $G_0$. The problem has been previously mentioned by White\footnote{115333-14} and was brought to the authors attention by Spataru.

For certain parameter values, the HF ground state of the Anderson model develops a finite magnetic moment. As a consequence, the analytic properties of $W_0$ as calculated from Eq. (38) with the unpolarized $\text{H}_{\text{HF}}$ become wrong. In our previous paper,\footnote{115333-14} this problem was not recognized because we, for numerical efficiency, applied the Kramers–Kronig relation (47) to obtain $\Sigma'$ from $\Sigma''$, instead of using Eq. (36). Thus, by construction, our $\Sigma'$ was retarded. Specifically, this implies that the $G_0W_0$ spectral function plotted in Fig. 1 of Ref. 27 as well as the $dI/dV$ curves in the middle panel of Fig. 2 for $\varepsilon_c$ in the interval $-3.6$ to $-0.4$ are incorrect. In fact, there exists no nonmagnetic $G_0W_0[\text{H}_{\text{HF}}]$ solution in these cases. We stress, however, that all conclusions from our paper are unaffected by this mistake. In particular, we show below that for parameter values leading to a stable nonmagnetic HF ground state, the $G_0W_0$ approxima-
constructed from the \( G \) self-energies. From the \( G \) functions for two different values of \( c \) and \( V \) approximation yields different currents at the left and right interfaces \( (\Delta I \neq 0) \) and yields negative differential conductance at finite bias.

The violation of charge conservation in \( G_0W_0 \) approximation leads to unphysical results such as negative differential conductance. Moreover, we arrive at the same conclusions for \( G_0W_0 \) self-energies constructed from the spin-polarized \( G \) Green’s function, in which case the instability problem does not occur at all.

2. Results of the \( G_0W_0 \) approximation

In Fig. 8, we show the calculated \( dI/dV \) for the Anderson model with \( \Gamma=0.65 \) and \( e_c=-4 \) for the \( G \) solution. For these parameters, the nonmagnetic \( G \) solution is stable for bias voltages smaller than \( \sim 1.6 \). The \( G_0W_0 \) approximation yields different currents at the left and right interfaces \( (\Delta I \neq 0) \) and yields negative differential conductance at finite bias.

From Fig. 8 we conclude that the \( G_0W_0 \) approximation leads to unphysical results in the form of strong negative differential conductance. Moreover, as shown in the lower panel of the figure, the \( G_0W_0 \) approach gives different values for \( I_L \) and \( I_R \). We note in passing that this symmetry break comes from the different chemical potentials of the left and right leads. Finally, we mention that the increasing behavior of \( \Delta I/I \) as a function of bias voltage seems to be a general effect.

As already mentioned, the \( G \) solution breaks the spin symmetry for certain parameter values. Meaningful \( G_0W_0 \) results can still be obtained in this case provided the self-energy is constructed from the spin-polarized \( G \) Green’s function. Figures 9 and 10 compare the result of such calculations with self-consistent \( G \) for two different values of the bias voltage. From the figures, we draw the following conclusions: (i) The \( G_0W_0 \) and \( G \) currents agree when the level is almost empty or filled. (ii) The current calculated in the nonmagnetic \( G \) solution is stable for bias voltages smaller than \( \sim 1.6 \) such that the \( G_0W_0 \) approximation yields different currents at the left and right interfaces \( (\Delta I \neq 0) \) and yields negative differential conductance at finite bias.
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VII. BENZENE JUNCTION

In this section, we apply the Wannier-GW method to a more realistic nanojunction, namely, a benzene molecule coupled to featureless leads. In contrast to the Anderson model considered in the preceding section, the benzene junction represents a closed-shell system with the Fermi level lying within the HOMO-LUMO gap, leading to rather low transmission for all but the strongest molecule-lead coupling strengths.

The use of featureless (wide-band) electrodes is convenient as it allows us to isolate the effects of the electron-electron interactions. The use of more realistic contacts with energy dependent spectral features would lead to an additional renormalization of the molecular levels, making a clear separation between xc and contact effects more difficult. We stress, however, that the contacts only enter the theory through the coupling self-energies, which can be calculated once and for all as in the standard NEGF-DFT approach. Thus, the use of more realistic contact self-energies is straightforward.

To describe the benzene molecule, we first perform a DFT calculation for the isolated molecule (see Ref. 74). The KS eigenstates are then transformed into maximally localized WFs, and the KS Hamiltonian and Coulomb integrals are evaluated in the WF basis. For the interactions, we use the truncation scheme \( V^{(2)} \) defined in Appendix A to evaluate Hartree and exchange self-energies. As shown in Table I, this leads to results within \( \approx 5\% \) of the exact values. We use the effective interaction Eq. (31) for the correlation part of the GW self-energy. In all calculations, we have applied a frequency grid extending from \( -100 \) to \( 100 \) eV and grid spacings in the range \( 0.2 \) to \( 0.02 \), depending on the value of \( \Gamma \).

In Sec. VII A, we show that the experimental ionization potential of the isolated benzene molecule is very well reproduced with our GW scheme. In Sec. VII B, we investigate the role of the coupling strength \( \Gamma \) on the spectrum of the benzene junction. Finally, in Sec. VII C, we calculate the nonequilibrium conductance of the junction and we compare various approximations for the xc self-energy.

A. Spectrum of isolated benzene

Within our general transport formalism, we model the situation of a free molecule by using a very weak coupling to the wide-band leads [see Fig. 11(a)]. The contacts merely act as particle reservoirs fixing the number of electrons on the molecule and providing an insignificant broadening (\( \Gamma \approx 0.05 \) eV) of the discrete energy levels. We fix the Fermi levels of the electrodes to \( E_F \approx -3 \) eV, which is approximately halfway between the HOMO and LUMO levels (the precise position of \( E_F \) within the gap is unimportant for the results presented in this section).

In Fig. 12, we show the total density of states (DOS),

\[
D(\varepsilon) = -\frac{1}{\pi} \sum_{\nu} \text{Im} G_{\nu\nu}^{\ast}(\varepsilon),
\]

where the sum runs over all WFs on the molecule. We use three different approximations: (i) DFT-PBE, (ii) Hartree-Fock, and (iii) fully self-consistent GW. We stress that our calculations include the full dynamical dependence of the GW self-energy as well as all off-diagonal elements. Thus, no analytic extension is performed, and we do not linearize the self-energy around the DFT eigenvalues to obtain an approximate quasiparticle equation as is done in standard GW calculations.

The spectral peaks seen in Fig. 12 occurring above (below) the Fermi level correspond to electron addition (removal) energies. In particular, the HOMO level should coincide with the Fermi level of the right lead.

![Fig. 11. (Color online) (a) Illustration of a benzene molecule coupled to featureless electrodes with different chemical potentials. (b) Isosurfaces for the 18 partially occupied Wannier functions used as basis functions in the calculations. The WFs are linear combinations of Kohn-Sham eigenstates obtained from a DFT-PBE plane-wave calculation.](image1)

**FIG. 11.** (Color online) (a) Illustration of a benzene molecule coupled to featureless leads with different chemical potentials. (b) Isosurfaces for the 18 partially occupied Wannier functions used as basis functions in the calculations. The WFs are linear combinations of Kohn-Sham eigenstates obtained from a DFT-PBE plane-wave calculation.

![Fig. 12. Density of states for a benzene molecule weakly coupled to featureless leads (\( \Gamma \approx 0.05 \)). The common Fermi levels of the leads is indicated. Notice the characteristic opening of the band gap when going from DFT-PBE to HF and the subsequent (slight) reduction when correlations are included at the GW level.](image2)

**FIG. 12.** Density of states for a benzene molecule weakly coupled to featureless leads (\( \Gamma \approx 0.05 \)). The common Fermi levels of the leads is indicated. Notice the characteristic opening of the band gap when going from DFT-PBE to HF and the subsequent (slight) reduction when correlations are included at the GW level.
The PBE functional overestimates this value by 3 eV, giving $I_{\text{PBE}}=-6.2$ eV in good agreement with previous calculations. The HF and GW calculation yields $I_{\text{HF}}=-9.7$ eV and $I_{\text{GW}}=-9.3$ eV, respectively. Because of the limited size of the WF basis, the very good agreement between the GW and experimental values should not be taken too strict. Indeed, more accurate HF calculations predict a HOMO level around $-9.2$ eV, which is 0.5 eV higher than our HF result. The deviation of our HF calculation from this number is twofold: (i) The use of the truncated interaction $V^{(2)}$ to evaluate the exchange self-energy introduces an error of $-0.1$ eV (see Table I). (ii) The difference between the PBE orbitals (from which our WFs are constructed) and the true HF orbitals.

Returning to Fig. 12, we notice a dramatic opening of the HOMO-LUMO gap when going from PBE to HF (and GW). This effect is due to the inability of the local xc-functional to fully cancel the spurious self-interaction contained in the Hartree potential. For the same reason, the self-interaction-free HF method generally yields better spectra than the LDA and/or GGA functionals for small, localized systems where self-interaction terms are significant and dynamic screening is small. The GW spectrum resembles the HF spectrum with a slight reduction of the gap by $\sim 1.0$ eV. As we will show in the next section, the GW gap shrinks as the coupling strength $\Gamma$ is increased.

**B. Contact enhanced screening: The role of $\Gamma$**

In Fig. 13, we plot the size of the HOMO-LUMO gap as a function of the coupling strength $\Gamma$. Both the HF and GW gaps decrease as $\Gamma$ is increased. For the HF gap, this is a simple consequence of the redistribution of charge from the HOMO to the LUMO when the resonances broaden and their tails start to cross the Fermi level. As this happens, the HOMO (LUMO) self-interaction term in $\Sigma$, will become less (more) negative and, consequently, the HF gap shrinks.

The GW quasiparticle energies consist of a HF eigenvalue and a correlation contribution coming from the real part of the dynamic GW self-energy,

$$e_{\text{QP}}^n = e_{\text{HF}}^n + \Delta_{\text{corr}}^n. \quad (71)$$

According to Fig. 13, the correlation part of the QP gap,

$$\Delta_{\text{corr}} = \Delta_{\text{HOMO}} - \Delta_{\text{LUMO}}\quad (72)$$

increases significantly with $\Gamma$. In fact, for a large range of coupling strengths, the reduction of the gap is more than 3 eV. This reduction can be understood from the enhanced mobility of the electrons on the molecule when the coupling is strong. The enhanced mobility allows for more efficient screening and this reduces the QP gap. The difference between the large- and small-$\Gamma$ limits is analogous to the difference between extended and confined systems. In extended systems where screening is significant, band gaps are underestimated by HF and correlation contributions to the gap are large. In confined systems, such as atoms and small molecules, screening effects are unimportant and HF usually yields good HOMO-LUMO gaps.

**C. Conductance**

In this section, we consider the transport properties of the benzene junction under a symmetric bias, $\mu_{L,R} = \pm V/2$, and a coupling strength of $\Gamma_L = \Gamma_R = 0.25$ eV.

In Fig. 14, we compare the differential conductance, $dI/dV$, calculated in self-consistent DFT-PBE, HF, and GW as well as non-self-consistent $G_0W_0$ using either the DFT-PBE or HF Green's function as $G_0$. The $dI/dV$ has been obtained by numerical differentiation of the $I(V)$ curves calculated from Eq. (51). For the DFT calculation, the finite-bias effects have been included at the Hartree level, i.e., changes in the xc potential have been neglected. We notice...
The HOMO-LUMO gap is much smaller than the HF gap, and ever, the magnitude of the DOS at 15. As for the free benzene molecule, our general observation, e.g., from the Anderson model, that the HF and \( G_0 W_0 \) results are close to the self-consistent GW result. These approximations all yield a nearly linear \( I-V \) with a conductance of \( \sim 0.05 G_0 \). In contrast, the DFT and \( G_0 W_0 [G_{\text{DFT}}] \) yield significantly larger conductances which increase with the bias voltage. We note that the violation of charge conservation in the \( G_0 W_0 \) calculations is not too large in the present case (\( \Delta I/I < 5\% \)). This is in line with our general observation, e.g., from the Anderson model, that \( \Delta I/I \) grows with \( I \).

The trends in conductance can be understood by considering the (equilibrium) DOS of the junction shown in Fig. 15. As for the free benzene molecule (see Fig. 12), the DFT HOMO-LUMO gap is much smaller than the HF gap, and this explains the lower conductance found in the latter case. The GW gap falls in between the DFT and HF gaps; however, the magnitude of the DOS at \( E_F \) is very similar in GW and HF, which is the reason for the similar conductances. It is interesting to notice that the HOMO-LUMO gap obtained in the \( G_0 W_0 \) calculations resemble the gap obtained from \( G_0 \) and that the self-consistent GW gap lies in between the \( G_0 W_0 [G_{\text{DFT}}] \) and \( G_0 W_0 [G_{\text{HF}}] \) gaps.

The increase in the \( G_0 W_0 [G_{\text{DFT}}] \) conductance as a function of bias occurs because the LUMO of the \( G_0 W_0 [G_{\text{DFT}}] \) calculation moves downward into the \( G_0 W_0 [G_{\text{HF}}] \) band and becomes partly filled as the voltage is raised. In a self-consistent calculation, this would lead to an increase in Hartree potential which would, in turn, raise the energy of the level. The latter effect is missing in the perturbative \( G_0 W_0 \) approach, and this can lead to uncontrolled changes in the occupations as the present example shows.

Finally, we notice that the \( G_0 W_0 [G_{\text{DFT}}] \) DOS is significantly more broadened than both the \( G_0 W_0 [G_{\text{HF}}] \) and GW DOSs. The reason for this is that the DFT DOS has a relatively large weight close to \( E_F \). This enhances the QP scattering and leads to shorter lifetimes of the QP in the \( G_0 W_0 [G_{\text{DFT}}] \) calculation. Noticing that the QP lifetime is inversely proportional to \( \text{Im} \Sigma_{GW} \) explains the broadening of the spectrum.

**FIG. 15.** (Color online) Equilibrium DOS for the benzene molecule coupled to wide-band leads with a coupling strength of \( \Gamma = 0.25 \) eV. Upper panel shows DFT-PBE and HF single-particle approximations, while the lower panel shows the self-consistent GW result as well as the one-shot \( G_0 W_0 \) results based on the DFT and HF Green’s functions, respectively.

![DOS comparison](image)

**VIII. CONCLUSIONS**

With the aim of investigating the role of electronic correlations in quantum transport, we have implemented the nonequilibrium GW approximation to the electronic self-energy of a finite region of interacting electrons coupled to noninteracting leads. We have shown, both analytically and numerically, that the self-consistent GW self-energy leads to identical currents at the left and right interfaces of the central region. In contrast, the widely used \( G_0 W_0 \) self-energy does not conserve the particle number and, thus, violates the continuity equation. More generally, we have shown that any \( \Phi \)-derivable self-energy will yield identical left and right currents independent of the basis set applied.

Using a WF basis, we have introduced an effective electron-electron interaction which resembles the real-space representation, but is spin dependent and self-interaction-free in the WF basis. In general, this provides a means for reducing self-interaction errors in diagrammatic approaches such as the GW method.

The GW method was applied to the Anderson impurity model. In equilibrium and \( T=0 \), we found that the self-consistent GW approximation describes the width of the Kondo resonance well for intermediate interaction strengths, \( U=4 \) and \( \Gamma \approx 0.5 \). On the other hand, the sidebands of the spectral function are always missing in GW. We presented nonequilibrium \( I-V \) curves, and we discussed the important effect of quasiparticle scattering under a finite bias which reduces the QP lifetimes, leading to a broadening of spectral features and a significant suppression of the finite-bias conductance. Finally, we demonstrated that the \( G_0 W_0 \) approach can produce severe errors including violation of charge conservation and negative differential conductance. The errors become more significant at higher bias and close to magnetic transition points.

We investigated the properties of a molecular junction consisting of a benzene molecule sandwiched between featureless leads. To describe the benzene, we used a minimal Wannier function basis set which was shown to reproduce the exact Hartree and exchange matrix elements to within 5%. The calculated ionization potential in GW was found to be in good agreement with the experimental value. A significant reduction of the GW HOMO-LUMO gap was observed for increasing molecule-lead coupling. The effect comes from the correlation part of the GW self-energy and reflects the more efficient screening in a strongly, compared to a weakly, coupled junction.

Finally, the nonequilibrium differential conductance of the benzene junction was calculated in DFT-PBE, HF, and GW as well as in \( G_0 W_0 [\text{HF}] \) and \( G_0 W_0 [\text{DFT}] \). It was found that HF and \( G_0 W_0 [\text{HF}] \) yield results similar to GW, while both DFT and \( G_0 W_0 [\text{DFT}] \) yield significantly larger conductances. In particular, this shows that the \( G_0 \) dependence of the \( G_0 W_0 \) approximation should not be disregarded. The trends in conductance were explained in terms of the size of the HOMO-LUMO gap of the molecule, which also shows significant variation depending on the approximation used.
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### APPENDIX A: HARTREE AND EXCHANGE POTENTIALS

In this work, the exchange and Hartree self-energies have been evaluated from Eqs. (45) and (46) with the Coulomb matrix elements restricted to a certain subset (the set \( \hat{V}^{(2)} \) defined below). Here, we investigate the quality of such approximations by testing their ability to reproduce Hartree and exchange energies of the molecular orbitals of a benzene molecule.\(^{74}\) We, thus, consider the following truncation schemes:

\[
\hat{V}^{(1)} = \hat{V}^{(1)}[V_{ij,j}, \{V_{ij,j}\}],
\]

\[
\hat{V}^{(2)} = \hat{V}^{(2)}[V_{ij,j}, \{V_{ij,j}\}, \{V_{ij,j}\}],
\]

\[
\hat{V}^{(3)} = \hat{V}^{(3)}[V_{ij,j}, \{V_{ij,j}\}, \{V_{ij,j}\}, \{V_{ij,j}\}],
\]

where, e.g., the notation \( \hat{V}^{(n)}[V_{ij,j}] \) means that all elements of the form \( V_{ij,j} \) are included in the sum in Eq. (3).

The molecular orbitals of benzene, \( \{\phi_n\} \), can, by construction of the WFs \( \{\phi_i\} \), be exactly expanded as

\[
\psi_n(r) = \sum_i c_{i,n} \phi_i(r).
\]

The 18 WFs used to describe the benzene molecule are plotted in Fig. 11(b). For the molecular orbital \( \psi_n \), we can then calculate the exact Hartree and exchange energies from

\[
\langle \psi_n | \Sigma_n | \psi_n \rangle = 2 \sum_{m} \int d\mathbf{r} \, \int d\mathbf{r}' \, \psi_n^*(\mathbf{r}) \psi_n^*(\mathbf{r}) \psi_n(\mathbf{r}) \psi_n(\mathbf{r}) \frac{1}{|\mathbf{r} - \mathbf{r}'|},
\]

or alternatively, we can insert the expansion (A4) and get

\[
\langle \psi_n | \Sigma_n | \psi_n \rangle = \sum_{ij} c_{i,n}^* \Sigma_{i,j} c_{j,n},
\]

\[
\langle \psi_n | \Sigma_f | \psi_n \rangle = \sum_{ij} c_{i,n}^* \Sigma_{i,j} c_{j,n},
\]

where \( \Sigma_{i,j} \) and \( \Sigma_{i,j} \) are the self-energies in the WF basis obtained from Eqs. (45) and (46). The latter are approximated by the truncation schemes (A1)–(A3) for the Coulomb integrals, \( V_{ij,j} \).

In Table I, we compare the exact values of the Hartree and exchange matrix elements for the frontier molecular orbitals to the approximate ones, obtained using the truncated interactions. We note that \( \hat{V}^{(2)} \), which is the truncation scheme we have used, leads to average deviations around 5%.

As a final remark, we notice that our results for \( \langle \psi_n | \Sigma_f | \psi_n \rangle \) evaluated using \( \hat{V}^{(1)} \) provides roughly the same accuracy as a recently developed method combining tight-binding DFT with GW.\(^{80}\)

### APPENDIX B: ASSESSMENT OF EFFECTIVE INTERACTION

As discussed in Sec. III A, the GW approximation includes only a single diagram at each order of the interaction. The error resulting from such an approximation is—to lowest order—similar to the error of approximating a HF calcu-
TABLE II. Left part: Hartree self-energy for some of the frontier orbitals of the benzene molecule. The Hartree self-energy has been evaluated using the effective interaction Eq. (30), the effective interaction without the spin-dependent correction [second term in Eq. (31)], and using the full interaction Eq. (3) (exact result). Right: The exact value of the Hartree-Fock self-energy. Note that the spin-dependent correction term in $\hat{V}_{\text{eff}}$ cancels the self-interaction (in the local Wannier basis) and, thus, incorporates part of the exchange in the Hartree potential. Last row shows the average deviation of the Hartree potential from the exact Hartree-Fock potential.

| State (symmetry) | $\langle \psi_{\alpha} | \Sigma_{\alpha} | \psi_{\beta} \rangle$ | $\langle \psi_{\alpha} | \Sigma_{\alpha} + \Sigma_{\beta} | \psi_{\beta} \rangle$ |
|------------------|------------------|------------------|
| HOMO-2 (\(\pi\)) | 217.6 207.4 233.0 | 216.3 206.3 229.0 |
| HOMO-1 (\(\sigma\)) | 253.9 230.1 224.6 | 205.0 204.5 214.4 |
| HOMO (\(\pi\)) | 220.7 210.1 229.5 | 214.4 213.7 219.3 |
| LUMO (\(\pi^*\)) | 222.8 212.2 219.3 | 212.1 211.4 217.0 |
| LUMO+1 (\(\pi^*\)) | 223.7 213.1 199.7 | 195.0 194.2 188.9 |
| Average deviation (%) | 9.5 5.5 6.0 | |

From Table II, we conclude that the effective interaction produces results of comparable accuracy to the full interaction if one attempts to reproduce the exact result to first order from the Hartree approximation only. The fact that $\hat{V}_{\text{eff}}$ performs better than $\{V_{ij,ij}\}$ indicates that the spin-dependent term in $\hat{V}_{\text{eff}}$, which removes the self-interaction in the WF basis, is significant.

Extrapolating these observations to higher order, we conclude that the use of $\hat{V}_{\text{eff}}$ in GW calculations should produce results comparable to GW calculations based on the full interaction.

At this point, we stress again that for practical calculations, we use the truncation scheme of Eq. (A2) for evaluating Hartree and exchange. Thus, the results presented in this section only serve to estimate the performance of the effective interaction for the higher-order $GW$ diagrams.

APPENDIX C: A USEFUL RELATION

Let $B(\tau, \tau')$ and $C(\tau, \tau')$ be two matrix valued functions on the Keldysh contour and consider the commutator $A$ defined by

$$A(\tau, \tau') = \int C(\tau, \tau') B(\tau, \tau') - C(\tau, \tau') B(\tau, \tau') d\tau.$$  
(C1)

where matrix multiplication is implied. Under steady state conditions where the real-time components of $B$ and $C$ can be assumed to depend only on the time difference $\tau' - \tau$, the following identity holds:

$$\text{Tr}[A^\leq(t, t)] = \int \frac{d\omega}{2\pi} \text{Tr}[B^\leq(\omega) C^\geq(\omega) - B^\geq(\omega) C^\leq(\omega)].$$  
(C2)

To prove this relation, we first use the Langreth rules to obtain

$$A^\leq(t, t') = \int [B^\leq(t, t_1) C^\geq(t_1, t') + B^\geq(t, t_1) C^\leq(t_1, t')] - C^\leq(t, t_1) B^\leq(t_1, t') - C^\geq(t, t_1) B^\geq(t_1, t')] dt_1.$$

Since all quantities on the right hand side depend only on the time difference, we identify the integrals as convolutions which, in turn, become products when Fourier transformed. We, thus, have

$$A^\leq(t, t) = \int \frac{d\omega}{2\pi} A^\leq(\omega)$$

$$= \int \frac{d\omega}{2\pi} [B^\leq(\omega) C^\geq(\omega) + B^\geq(\omega) C^\leq(\omega) - C^\leq(\omega) B^\leq(\omega) - C^\geq(\omega) B^\geq(\omega)].$$

Equation (C2) now follows from the cyclic property of the trace and the identity $G^\prime - G^\prime = G^\prime - G^\prime$.  

APPENDIX D: COUPLING TO QUASIPERIODIC LEADS

We consider the coupling of the central region ($C$) to the left lead ($L$) in the case where $L$ is periodic only beyond a certain transition region ($T$). We refer to the periodic parts of the lead as principal layers and denote the corresponding blocks of the Hamiltonian matrix by $h_0$. Without loss of generality, we assume nearest neighbor coupling between the principal layers and denote the coupling matrices by $v_0$. The transition region is assumed so large that there is no coupling across it, i.e., between the central region and the first principal layer. If this is not the case, the transition region must be extended by the first principal layer. The Hamiltonian of the left lead and its periodic part can then be written as

$$h_L = \begin{pmatrix} \cdots & \cdots & \cdots \\ \cdots & h_0 & v_0 \\ \cdots & v_0 & h_0 & v_T \\ \cdots & 0 & v_T & h_T \end{pmatrix}, \quad h_{L,\text{per}}^\text{ret} = \begin{pmatrix} \cdots & \cdots & \cdots \\ \cdots & h_0 & v_0 \\ \cdots & v_0 & h_0 & v_0 \\ \cdots & 0 & v_0 & h_0 \end{pmatrix}.$$  
(D1)

The (retarded) GFs defined by $h_L$ and $h_{L,\text{per}}^\text{ret}$ are denoted by $g_{0,L}$ and $g_{0,L}^\text{per}$, respectively. The lower right block of $g_{0,L}$,
corresponding to the transition region, is denoted by $[g_{0,L}]_{T}$ and the lower right block of $g_{0,L}^{\text{pr}}$, corresponding to the first principal layer, is denoted by $[g_{0,L}]_{0}$. We have the following equation:

$$[g_{0,L}]_{T} = [(\omega + i \eta) I - h_{T} - \Sigma_{r}]^{-1},$$

where the self-energy is given by

$$\Sigma_{r} = v_{T}^{T} [g_{0,L}^{\text{pr}}]_{0} v_{T}. \tag{D3}$$

In the above equation, $[g_{0,L}^{\text{pr}}]_{0}$ can be obtained using the standard decimation technique. The coupling self-energy $\Sigma_{L}$ can now be constructed from $[g_{0,L}]_{T}$ and the matrices $h_{TC}$ and $h_{CT}$ which describe the coupling between the transition region in the left lead and the central region,

$$\Sigma_{L} = h_{CT}[g_{0,L}]_{0} h_{TC}. \tag{D4}$$

We remark that $h_{CT}$ and $h_{TC}$ are submatrices of $h_{CL}$ and $h_{LC}$. Completely analog results hold for the coupling to the right lead (Fig. 16).

APPENDIX E: RETARDED FUNCTIONS FROM CORRELATION FUNCTIONS

In steady state, all four real-time GFs Eqs. (16)–(19) follow from the retarded and lesser components and, thus, it suffices to calculate these.

Given $G^{r}(\omega)$ and $G^{\omega}(\omega)$ sampled on an equidistant frequency grid, the corresponding GW self-energy, $\Sigma_{GW}(G^{r}(\omega))$, can be obtained from Eqs. (36)–(41) using the FFT to switch between energy and time domains. However, as an alternative to Eqs. (36) and (40), we have found it more useful to obtain $\Sigma_{GW}$ and $I^{\prime}$ from the relation

$$X^{\prime}(t) = \theta(-t) \{ X^{\omega}(t) - X^{\omega}(t) \}, \tag{E1}$$

which is valid for any function $X$ on the Keldysh contour that does not contain delta functions. Note that when applied to $\Sigma_{GW}$, Eq. (E1) yields only the correlation part of $\Sigma_{GW}$ as explained in Sec. III B. The reason why we prefer Eq. (E1) over equations (36) and (40) is that $X^{\prime}(\omega)$ falls off as $1/\omega$ (due to the step function in time), which makes it difficult to obtain a faithful representation of $X^{\prime}(t)$ from a FFT of $X^{\prime}(\omega)$. In contrast, $X^{\omega}(\omega)$ are well localized (they are smooth in time) and the FFT can be safely used to obtain $X^{\omega}(\omega)$ from $X^{\omega}(\omega)$ and vice versa. It is possible to reduce the size of the frequency grid significantly if a zero padding of $X^{\omega}(\omega)$ is introduced before the FFT is applied to obtain $X^{\omega}(\omega)$. As discussed in Sec. III B, Eq. (E1) with $X = \Sigma$ yields the correlation part of the GW self-energy. The static Hartree and exchange terms, $\Sigma_{h}$ and $\Sigma_{e}$, are calculated from Eqs. (45) and (46). Once the self-energies have been calculated, a new set of GFs can be calculated from Eqs. (64) and (26).

46 We use $(G^\dagger)^{-1} = (G^{-1})^{\dagger} = \Sigma_{\nu\sigma}^d - \Sigma_{\nu\sigma}^c = \Sigma_{\nu\sigma}^c - \Sigma_{\nu\sigma}^d$.

50 These six-dimensional integrals are evaluated in a two-step procedure: First, a Poisson equation for the (complex) charge distribution $\varphi_{ik}(\mathbf{r}) = \delta_{ik}(\mathbf{r})^* \varphi_{ik}(\mathbf{r})$ is solved to obtain the potential $v_{ik}(\mathbf{r})$. If the Poisson equation is solved in Fourier space, one must solve for the potential $\varphi_{ik}$ of the neutralized charge $\tilde{\varphi}_{ik} = \varphi_{ik} - \delta_{ik} G_{ik,ik}$, where $G_{ik,ik}$ is a neutralizing Gaussian charge distribution for which the associated potential $v_{G,ik}$ is known analytically. In the last step, we obtain the Coulomb integral as $V_{ij,kl} = \int d\mathbf{r} \varphi_{ik}(\mathbf{r}) v_{ik}(\mathbf{r}) \varphi_{jl}(\mathbf{r})$.

74 We used the dacapo plane-wave (Ref. 48) code with Vanderbilt ultrasoft pseudopotentials. The unit cell for benzene was 16 Å in each direction, the plane wave cutoff was 340 eV, and we used the PBE xc functional.