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Abstract. We describe a new image fusion paradigm that provides an enhanced image from a set of source images that present regions with different spatial degradation patterns. The fusion procedure is based on the use of a new defocusing pixel-level measure. Such a measure is defined through a 1-D pseudo-Wigner distribution function (PWD) applied to nonoverlapping N-pixel window slices of the original image. The process is repeated to cover the full image size. By taking a low-resolution image as a reference image, which can be defined by blurring and averaging the two source images, a pixel-level distance measure of the defocus degree can be obtained from the PWD of each image. This procedure makes it possible to choose from a focusing point of view the in-focus pixels from each one of the given source images. The method is illustrated with different pairs of images of the same scene, which are partly focused and partly defocused in different regions. The image fusion approach that we propose here can work for any source of images available, and the comparison using evaluation measures such as mean square error or percentage of correct decisions shows that our framework can outperform the current approaches for the analyzed cases. One additional advantage of the present approach is its reduced computational cost when compared with other methods based on a full 2-D implementation of the PWD.
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1 Introduction

Image blurring can be regarded as a consequence of some imperfect image formation process, which limits the image bandwidth. Hence, blurring can be produced by different causes, i.e., camera or object motion, defocused optical systems, and atmospheric turbulence. Sometimes these degradations can be modeled to recover the original image, but in many cases this information is not available. The recovering of the original image from a degraded input has been the subject of many papers in the area of image restoration that can be indexed with the keywords of image deblurring or image deconvolution.1 When image restoration is accomplished without any a priori knowledge about the degradation cause, we are dealing with blind image deconvolution methods.2 If the blurring is not homogeneously distributed, the defocusing process will affect different regions of the image with different strength. This scenario is referred to as space-variant blurring.3 A special case of space-variant deblurring occurs when more than one degraded image is available and therefore image fusion methods4,5 can be applied. We present a fusion algorithm based on the use of the pseudo-Wigner distribution, which is suitable for blind space-variant deblurring. One additional advantage of the current method, which is based in a 1-D PWD sliding window implementation, is its reduced computational cost compared with other methods based on full 2-D PWD implementation.

This work is structured as follows. In Sec. 2, the discrete PWD is briefly outlined and its usefulness for spatial filtering is described. In Sec. 3 a pixel-based distance scheme between PWD vectors is described as the basis of the fusion procedure. Image fusion results, using the PWD, are given in Sec. 4, and a quantitative fusion quality assessment is presented that considers some ground-truth test images. Finally, conclusions are drawn in Sec. 5.

2 Wigner Distribution

Blurring can be described as the convolution of the original image with a 2-D point-spread function (PSF). If such a function is not a function of the spatial location under consideration, it is said to be spatially invariant (essentially this means that the image is blurred exactly in the same way at every spatial location). Therefore, if the PSF is a known function, it is possible to remove the blur by means of an inverse operation in the spectral domain called deconvolution. Importantly, modeling and restoring images degraded by spatially varying blurs are more challenging problems that still require further attention to achieve a successful solution. The use of a spatial/spatial-frequency representation is greatly appropriated for addressing a spatially varying blurring problem because of the local character of the degradation process. Our fusion method is based on the use
of many input realizations of the same object at the same time. Deblurring is obtained by comparing the PWD of the degraded image with the PWD of a worst-case prototype. Hence, we approach the spatially varying blur case by means of one of the conjoint spatial/spatial-frequency representations. A general formulation of the spatial/spatial-frequency representations was given by Cohen\(^6\) and later generalized to N-D signals by Jacobson and Wechsler.\(^8\) It has been claimed that the Wigner distribution function (WD) has the best properties to be used in image processing, against other representations of this kind. In fact, some researchers have considered the WD as a “masterform” distribution from which the rest of the distributions can be obtained.\(^8,9\) Thus it has the best resolution, which is matched to that of the image in both domains. It overcomes the resolution tradeoffs that traditionally have limited the utility of windowed power spectrum analysis. Besides that, the WD is a joint bilinear representation, very close to positive, invariant within linear transformations, and it contains all the image information. It presents two main advantages with respect to other local representations. First, the WD is a real-valued function and encodes directly the Fourier phase information. Second, the election of the appropriate window size, which depends on the kind of analyzed information, is not required for the computation of the WD. However, the use of other Cohen’s class distributions appears to be feasible following this approach, but their performance needs to be validated in future experiments.

The Wigner distribution (WD) is a bilinear (quadratic) signal representation introduced by Wigner.\(^10\) A comprehensive discussion of the WD properties can be found in a series of classical articles by Claasen and Mecklenbraûker.\(^11\) Originally, the WD was applied to continuous variables as follows. Let us consider an arbitrary 1-D function \(z(x)\). The WD of \(z(x)\) is given by

\[
W(x,u) = \int_{-\infty}^{\infty} z(x + \frac{\alpha}{2}) z^\#(x - \frac{\alpha}{2}) \exp[-i(u \cdot \alpha)] d\alpha, \tag{1}
\]

where \(^\#\) denotes complex conjugation.

By considering the shifting parameter \(\alpha\) as a variable, Eq. (1) represents the Fourier transform (FT) of the product \(z(x + \alpha/2) z^\#(x - \alpha/2)\), where \(u\) denotes the spatial-frequency variable and, hence, the WD can be interpreted as the local spectrum of the signal \(z(x)\). The Wigner distribution satisfies many desirable mathematical properties.\(^11\) Although the PWD was initially defined for continuous variable functions, Claasen and Mecklenbraûker proposed at the beginning of the 1980s a first definition for discrete variable functions. However, some attempts to extend definitions of the WD to discrete signals have not been completely successful.\(^12\) For this application, we have selected the following discrete Wigner distribution, similar to the one proposed by Claasen and Mecklenbraûker and also by Brenner\(^13\)

\[
W(n,m) = 2 \sum_{k=0}^{N/2-1} z(n+k) z^\#(n-k) \exp[-2i \left(\frac{2\pi m}{N}\right) k]. \tag{2}
\]

This equation is limited to a spatial interval \([-N/2, N/2 - 1]\), and it has to be considered as a pseudo-Wigner distribution (PWD). In Eq. (2), \(n\) and \(m\) represent the spatial and space-frequency discrete variables, respectively, and \(k\) is the shifting parameter, which is also discrete. Equation (2) can be interpreted as the discrete Fourier transform (DFT) of product \(r(n,k) = z(n+k) z^\#(n-k)\). It is worth noting that the discretizing process implies a loss of some properties of the continuous WD. One important property preserved within the definition given by Eq. (2) is the inversion property, which is a very desirable feature for the recovering of the original signal, and which allows local filtering operations on the images under consideration.

According to the inversion property,\(^11\) the even samples can be recovered from Eq. (2) from the following expression\(^14\)

\[
z(2n) z^\#(0) = \sum_{m=-N/2}^{N/2-1} W(n,m) \exp[-2i \left(\frac{2\pi m}{N}\right) n], \tag{3}
\]

and the odd samples can be recovered from

\[
z(2n-1) z^\#(1) = \sum_{m=-N/2}^{N/2-1} W(n,m) \exp[-2i \left(\frac{2\pi m}{N}\right) n]. \tag{4}
\]

To get the original values, we have to perform an inverse DFT for recovering of the function \(r(n,k)\), which gathers all the information included in the original discrete signal. Equation (3) is obtained by writing \(n = k\) in \(r(n,k)\), which implies that the values \(z(2n) z^\#(0)\) are on the main diagonal of the matrix \(r(n,k)\). Similarly, Eq. (4) results from taking \(k = n - 1\) in the product function \(r(n,k)\), thus the odd sample values are located above the main diagonal. To recover the exact values of the samples, we have to divide the diagonal values by \(z^\#(0)\) and \(z^\#(1)\), respectively.\(^14\) Unless the sign of the samples are undetermined due to the product sign rule, they can always be considered positive, because we are dealing with digital images of real positive gray-value values. From Eqs. (3) and (4), it can be shown that \(n\) varies in the interval \([-N/4, N/4 - 1]\), due to the factor 2, which affects the left side of both equations. The 2-D PWD can be considered as a generalization of the 1-D case, but to reduce the computational cost to a minimum, the 1-D PWD will be used as defined before, by taking \(N = 8\), i.e., a 1-D window of 8 pixels.

### 3 Pixel-Based Distance Between PWD Vectors

The 1-D, \(N\)-pixels windowed PWD, as described earlier, can be used to process the data of images, with the only requirement being that the gray levels must be defined by real and positive values. The method proposed herein involves scanning the original image by nonoverlapping sliding window blocks of \(N\) pixels in a row and assigning to each pixel of the row its \(N\)-component PWD vector. In such a way, we are gathering both spatial and spatial-frequency information of every pixel of the image. If we have multiple input information, i.e., two images partly defocused in complementary regions, it is possible, after the theoretical
considerations that follow, to propose a method for fusing both images and to obtain an enhanced one, which can be considered as the unknown original.

Our method is based on the idea that every pixel on the image has a different $N$-component PWD vector associated with it; thus, a measure can be taken for determining their greatest distance to a reference image. This approach is closely related with shape matching. The selection of a similarity measure is required to take an accurate decision, since dissimilarity can be coupled with the notion of distance. Because we are dealing with a distance metric, it is required to set a reference value. It is well known that the more defocused an image is, the more the high frequencies will be diminished and consequently its PWD will be affected. Therefore, by taking as a reference a blurred average from the two originals given by $z_0 = (z_1 * h + z_2 * h) / 2$, $z_1$ and $z_2$ represent the two input images and $h$ represents a box filter whose values are detailed later. The main idea behind this reference is to have a worst case that allows the box filter whose values are detailed later. The main idea behind this reference is to have a worst case that allows the box filter whose values are detailed later. The main idea behind this reference is to have a worst case that allows the box filter whose values are detailed later. The main idea behind this reference is to have a worst case that allows the box filter whose values are detailed later. The main idea behind this reference is to have a worst case that allows the box filter whose values are detailed later. The main idea behind this reference is to have a worst case that allows the box filter whose values are detailed later.

$$d_i(\xi) = \left| W_i(n,m) - W_r(n,m) \right|_{n=\xi},$$  

(5)

where $\xi$ represents an arbitrary pixel of the image, subindices $i$ and $r$ stand for input and reference images, respectively, and $n,m$ are defined as in Eq. (2). $W_i(n,m)$ indicates the PWD for image $i$, and $W_r(n,m)$ is the $N$-component PWD for the reference image. The normal operator in Eq. (5) is defined as usual,

$$\|\xi\| = \left[ \sum_{i=-N/2}^{N/2} \xi(i)^2 \right]^{1/2},$$  

(6)

where $\xi$ represents any arbitrary real function. The selected distance [Eq. (5)] is an Euclidean distance, which belongs to the more general family of Minkowski distances.

The rationale of using Eq. (5) can be formulated as follows. Let us consider an original image $z$ and a blurring process given by $g = z * h_0$, where $*$ denotes the convolution operation. After applying the PWD to $z(n)$ and $g(n)$ separately, their respective representations $W_z$ and $W_g$ are obtained. From a filtering point of view, it can be helpful to consider that the PWDs of the functions $z(n)$ and $g(n)$ are related by the product

$$W_g(n,m) = W_z(n,m) H_i(n,m),$$  

(7)

where $H_i(n,m)$ can be interpreted as a pseudo-filtering function, since $g$ might not exist. For a thorough discussion see Ref. 17. If the Fourier transformation is represented by $\mathcal{F} \cdot \cdot \cdot$, Eq. (7) can be rewritten as

$$\mathcal{F}[r_z(n,k)] * h_1(n,k) = \mathcal{F}[r_z(n,k)] \cdot \mathcal{F}[h_1(n,k)],$$  

(8)

where the convolution affects only variable $k$, and the relationship $r_g(n,k) = r_z(n,k) * h_1(n,k)$ between their respective product functions holds, after the convolution property of the Fourier transform, where $z(n), g(n), r_z(n,k),$ and $r_g(n,k)$ all represent real non-negative functions. On the other hand, according with the energy conservation principle $h_0(n), h_1(n,k)$ will not present negative coefficients. Consequently, the following conditions are satisfied

$$\sum_{n=-N/2}^{N/2} h_0(n) = 1 \quad \text{and} \quad \mathbb{V} n/h_0(n) \geq 0 \Rightarrow \|h_0(n)\|_{\infty} = 1, \quad (9)$$

$$\sum_{k=-N/2}^{N/2} h_1(n,k) = 1 \quad \text{and} \quad \mathbb{V} n,k/h_1(n,k) \geq 0 \Rightarrow \|h_1(n,k)\|_{n=\xi} = 1. \quad (10)$$

Then, by applying the properties of the Euclidean distance to Eq. (8), the following expression is achieved

$$\|F[r_z(n,k)] * h_1(n,k)\|_{n-\xi} \leq \|F[r_z(n,k)]\|_{n-\xi}. \quad (11)$$

If both images to be fused have the same energy, Parseval’s theorem tells us that equality holds in Eq. (11). Nevertheless, differences between PWDs belonging to different degraded versions of the same image will not necessarily nullify. Consequently, these differences can be used for defining an Euclidean distance. Thus, by means of Eq. (5) and by taking the blurred averaged image as a reference, distances $d_1$ and $d_2$ can be obtained for the same pixel $\xi$ from input images $z_1(n)$ and $z_2(n)$. Theoretically, the largest Euclidean distance corresponds to the pixel belonging to the less locally defocused image. Then, by comparing distances $d_1$ and $d_2$, an activity map can be obtained [see Figs. 1(d) and 1(e)] that provides an image mask of regions of high resolution (in-focus) and low resolution (out of focus). Therefore, the pixels from the two input images can be assigned to two different classes: one class corresponding to the set of pixels with a better in-focus measure, and the other class for the set of pixels with the worst in-focus measure. Thus, fusion of images $z_1$ and $z_2$ can be attained, and therefore an all-in-focus enhanced version of the original image is produced. The suitability of the method is based on two features. The first one is the advantage of the local frequency information provided by the PWD, and the second one is the use of a metric measurement provided by the Euclidean distance applied to the PWDs of the input signals. The combination of these two features leads us to a way of selecting the best choice for the value of a pixel in a local context of the image.

4 Experimental Results

Several examples are presented for quantitative evaluation of the method, based on the use of artificially generated space-variant registered input images. This method uses a pixel-based neighborhood and requires prior registration of the images to be considered. Otherwise, the resulting fusion procedure introduces a blurring effect that is more noticeable for severe misregistration. The scheme described here is not a deconvolution method, and its main feature is for detecting the best focused pixels among a set of occurrences provided by different input images. If a sharp view of a given area is not present in any of the inputs, a blurred spot will result in the output, as the method cannot provide better results than the least defocused image in a local context. Summarizing, there are no constrains in the blurring affecting the input images to the process except the energy.
limitations described in Sec. 3. Nevertheless, accurate registration of the input images and local blur-free information in at least one of the input images are requirements to be fulfilled for a correct performance of the method. The worst-case reference image can be obtained by any suitable energy preserving convolution kernel but is spatially limited to the window size used for computing the PWD.

Figures 1(a) and 1(b) show two images that present in-focus regions located in different (and complementary) parts of the image. As mentioned before, they can be processed by comparing them with the mixed reference image shown in Fig. 1(c), which was obtained as previously described using a blurring convolution kernel $h_0 = (1/16) \times [14641]$, applied by rows and then by columns. The fusion procedure can be summarized as follows. First, each image row is divided into 8 pixel arrays, and then a 1-D PWD of each segment of 8 pixels is computed according to Eq. (2). The small value of such an analysis mask ($N = 8$) permits higher computational savings and a localized spectral analysis. As result of such computation, an $8 \times 8$ matrix of data is obtained, where each column provides the PWD of each pixel. This procedure is repeated for every image row to cover the full image. Then, the Euclidean distance to the mixed reference image is obtained pixel-by-pixel using Eq. (5). The highest distance according to such criteria allows extracting the in-focus pixels of the referred images. Since the input images [Figs. 1(a) and 1(b)] can be considered complementary versions of an unknown ground-truth image, the activity map shown in Fig. 1(d) allows computing of the fused image [Fig. 1(f)]. This activity map is a binary image whose elements are related one-to-one with the pixels from the images. It has a value of 1 when $d_1(\xi) > d_3(\xi)$, and a value of 0 otherwise. During this process, a smoothing binary filter is used to eliminate isolated pixels from the binary activity map. Despite that different criteria can be used for this purpose, i.e., median filters, morphological erosion, etc., a new algorithm is used as described in Appendix A in Sec. 6. Figure 1(e) shows the result of applying such an algorithm to Fig. 1(d) for removing isolated errors. Figures 2 and 3 illustrate, with synthetic blurred versions of the Cameraman and Lena images, the performance of the method. Results and comments are similar to those given for Fig. 1. From a qualitative point of view, the results shown in Figs. 1, 2, and 3 are satisfactory. Nevertheless, to provide a quantitative assessment, some objective quality measures have been used. With this goal we tested several ground-truth images of $256 \times 256$ pixels with 8-bit resolution. Two complementary degraded images were generated by blurring, both horizontally and vertically, in predefined regions of each original with the function $h_0 = (1/16)[14641]$, but similar results were achieved using other energy preserving kernels. Thus, each fused image can be compared with its original ground-truth image. As quality indicators, we used the mean squared error (MSE), the peak signal-to-noise ratio (PSNR), and the percentage of correct decisions ($P_c$) as defined in Appendix B in Sec. 7. The results from processing the well-known Cameraman and Lena images are summarized in Table 1. This new scheme appears to provide equal or better performance than the best existing methods in the literature when comparing similarly generated inputs. On the other hand, the computational complexity of the scheme proposed is bounded by the FFT, which is $O(N \log_2 N)$. 

Fig. 1 (a) and (b): Two complementary space-variant defocused images. (c) Mixed reference as described in the text. (d) Binary activity map from PWD distance measures at pixel level. (e) Smoothing step for eliminating isolated pixels. (f) Resulting enhanced image.
Fig. 2 (a) and (b): Two complementary space-variant defocused images. (c) Mixed reference as described in the text. (d) Binary activity map from PWD distance measures at pixel level. (e) Smoothing step for eliminating isolated pixels. (f) Resulting enhanced image.

Fig. 3 (a) and (b): Two complementary space-variant defocused images. (c) Mixed reference as described in the text. (d) Binary activity map from PWD distance measures at pixel level. (e) Smoothing step for eliminating isolated pixels. (f) Resulting enhanced image.
where $N$ is the number of pixels involved in the operation. The PWD requires a FFT for each pixel of the image, therefore the computational complexity can be estimated as $O(MN \log_2 N)$, where $M$ is the number of pixels in the image and $N$ is the window size used for implementing the PWD. The benefits of using a 1-D over a 2-D PWD processing scheme can be better illustrated by comparing window sizes. Let us consider $N$ the length of the window in the 1-D case, and a $K \times K$ window for the 2-D case. The comparison factor between both schemes can be determined as $O(N \log_2 N / K^2 \log_2 K^2)$, i.e., if we take $N=K$, the complexity of a 1-D compared with a 2-D scheme is reduced by a factor of $2N$. As this method is based on selecting a pixel out of a set of input values, only a noisy free scenario can be considered here. That means that the noise-free regions can be obtained at least from one of the input images to be fused. Hence, this method is not able to perform denoising, and implies that if all input images are noisy, the output will be noisy as well. The Lena image was taken as an example for testing the noise influence on the image fusion process. This was accomplished by adding to the input images different amounts of Gaussian noise. Figure 4 shows a plot of the results for different levels of noise degradation. The two different degraded versions A and B of the original image are represented by squares and triangles, respectively. Diamonds represent the fused image and the circles represent a noisy original with the same amount of Gaussian noise as their respective A and B inputs. From such graphics, it can be observed that the fused image approximates the noisy copy of the original, but it appears noisier. As more Gaussian noise is added, the differences between input and output images are less relevant. For a small amount of additive noise, there is a noticeable gain in the signal-to-noise ratio of the fused image, but for higher levels of noise the performance of the method degrades fast.

5 Conclusions

A new fusion method based on the use of PWD is presented and applied to spatial-variant defocused images. Quality measures show that the results provide enhanced versions of the input images with equal or better performance than the best existing methods. This scheme can also be extended when more than two images are available. Another advantage of the present scheme is its reduced computational cost and simultaneous performance of a localized spectral analysis. The use of a short window for PWD analysis greatly decreases computational time. In addition, a new noise cleaning edge-preserving method is presented as an auxiliary tool for removing isolated error pixels from the activity maps. Despite the fact that the Lena and Cameraman images were artificially blurred for quantitative assessment, this method can be easily extended for dealing with arbitrary images with spatial-variant blur.

6 Appendix A

In a binary segmentation process, small isolated areas or single pixels are generally considered as noise and have to be eliminated. Therefore, the binary-segmented image must be postprocessed by a denoising algorithm. This process can be achieved in different ways. Here we have developed a method that can be classified among the fuzzy digital topology methods. By defining a characteristic function (probability) for the degree of connectedness (DOC),

![Table 1 Quality measurements.](image1)

<table>
<thead>
<tr>
<th>Measure</th>
<th>Blurred version 1 versus original</th>
<th>Blurred version 2 versus original</th>
<th>Enhanced image versus original</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>28.86dB</td>
<td>27.36dB</td>
<td>46.92dB</td>
</tr>
<tr>
<td>RMSE</td>
<td>9.20</td>
<td>10.93</td>
<td>1.15</td>
</tr>
<tr>
<td>$P_c$</td>
<td>58.25</td>
<td>58.47</td>
<td>98.55</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Measure</th>
<th>Blurred version 1 versus original</th>
<th>Blurred version 2 versus original</th>
<th>Enhanced image versus original</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>36.32dB</td>
<td>35.79dB</td>
<td>49.75dB</td>
</tr>
<tr>
<td>RMSE</td>
<td>3.89</td>
<td>4.14</td>
<td>0.83</td>
</tr>
<tr>
<td>$P_c$</td>
<td>63.32</td>
<td>58.01</td>
<td>97.33</td>
</tr>
</tbody>
</table>

![Fig. 4 PSNR values for different degraded realizations by adding Gaussian noise versus original image.](image2)

![Fig. 5 Examples of different binarized pixels inside an analysis window.](image3)
isolated points can be removed from the object while selecting their size and keeping the edges of the remaining areas (object) unaffected.

When exploring a binary image with a window of $w \times w$ pixels, different configurations of 1's and 0's are obtained (Fig. 5). The window boundary divides the image into two sets: inside and outside window pixels. The inside of the window is connected with the outside on the topology of the 1's and 0's around the boundary of the window. To keep a consistency, we require the central pixel of the window to be a 1. A measure of the number of pixels close to the boundary is taken, and a DOC value is assigned to the central pixel of the window as a probability value $P \epsilon [0,1]$. Then, the suppression of the 1's inside the window is decided by a threshold value. Moreover, a small DOC value provides a strong argument to delete the inside of the window. This uncertainty in connectedness, which is not due to randomness but to the ambiguity about the situation of 1's and 0's on the image, provides a solution to this problem from a fuzzy image processing approach.

As stated earlier, the criterion in which the algorithm is based refers to the connectivity of the pixels inside and outside the window through a probability measure. For this analysis, the inner pixels ($I$) and the outer pixels ($E$) next to the window boundary are taken. Next, 0's and 1's are compared in both sets to evaluate the probability $P$ of region $I$ being connected to region $E$. The fuzzy rule imposed to delete all 1's inside a window is as follows: “Given a binary image and a window centered in a pixel, whose value is 1, if the degree of connectedness $P$ between inside ($I$) and outside ($E$) window regions is smaller than a certain value $P_0$, then the 1’s inside such a window must be changed to 0’s.” A given region of the image limited by a square window must be considered for estimating the probability $P$ required to make a decision (Fig. 5). The inbound pixels of the window are connected with the outbound pixels under a 4 neighborhood connectivity criterion. Accordingly, two pixels are considered neighbor pixels if they are adjacent in the same line (row or column). Thus, the inner region of the window is connected with the outer region if there are at least two neighboring pixels of value 1, and, one of the pixels is inbound while the other one is outbound the window.

Let us consider the assumption that $Q$ is the total number of pixels for set $E$, with $q$ 1’s and $Q-q$ 0’s. Similarly, the set $I$ has $Q-4$ pixels, of which $p$ are 1’s and the rest are 0’s. After straightforward combinatorial calculations, the probability of regions $I$ and $E$ to be connected is given by

$$P = 1 - \sum_{k=0}^{\min(4,p)} \frac{(Q-8)^4}{(Q-p-k)} \frac{(Q-p-k)!}{q!} \frac{Q-4}{p},$$

(12)

where

$$\frac{Q-8}{p-k} = \begin{cases} \frac{Q-8}{p-k} & \text{if } Q-8 \geq p-k \\ 0 & \text{otherwise} \end{cases}.$$  

Equation (12) entails a high computational cost, hence we have derived a simpler approximated expression by considering that areas $I$ and $E$ have the same number of pixels $Q$. Such approximation is based on the assumption that corner pixels in the inner region have a double connectivity value. Moreover, we can assign the same number of 1’s ($p_0$) to $E$ and $I$, since they are neighboring areas with the same number of pixels, and therefore their expected values are the same. Since the probability $a$ of finding a 1 filling a corner is the same of filling any other location, it follows that $a = p_0 / (Q-4)$. Therefore, the probability to have $k$ corners filled by 1’s in region $I$ is

$$P(k) = \frac{4}{k} \alpha^k (1-\alpha)^{4-k} \quad 0 \leq k \leq 4,$$

(13)

The expectation value of 1’s in the corners is $P_{cor} = 4 \alpha$, and the effective number or 1’s to be considered in each region is given by $p = p_0 + 4p_0 / (Q-4)$. This yields the following probability

$$P = 1 - \frac{Q-p}{Q}.$$  

(14)

where
\[
\begin{align*}
\left( \frac{Q-p}{p} \right) &= \begin{cases} 
\frac{Q-p}{p} & \text{if } Q-p \geq p \\
0 & \text{otherwise}
\end{cases}.
\end{align*}
\]

Figure 6 shows the connection probability plots for a window size of \(15 \times 15\) pixels. Results of using both exact [Eq. (12)] and approximate [Eq. (14)] equations are practically identical when considering appropriate \( p \) and \( q \) values. However, the computational cost of using Eq. (14) is much lower than of Eq. (12). Figure 7 shows an example of the behavior of the algorithm for different window sizes. Note that the holes in the object can be suppressed by interchanging the role of 0’s and 1’s in the previously described algorithm.

7 Appendix B

The quality measures selected to compare two given images \(X\) and \(Y\) are: 1. the root mean square error
\[
\text{RMSE} = \left( \frac{\sum_{i=1}^{N} \sum_{j=1}^{N} [X(i,j)-Y(i,j)]^2}{N^2} \right)^{1/2},
\]
2. peak signal-to-noise ratio
\[
\text{PSNR} = 10 \log_{10} \left( \frac{255^2}{\text{MSE}} \right),
\]
where MSE stands for the mean square error between the images (note that the RMSE is the square root of the MSE), and
3. the percentage of correct decisions
\[
P_c = \frac{N_c}{N_t} \times 100,
\]
where \(N_c\) and \(N_t\) are the number of correct decisions and the total number of decisions, respectively.
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