Importance of rings on the microscopic properties of a strong glass
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An optimized interparticle potential has been developed for its use in computer molecular dynamics simulations of vitreous boron trioxide (\(v\)-\(B_2O_3\)) which includes four-particle interactions. This is required to force the formation of planar six-membered (boroxol) rings in such simulations. As a result, a better agreement with the static structure factor is achieved, even though the percentage of atoms taking part in such structures is relatively small. [S0163-1829(96)02934-7]

The presence of a substantial amount of regular structures in strong glasses such as vitreous silica or boron trioxide has been a matter of heated debate for a number of years.\(^1\) The presence of such structures was postulated as a means to explain the origin of sharp peaks in the Raman spectra on the basis of calculations involving a few particles,\(^2\) or more refined approaches which still involved idealized models of the amorphous solid such as the Bethe lattice.\(^3\) However, attempts to relate the presence of such structures with discernible features in the diffraction patterns lead to some recent controversies. In fact, results from calculations involving short-range structures only which portray most atoms as being involved in boroxol rings (about eighty percent) are confronted with attempts to reconstruct the structure of the glassy solid by means of Reverse Monte Carlo approaches,\(^4\) where the best results are obtained if the percentage of boroxol rings is bounded below thirty percent (i.e., even the absence of any of those structures gives a better fit to experiment than those assuming a fraction of fifty percent or above). In fact, attempts to calculate the structure of vitreous \(B_2O_3\) using relatively small three-dimensional clusters of atoms forming boroxol rings have often encountered considerable difficulties when trying to reproduce the correct macroscopic density. This contrasts with results from molecular dynamics (MD) simulations\(^5,6\) which, while satisfactorily accounting for the macroscopic density, have evidenced difficulties in reproducing the presence of a large number of atoms involved in planar, regular rings. On the contrary, such simulation results have shown the presence of cyclic structures albeit severely deformed (i.e., nonplanar) and of varied ring sizes.

A recurrent critique against MD results on the structure and dynamics of \(v\)-\(B_2O_3\) has always been the lack of such structures in the computed equilibrium structure\(^6\) of the glass. Such a shortcoming was rationalized in terms of (a) the huge cooling rates employed in the computer quench from the equilibrium liquid structure or (b) the lack of a more realistic potential function which including four-body interactions stabilizes such planar structures.

Although little can be done to overcome the first of the difficulties referred above since quench rates comparable with experiment would imply vast resources of computer time, we set our endeavors to explore the feasibility of supplementing the potential function described in Refs. 6 and 7 with a four-body term to provide a force which stabilizes the glass, the strategy described in Ref. 7 was followed. That involved equilibration of a liquid configuration at 900 K, where are interactions are assumed to be of two-body type. Once equilibrated, three- and four-body interactions are switched on and allow to reequilibrate for about 100 ps. Notice that the expression \([1 - \cos(2 \tau)] + A_2[1 - \cos(8 \tau)]\), (1)

where \(\tau\) stands for the dihedral angle subtended by planes \(O-B-O\) and \(B-O-B\) within a boroxol ring and \(A_2\) are two constants which had to be rescaled by 1/3 to reproduce the experimental frequencies. The need for such a rescaling has been amply acknowledged even in calculations regarding free-molecule species\(^8\) so that it did not came as a surprise.

On the other hand, the introduction of such a higher-order term made necessary the modification of the two- and three-body potential constants employed in previous calculations, if an acceptable agreement with experimental magnitudes is sought.

To prepare a quench from the stabilized liquid down to the glass, the strategy described in Ref. 7 was followed. That involves equilibration of a liquid configuration at 900 K, where are interactions are assumed to be of two-body type. Once equilibrated, three- and four-body interactions are switched on and allow to reequilibrate for about 100 ps. Cooling down to the glass phase at 300 K is finally achieved in a simulation lasting 20 ps. Notice that the expression [1] has been parameterized from calculations involving relatively small out-of-plane displacements and consequently its range of validity should be confined to a moderate region of
The calculated distribution of \( \tau \) angles for \( T=300 \) K is shown in Fig. 1, and evidences that most of the angles adopt values close to those allowing partial planarity with a near symmetrical distribution of values for \( \tau=0^\circ \) and \( \tau=180^\circ \). As can be seen from such a graph, most of the values for such a geometrical parameter are distributed within an interval of about 20° about the two most probable values.

As a first check of the quality of the optimized potential, the Fig. 2 shows a comparison of the static structure factors as measured by neutron diffraction,\(^\text{10} \) that calculated using the previous potential\(^\text{4} \) and the present one. As can easily be gauged from the referred graph the calculated \( S(Q) \) with either three- or four-body terms reproduce the oscillations above some \( 4 \) Å\(^{-1} \) in the experimental pattern rather satisfactorily. The present results show a better agreement as far as the shape and height of the first peak in \( S(Q) \) is concerned, than the one resulting from the simplified form of the potential. It is worth pointing here that a near perfect match of the experimental first peak can be found at the expense of introducing a severe mismatch with subsequent oscillations, and this is also achievable using the three-body potential only. The results shown in Fig. 2 thus represent a compromise between an adequate accounting of the short-range order and an acceptable representation for the first peak. A detailed account of the physical significance of parameters characterizing the first peak has recently been given.\(^\text{11} \) In particular, a comparison between simulation results and experimental data regarding the elastic \( S(Q,E=0) \) and static \( S(Q) \) quantities was provided for temperatures \( 5 \) K \( \leq T \leq 300 \) K.\(^\text{11} \) The relevant point to make here regards the somewhat different shape of the first diffraction peak resulting from such an experiment (i.e., employing rather low incident energies) from that observed using total scattering techniques.\(^\text{10} \) Notice that the shape of the peak in the calculated \( S(Q) \) becomes closer to that measured using an incident energy of 5 meV (Ref. 11) than to that of Ref. 10.

As far as the microscopic dynamics is concerned, the main effect of the four-body term can be gauged from inspection of the lower frame of Fig. 2 which displays a comparison between the \( Z(E) \) vibrational densities of states as calculated from Fourier transform of the relevant atomic velocity correlation functions for the model which accounts up to three body forces only and the present one. The most noticeable differences between the two generalized frequency distributions concern the appearance of a clear peak centered at 70 meV, while a similar feature is seen in the three-body calculation as centered at 80 meV, a region where only a shoulder is now seen, as well as the appearance of clear (e.g., well defined) peaks at 90 meV and 100 meV. Notice that in the previous calculation, well defined peaks in the 100 meV region were only visible in low temperature runs.\(^\text{6} \) The relevance of such a spectral feature stems from its identification with that arising from the breathing motion of a boroxol ring,\(^\text{7} \) postulated on the basis of the intense, narrow and strongly polarized isolated peak seen at the same frequency in the Raman spectrum. Contrary to what is observed by Raman scattering, the peak observable in inelastic neutron scattering measurements\(^\text{8} \) shows an intensity not too different from those of peaks at 82 meV and 90 meV although its width (\( \sim 1.7 \) meV (Ref. 2)) is about half of that of the other two. A recent inelastic neutron scattering measurement\(^\text{12} \) on the temperature dependence of the intensity of such a peak shows that it develops itself as a well defined feature for temperatures well within the glass phase. Also, its sharpness is a direct consequence of the independence of the peak frequency with the wave number (at least within \( 4 \) Å\(^{-1} \leq Q \leq 12 \) Å\(^{-1} \)). Such an optically like behavior contrasts however with its extreme sensitivity to alterations in the elastic prop-

\[ S(Q) = \frac{1}{Q} \int \rho(r) e^{-iQ \cdot r} \, \mathrm{d}^3r, \]

where \( \rho(r) \) is the electron density and \( Q \) is the wave vector.

A recent inelastic neutron scattering measurement\(^\text{12} \) on the temperature dependence of the intensity of such a peak shows that it develops itself as a well defined feature for temperatures well within the glass phase. Also, its sharpness is a direct consequence of the independence of the peak frequency with the wave number (at least within \( 4 \) Å\(^{-1} \leq Q \leq 12 \) Å\(^{-1} \)). Such an optically like behavior contrasts however with its extreme sensitivity to alterations in the elastic prop-

\[ S(Q,E=0) = \frac{1}{Q} \int \rho(r) e^{-iQ \cdot r} \, \mathrm{d}^3r, \]

where \( \rho(r) \) is the electron density and \( Q \) is the wave vector.

\[ S(Q) = \frac{1}{Q} \int \rho(r) e^{-iQ \cdot r} \, \mathrm{d}^3r, \]

where \( \rho(r) \) is the electron density and \( Q \) is the wave vector.
properties of the medium, and in fact, both its frequency, intensity and linewidth show a behavior resembling that expected for a mode evidencing a nontrivial (mixed) polarization,\textsuperscript{17} which leads to show kinks in graphs showing the temperature dependence of the peak frequency at temperatures close to the glass transition point \(T_g = 533\) K.

An unequivocal assignment of such a peak to the referred mode remains to be produced since most of the work in this direction regards rather simplified models,\textsuperscript{2,13–15} which can be compared with experimental data on semiquantitative grounds at best. Within such context, the present data lend partial support to the idea that four-body forces are involved in the atomic vibrations taking part within such a narrow range of frequencies, since the new calculation shows that a relatively well defined peak, with a width of about 3 meV is now present at 100 meV. On the contrary, the assignment of such a peak to a mode involving the six atoms within a boroxol ring seems difficult to be sustained since only two of such rings are present in the 420 atoms (168 B and 252 O) simulation box.

Forcing the formation of boroxol rings by increasing the strength of the four-body term with respect to the two and three-body ones not only leads to difficulties in equilibration but also produces spurious peaks (spikes) and results in an unphysical redistribution of frequencies in the vibrational density of states but also makes the glass density to go well below the correct value.

In terms of macroscopic thermal properties, the value calculated for the harmonic part of the heat capacity at \(T = 300\) K gives now 13.1 J K\(^{-1}\) mol\(^{-1}\) versus 12.01 J K\(^{-1}\) mol\(^{-1}\) of the calculations involving three-body terms only and compares with the experimental value of 12.31 J K\(^{-1}\) mol\(^{-1}\) for \(C_p(T = 300\) K). A quasiharmonic correction is difficult to evaluate because of the paucity of data regarding the temperature dependence of the spectral frequency distributions. An estimate of it can be made on the basis of data regarding the temperature dependence of the frequency of the peak appearing at \(\approx 100\) meV (Ref. 17) at temperatures within 300–500 K. From there, a value for the derivative \(\partial (\ln \omega)/\partial T\)\(_p = -7.2 \times 10^{-4}\) is found, which would represent an increase in heat capacity of some 0.07 per cent in this high temperature limit due to phonon interactions. The volume expansion term \(T \gamma_v \alpha_v\) calculated from expansion data of White et al.\textsuperscript{16} gives some \(4.8 \times 10^{-3}\) so that the total quasiharmonic correction would result in a value for the heat capacity smaller than the harmonic one by some 0.4 percent. In consequence the introduction of the four-body term seems to point in the correct direction since leads to a value for the harmonic heat capacity slightly above the experimental one which will be reduced somewhat by the anharmonic interactions.

It seems worth remarking here that the better agreement between experiment and simulation as far as the first peak in \(S(Q)\) is concerned, is mainly due to a reoptimization of the values of the (two-body) repulsive cores, playing the four-body term a rather secondary role.

At any rate, the presence of a narrow peak at 100 meV in the present \(Z(E)\), a feature only visible at very low temperatures previously\textsuperscript{6} seems to point to four-body forces as having a dominant role in the vibrational motions leading to such a feature. However, other structures than the motion of a planar six-membered ring may possibly be compatible with such a peak.

Finally, it is worth remarking here that the argument mentioned above regarding the fast thermal quenches performed in simulation work as one of the causes for the absence of boroxol rings in the computations, has, at least to be qualified for the reason that follow. The simulations performed on equilibrated liquid configurations at \(T = 900\) K show that such structures form within the liquid phase, and the abundance of such rings shows a mild dependence with temperature. In consequence its relative scarcity within the glass does not seem to be ascribable to the rapid quench, since the presence of rings at temperatures not far above from \(T_g\) will not increase to a large extent.
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