Monte Carlo simulation of damage and amorphization induced by swift-ion irradiation in LiNbO$_3$
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This paper presents a Monte Carlo (MC) simulation tool which is applied to describe the ion beam induced damage generated by electronic excitation in LiNbO$_3$. Based on a previously published thermal spike based analytical model, the MC technique allows for a more flexible and accurate treatment of the problem. A main advantage of this approach with respect to the analytical one is the possibility of studying the role of statistical fluctuations, relevant at low fluences. The paper recalls the main features of the physical model, describes the MC algorithm, and compares simulation results to experimental data (irradiations of LiNbO$_3$ using silicon ions at 5 and 7.5 MeV and oxygen ions at 5 MeV). © 2006 American Institute of Physics. [DOI: 10.1063/1.2175464]

I. INTRODUCTION

It is well known that the ion irradiation of a crystal produces permanent damage via nuclear (collisional) energy loss. This mechanism becomes more effective for low energies occurring at the end of the range where ions are implanted.$^{1,4}$ At high fluences, the damage leads to lattice amorphization, that has been used for the fabrication of optical waveguides and integrated optics devices.$^4$ In the high energy regime, electronic energy loss can also produce damage and even amorphization provided that the local energy density deposited by the incoming ion (i.e., the electronic stopping power) is above a given threshold level, which is material dependent. Under these conditions each bombarding ion generates a latent (amorphous) track of nanometric diameter along its trajectory.$^{5-7}$ At fluences where single tracks overlap a homogeneous heavily damaged and/or amorphous layer is produced that has been experimentally observed and investigated.$^8-12$ There are several theoretical approaches to describe the electronic excitation damage and amorphization. So far, thermal spike models have provided a simple and useful explanation for the damage process and particularly the thresholding effect for amorphization.$^{13-15}$ Moreover, gross features and main trends are reasonably described. Other approaches, e.g., molecular dynamics models$^{16,17}$ although presenting a more advanced and rigorous analysis, are much more complicated to implement and have been less used. Recently, the thermal spike model has been extended to describe$^{18}$ the preamorphization stages that occur below the stopping power threshold. An analytical treatment was then developed to calculate the cumulative concentration of defects generated via the quenching of the spike. The approach has the advantage of explaining in a conceptually simple way the main trends of experimental results (e.g., the evolution of the crystalline-amorphous boundary with fluence), as well as highlighting the main parameters to be considered. However, there are a few important disadvantages. In particular, the model uses only average defect concentrations as a function of depth in the sample and thus cannot take into account the effect of statistical fluctuations, especially important for low fluences.

In this work we present a Monte Carlo (MC) program that, based on the same formulas applied to the analytical model, may help solve some of these difficulties. For example, one of the advantages of the MC approach is that it accounts for the roughness of the amorphous-crystalline boundary and consequently allows to make predictions about the smoothness in the variation of physical properties (e.g., refractive index) around the boundary. Moreover, it allows to take readily into account the modification of sample density as irradiation proceeds. Finally, the MC simulations can also describe the kinetics of amorphization as a function of fluence before a full homogeneous layer is generated. We explain the algorithm and illustrate its output using as a suitable example the irradiation of a LiNbO$_3$ crystal with a beam
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II. BRIEF DESCRIPTION OF THE PHYSICAL MODEL

The thermal spike model used in this work is as follows. The energy electronically dissipated by the incoming ion with stopping power $S_e(z)$ at depth $z$ generates an excited electron cloud that rapidly transfers the excitation energy to the ionic lattice. Therefore, the temperature rises locally and generates the thermal spike. We assume that the radial temperature profile around the ion trajectory keeps Gaussian during the cooling of the spike and can be written as

$$T(t, r, S_e) = T_s + T_0 e^{-r^2/a^2(t)}$$

where $a(t)$ is the width of the distribution, $T_s$ the substrate temperature, and $T_0 = S_e / 2 \pi \rho \epsilon C$, where $S_e$ is the electronic stopping power, $\rho$ the density, $C$ the specific heat, $\epsilon$ an efficiency factor, and $a_0 = a(0)$. Local defect concentration $c(r, S_e)$ is assumed to correspond to thermal equilibrium at the maximum temperature $\bar{T}(r, S_e)$ reached during cooling at a distance $r$ from the track axis. The dependence is given by the Arrhenius law that yields

$$c(r, S_e) = A e^{-\epsilon/\bar{T}(r, S_e)},$$

$\epsilon$ being the thermal formation energy of the defects, $A$ a constant, and $k$ the Boltzmann constant. The maximum temperature appearing in the formula above is

$$\bar{T}(r, S_e) = T_s + \frac{g S_e}{2 \pi a_0^2 \rho C} e^{-r^2/a_0^2}, \quad 0 < r < \sqrt{2} a_0,$$

$$\bar{T}(r, S_e) = T_s + \frac{g S_e}{\pi \rho C} \frac{1}{r^2}, \quad r > \sqrt{2} a_0.$$ (2)

When $c(r, S_e)$ reaches a critical concentration $c_m$ to cause crystal melting $T = T_m$ (i.e., $S_e$ is equal to a critical value $S_m$), the lattice becomes locally amorphized after quenching. The effect of successive impacts is cumulative, i.e., the defect concentration at a given point is just the sum of the concentrations attained under each of the single impacts. In particular, for ions and energies above threshold and fluences leading to the overlapping of the individual latent tracks, a homogeneous amorphous layer is generated. Due to the cumulative character of the damage the critical concentration $c_m$ can be reached even for stopping powers below threshold if enough irradiation fluence is given to the sample. Then, on increasing fluence, the critical amorphization condition is reached at progressively deeper levels (this is the situation when the electronic stopping power is monotonically decreasing from the surface inwards), and so the amorphous-

crystalline boundary propagates until the ion end of range depth is finally reached.

III. DESCRIPTION OF THE MC ALGORITHM

The algorithm proceeds with the following steps:

- The sample is divided into layers parallel to the surface (typically 100 layers), labeled by their depth $z$.
- For each given layer a $100 \times 100$ grid is defined, with pixels of $1 \text{ nm}^2$.
- Each ion impact is generated by choosing random $X, Y$ values in the range $0 < X, Y < 100$. Normal incidence and rectilinear propagation inside the crystal are assumed. Each MC event is thus representing an ion fluence of $1/10^4 \text{ nm}^2 = 10^{10} \text{ cm}^{-2}$.
- A maximum temperature map is generated on the two-dimensional (2D) grid using the formula

$$\bar{T}(r) = T_s + \frac{S_e (T_m - T_s)}{S_m} e^{-r^2/2 a_0^2}, \quad r^2 < 2 a_0^2,$$

$$\bar{T}(r) = T_s + \frac{2 S_e (T_m - T_s) a_0^2}{e S_m^2}, \quad r^2 > 2 a_0^2, \quad (3)$$

which is easily derived from Eq. (2). This is made for each $z$ layer. In each case $S_e$ is obtained from the $S_e(z)$ curve by replacing the $z$ value that corresponds to the $z$ layer considered, whereas $r$ is the distance between the generated impact point and the coordinates of the center of each pixel. Periodic boundary conditions are applied to the temperature map, in such a way that the tails of the profile are recovered at the opposite edge of the grid whenever near-boundary impacts occur (see, as an example, Fig. 1, explained below in the text).
- The temperature maps are translated into defect density ones by usage of
\[
c\over c_m = \exp \left( - \frac{T_m/T - 1}{kT_m/\epsilon} \right),
\]
also easily derived from Eq. (1). Defect concentration is always taken as a quantity normalized to its critical value for amorphization.

- Finally these defect maps generated by the current single event in the loop are added up to cumulative defect concentration maps that have the same structure.
- After updating the damage maps at all \( z \) layers for the current ion, the program analyzes the defect concentration data, generating a density correction associated to partial or total amorphization and updating the physical depth of the test layers as well as the stopping power data. This feature of the program is only relevant if the combination fluence/stopping power is strong enough so as to generate amorphous layers somewhere in the sample. The details of this step are explained in the next section.
- When the target fluence is reached the loop is stopped and the accumulated defect concentration maps of the different test layers are retrieved, together with their physical depth values. This is the raw output of the simulation program.

IV. SIMULATION RESULTS

A. Basic statistical analysis of damage maps

Figure 1 shows the map of maximum temperatures \( \bar{T} \) derived from Eq. (3), for a 7.5 MeV Si ion impact, taken at the surface of a LiNbO3 sample. The defect concentration map corresponding to the same event and derived from Eq. (4) is shown in Fig. 2. The strongly nonlinear Arrhenius law causes a remarkable narrowing of the defect profile in comparison to the temperature one. The effect of successive impacts is illustrated in Figs. 3 and 4. It can be clearly seen that the damage concentration topography across a sample layer is far from being homogeneous, especially for low to moderate ion fluences. Therefore using the average defect concentration (as one is forced to do in our analytical model) can be a rather gross approximation. A first processing stage of the data can be obtained by calculating the normalized areal defect concentration distribution, for each depth layer, i.e., the curve \( (1/A) \int dA(\bar{c})/d\bar{c} \) where \( \bar{c} = c/c_m \). This function represents the fraction \( dA \) of the irradiated area \( A \) for which the normalized defect concentration has reached a value lying between \( \bar{c} \) and \( \bar{c} + d\bar{c} \). Notice that, for example, the integral of this curve above the limit \( \bar{c} = 1 \) corresponds to the fraction of the area which is amorphized at the depth of the corresponding layer.
Figure 5 shows areal defect concentration distributions for two depths and three fluences. It can be observed that most of the area is unaffected by damage at low fluences. Only above $10^{12}$ cm$^{-2}$ a peak value can be clearly defined for $\bar{c}$. Once this is the case, it becomes reasonable to summarize the information contained in the distribution into a single number, namely, the mean or the peak value of $\bar{c}$. A result of this analysis is that neglecting altogether the effect of fluctuations as it is done in the analytical approach is not a problem for $\Phi > 10^{12}$ cm$^{-2}$.

B. Online updating of stopping power

A very direct feedback provided to the MC program, inside the event loop, by simple statistical elaboration of the raw data (as mentioned in Sec. III) is the online updating of stopping power.

The fraction of the area that has become amorphous at a depth $z$, hereon denoted as $f_a(z)$, can be derived from the 2D defect concentration map corresponding to the $i$th depth layer. If this calculation is made inside the event loop of the MC program, the amorphous fraction $f_a(z)$ can be used to update continuously the depth profiles of any relevant physical property affected by the amorphous/crystalline state of the sample, such as density (and therefore stopping power). A given density change has to be assumed when going from crystal to amorphous. This value has been chosen as 15%, based both on refractive index data and on indications given by previously published results.$^{11,18}$ This online updating of stopping power allows to dynamically take into account the total or partial production of amorphous layers, in order to faithfully replicate the actual pattern of ion energy deposition as the simulated irradiation proceeds.

V. COMPARISON OF SIMULATION AND DATA

In this section the MC simulations will be compared to the experimental data obtained for LiNbO$_3$ irradiated with Si at 7.5 and 5 MeV.$^{10,11}$ The data give the position of the crystalline-amorphous boundary as a function of fluence. The irradiation experiments were performed at the standard beamline$^{19,20}$ of the 5 MV tandem accelerator installed at CMAM at the University Autónoma de Madrid.$^{20,21}$ Some additional data on the fraction of amorphized area at the surface have been obtained in this work. The characterization of the damage and amorphization was made by using optical (dark-mode) techniques to measure the refractive index change and Rutherford backscattering spectroscopy (RBS) channeling to determine the occurrence and extension of amorphous regions. The comparison will also include the analytical results reported in a previous paper.$^{18}$

A. Inward propagation of the amorphization boundary with fluence

Using the procedure leading to Fig. 5 one can readily simulate the amorphous fraction $f_a$ produced at a certain depth under given irradiation conditions. Figure 6 shows the amorphous fraction as a function of depth for a sample irradiated with 7.5 MeV Si at several fluences. Full amorphization at the surface is achieved above $10^{13}$ cm$^{-2}$. These data can be further analyzed by calculating, for each ion fluence, the depth at which $f_a$ reaches a fixed reference value $p$ (typically $p=0.1$, 0.5, or 0.9). This depth, denoted as $z_a^p$, can be referred to as amorphous boundary. Notice that when $p = 0.5$, this boundary separates regions of the crystal in which the amorphous fraction is above or below 50%. When a different $p$ value is used, the meaning of the $z_a^p$ parameter changes consequently.
Figures 7 and 8 show the position of the amorphous-crystalline boundary \( z_p \) as a function of fluence for 7.5 and 5 MeV Si beam for a few \( p \) values, as compared to the result of the analytical model presented in Ref. 18 is updated by the implementation of an accurate substrate temperature correction, which changes slightly the results proposed in Ref. 18 and to experimental optical and RBS-channeling data.\(^{11}\) The agreement between experiment and simulation is quite reasonable for the two beam energies. Notice that, as expected, the \( p \) value used to define the amorphous boundary becomes more and more irrelevant as fluence increases. For low fluences, however, it is essential to choose properly the \( p \) value that can be compared to the experimental data available. For example, if the amorphous boundary is measured by refractive index sensitive techniques like in Ref. 11, it is most reasonable to use \( p = 0.5 \). In the case that RBS-channeling data are available, different \( p \) values can, in principle, be used by correctly analyzing the experimental spectra.

B. Amorphous fraction at the sample surface

Figures 9 and 10 show the amorphous fraction \( f_a \) at the surface. The curve shows the result of fitting an Avrami curve to the MC results (full line), the result of the fit being \( a = 4.78 \pm 0.17 \) nm and \( n = 1.6 \pm 0.2 \). Channeling data obtained with a H (open squares) beam are shown for comparison.
the data \( n \approx 2.75 \pm 0.25 \). As shown in Fig. 11, we have tried our MC simulations (open symbols) to account for the Avrami fit of the data (dotted line). The curve derived from the MC results, included as a solid line, yields \( a_{\text{MC}} = 1.11 \pm 0.03 \) nm and \( n_{\text{MC}} = 4.9 \pm 1.0 \). The curve shows the result of fitting an Avrami curve to the MC results (full line), the result of the fit being \( a = 3.47 \pm 0.10 \) nm and \( n = 2.2 \pm 0.3 \). Channeling data obtained with a H (open squares) and He (open triangles) beam are shown for comparison.

The first one, \( a \) has distance dimensions, the result of the fit being \( a = 4.78 \pm 0.17 \) nm (7.5 MeV Si) and \( a = 3.47 \pm 0.10 \) nm (5 MeV Si). Clearly \( a \) gives an estimate of the dimensions of the region affected by each single impact. The second free parameter is the exponent \( n \), which accounts for the degree of the nonlinearity of the accumulation process, \( n = 1 \) being the limit that reduces the problem to pure Poisson statistics (i.e., a static amorphization threshold not depending on prior fluence). The result of the fit is \( n = 1.6 \pm 0.2 \) (7.5 MeV Si) and \( n = 2.2 \pm 0.3 \) (5 MeV Si). The simulation shows good agreement with the experimental data obtained by H and He channeling analyses.

Prior experimental data on this topic have been reported for LiNbO\(_3\) irradiated with O at 5 MeV. The data were fit with an Avrami law having \( a = 0.57 \pm 0.06 \) nm and \( n = 2.75 \pm 0.25 \). As shown in Fig. 11, we have tried our MC simulations (open symbols) to account for the Avrami fit of the data (dotted line). The curve derived from the MC results, included as a solid line, yields \( a_{\text{MC}} = 1.11 \pm 0.03 \) nm and \( n_{\text{MC}} = 4.9 \pm 1.0 \). The errors quoted only account for statistical fluctuations. Notice that the value of \( a \) changes markedly with respect to the silicon cases, reflecting the strongly non-linear dependence of the critical fluence for full layer amorphization with the electronic stopping power. Specifically in the case of the oxygen data, in spite of the disagreement in the fluence at which the effect takes place, the simulation markedly agrees with the Avrami-like behavior of the data. It is remarkable that the Avrami dependence predicted by our model emerges from a simple law of damage accumulation, without the need of invoking specific mechanisms of defect nucleation.

VI. CONCLUSIONS

In this paper a MC algorithm is used to implement a previous model based on thermal generation of defects under ion beam irradiation. It is a flexible tool that provides a deeper understanding about ion induced amorphization phenomena in crystalline samples. The main advantages of this MC approach are the following: (a) it takes into account statistical fluctuations; (b) the irradiation can be “replayed”; and (c) it could be easily extended to include defects created by an additional mechanism such as nuclear collisions.

It is planned to use this tool routinely to understand the results of experiments being carried out at the 5 MV accelerator of CMAM (Universidad Autónoma Madrid, Spain).

\[ f_a = 1 - \exp[-(a^2 \phi)^n] \]
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