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I. INTRODUCTION

High-energy ion bombardment of materials is a well-known method for material modification.1-4 This includes ion implantation that is routinely used in the semiconductor industry for impurity doping. During the trajectory of the bombarding ion in the target material two mechanisms account for energy losses. At high energy electronic excitation losses are dominant whereas at lower energies elastic nuclear collisions are mainly responsible for the slowing down of the ions. The nuclear damage mechanism is well-documented and proceeds via displacement cascades. It becomes most effective for the low ion energies occurring at the end of the track. For high-enough fluences the lattice becomes heavily damaged and finally amorphized. This amorphization has often been used in the case of transparent insulator materials for the fabrication of optical waveguides and integrated optics devices.4

In many analysis the generation of stable lattice damage as a consequence of electronic excitation is ignored. However, it is known for a long time that the electronic excitation mechanism may lead to permanent damage along the ion track if a certain threshold in the electronic stopping power is reached or surpassed.5-8 In this case, an amorphous linear region, known as a latent track, is formed along the ion trajectory. These latent tracks can be chemically etched and they provide a sensitive method for ion (particularly fission fragments) detection and counting in dosimetry and dating applications.7 More recently a large number of micro- and nanosystems, that use etched or etched and filled tracks, are being proposed or tested. They include a variety of photonic and magnetic media.9-14

Most theoretical models dealing with the formation of the latent track use the concept of thermal spike.15-24 The deposited electronic excitation energy density $S_e$ during the passage of the ion is rapidly transferred to the ion lattice. It causes a sudden increase of the temperature and eventually the local melting of the crystal. Subsequent fast quenching of the structure turns the melt into an amorphous state. Different mathematical approaches have been considered. In particular, the detailed model put forward by Toulemonde et al.,17,18 describes the electron-electron and electron-phonon interactions by a set of differential equations and predicts track diameters in accordance with experiments after a suit-
able choice of the electron mean free path.\textsuperscript{20,24} Similar thermal-spike models have been applied to describe other effects related to strong electron excitation such as ion sputtering,\textsuperscript{25,26} laser damage,\textsuperscript{27} and swelling.\textsuperscript{27} Although powerful molecular-dynamics\textsuperscript{26,28,29} and hydrodynamics\textsuperscript{30} methods have been developed to tackle these complex problems, they require extensive numerical calculations and are not free of some critical assumptions. Moreover, they have been, so far, applied to simple solids containing a single atomic species. Therefore, thermal-spike models are still needed since they offer simple analytical expressions that may reasonably describe many experimental features and trends.

The purpose of this paper is to extend the thermal-spike model\textsuperscript{16,24} to discuss preamorphization stages in LiNbO$_3$, i.e., the generation of preamorphized regions during ion irradiation. As far as we know this problem has not been investigated and we consider that thermal-spike models provide a suitable framework to deal with these stages and the transition to a fully amorphous crystal. It is appropriate to state here that it is not essential for the model to assume a thermal equilibrium distribution of atom velocities. The key point is to assume that the distribution can be adequately characterized by an average value or an effective temperature. Previous experimental data\textsuperscript{31–33} and particularly those described in this paper show that a homogeneous amorphous layer with a sharp boundary is generated under irradiation for fluences above a critical value. Moreover, a threshold in the electronic stopping power appears to be required to initiate amorphe\textsuperscript{1}ization. All these data suggest that the formation of the amorphous layer is caused by electronic excitation mechanisms and, therefore, related to the generation of individual latent tracks. When a critical fluence corresponding to overlapping tracks is achieved, the layer is formed. On the other hand, it is shown in this paper that the thickness of the amorphous layer increases with fluence, i.e., the inner boundary of the layer moves into the crystal. We consider that the preamorphization concept appears useful or even necessary to account for all these relevant results.

Section II presents the essentials of the thermal-spike model as applied to the preamorphization stages. Section III describes the morphology of the preamorphized regions around a single latent track. Section IV A summarizes the main experimental results showing the synergy between successive irradiations. Sections IV B and IV C present in detail the model to account for the memory effect, i.e., the dependence of threshold on previous irradiation fluence and the propagation of the amorphization boundary. Comparison of the theoretical predictions to the experimental results is discussed in Sec. IV A. Finally, Sec. V offers a summary of the results and some final conclusions. It is expected that the model will contribute to stimulate further theoretical and experimental work on these topics.

II. THEORETICAL MODEL

The proposed theoretical model is based on the thermal-spike approach by Szénes.\textsuperscript{16,19} It has the advantage of not requiring a detailed formulation of the electron and ion dynamics after irradiation accounting for the heat transport processes. Moreover, it can be easily extended to take into account preamorphization stages. The model is summarized here. The ion transfers an energy $S_e$ per unit length to the electron system. This energy is then passed onto the ionic lattice with a certain efficiency factor $\eta < 1$ independent of $S_e$. The transferred energy generates a certain temperature distribution $\Delta T = \Delta T(r,t,S_e)$. At $t=0$ we assume a Gaussian distribution:

$$\Delta T(r,0,S_e) = \frac{Q}{2\pi \alpha_0^2 \rho C} e^{-r^2/2\alpha_0^2}, \quad (1)$$

where $\alpha_0$ is the width of the initial Gaussian distribution, $\rho$ the crystal density, and $C$ the specific heat. $\Delta T=T-T_s$ being the substrate temperature and $Q=gS_e$, the energy per unit length transferred to the ionic lattice. To describe the evolution of the temperature profile with time the model uses some assumptions that are, here, explicitly summarized:

(a) The area under the Gaussian is preserved. This condition requires that heat conduction is the only heat transport mechanism, i.e., radiation is neglected.

(b) The mechanical and thermal parameters do not depend on temperature, which is a reasonable assumption at high temperatures (near the melting point).

(c) The heat conduction in the direction perpendicular to the input surface is ignored so that at every depth the transport processes are two dimensional.

From these assumptions $\Delta T(r,t,S_e)$ can be obtained for $t>0$ arbitrarily. The maximum temperature obtained for any $t>0$ at a given distance $r$ from the impact point is then\textsuperscript{16}

$$\Delta T_{\text{max}}(r,S_e) = gS_e \frac{1}{2\pi \alpha_0^2 \rho C} e^{-r^2/2\alpha_0^2}, \quad 0 < r < \sqrt{2} \alpha_0, \quad (2a)$$

$$\Delta T_{\text{max}}(r,S_e) = \frac{gS_e}{\pi \rho C r^2}, \quad r > \sqrt{2} \alpha_0. \quad (2b)$$

Notice that the maximum of those temperatures is attained at $r=0$:

$$\Delta T_{\text{max}}(0,S_e) = \frac{gS_e}{2\pi \alpha_0^2 \rho C}. \quad (3)$$

In particular, taking $\Delta T_{\text{max}}=\Delta T_m= T_m-T_s$ $T_m$ being the melting temperature of the crystal, the critical required stopping power $S_m$ is obtained through

$$\Delta T_m = \frac{gS_m}{2\pi \alpha_0^2 \rho C}. \quad (4)$$

One can then calculate the radius of the region that has reached a temperature $T_{\text{max}}$ above a given value of $T$. Particularly, selecting $T_{\text{max}}>T_m$ one defines the core of the track. The core radius $R_c$ is thus

$$R_c^2 = r^2(T_m) = 2\alpha_0^2 \log \frac{S_e}{S_m}, \quad 0 \leq R_c^2 \leq 2\alpha_0^2. \quad (5a)$$
\begin{equation}
R_c^2 = r^2(T_m) = \frac{2a_0^2 S_e}{e S_m}, \quad R_c^2 \geq 2a_0^2.
\end{equation}

At any depth \( z \) the radius of the core is determined by the electronic stopping power curve \( S_e(z) \). Equations (3)–(5) are the basis of the analysis that follows.

The key proposal of our model is that the defect structure of the region at and around the track is determined from the maximum temperature reached after the passage of the ion. The quenching rate is assumed to be fast enough to freeze the thermally generated defect concentration. In fact, although the melting point is not reached the concentration of intrinsic defects causing lattice disorder in the crystal may become very high and generate what can be designated as a \textit{preamorphized} region (see Sec. III).

We will assume that the concentration of intrinsic defects generated by the swift ion and responsible for the structural damage is given\(^2\) by some effective Arrhenius law,

\begin{equation}
c(T) = A e^{-e kT}.
\end{equation}

This Arrhenius dependence is well established for the defect concentration achieved in thermal equilibrium at a temperature \( T \). Then, \( e \) is the formation energy of the responsible defect and \( A \) a factor related to the formation entropy \( s \) of the defect, \( A = e^{e s k} \). However, in our case where thermal equilibrium is not guaranteed the dependence should still apply with a different meaning for the parameter \( e \). In fact, Eq. (1) simply states the probability for fast atoms with average kinetic energy \( 3kT/2 \) to overcome a certain effective energy barrier \( e \) and cause disorder. In a way, the production of defects may follow a quite analogous path to that involved in nuclear collision damage. In expression (1) \( T \) is the maximum temperature reached in the spike caused by the bombarding ion. It is not easy to decide on the kind of defects responsible for the thermally induced disorder and eventually the melting of the crystal.\(^3\)\(^4\) At the present stage of the model the energy barrier \( e \) should be, essentially, considered as an adjustable parameter.

Our approach also assumes that the radiation-induced defects at the damaged (preamorphized) regions add to those generated by another irradiation, i.e., damage is cumulative. This behavior is well established for nuclear collision damage but it is less assured for electronic excitation damage. However, one may quote evidence of damage accumulation under swift-ion irradiation\(^5\)\(^6\) as well as other types of electronic excitation.\(^3\) In our experiments the irradiation-induced defects generated in the spike rearrange through some short-range processes into stable structures (distorted octahedra, dislocation loops, amorphized spots, etc.) that cause a local distortion of the lattice. It may be stable versus additional swift-ion irradiation. Anyhow, the experimental data to be described in this paper and those reported in previous publications\(^3\)\(^1\)\(^3\) clearly point out to the generation of stable damage by electronic processes and also to the accumulative nature of such damage even below threshold. In spite of the uncertainties in the microscopic description of the damage, which are inherent to spike models, our theoretical analysis provides a satisfactory description of the main features and trends of the irradiation behavior in terms of \( e \) as a key adjustable parameter.

### III. TRACK STRUCTURE: CORE, HALO, AND TAIL

In order to determine the lattice structure around the ion trajectory one should define a certain critical defect concentration to initiate or nucleate the melted and subsequently amorphous phase (\textit{core}) as well as to characterize the damaged or preamorphized regions around (\textit{halo}) and below (\textit{tail}) the core. In many crystals the critical melting concentration \( c_m \), derived from a comparison to experimental data,\(^7\) is roughly around \( 10^{-3} \) (normalized to atomic concentration). As to the so-called preamorphized regions (halo and tail), one may safely consider that they should contain a defect concentration \( c_h/c_m \approx 10^{-3} \), i.e., \( c_h \) over \( 10^{-6} \), which represents some typical background concentration of defects. Anyhow, the particular values assumed for these concentrations, \( c_m \) and \( c_h \), are a matter of convention and do not enter directly in any of the predictions of the model (see below). By replacing \( c_h \) into expression (6) one obtains that the temperature reached at this boundary is

\begin{equation}
T_h = \frac{T_m}{1 - \frac{kT_m}{e} \log \frac{c_h}{c_m}}.
\end{equation}

Then, following the same procedure leading to (5) one obtains that the radius \( R_h \) of the halo at a depth \( z \) is

\begin{equation}
R_h^2(z) = r^2(T_h) = a_0^2 \log_e \left[ \frac{S_e(z)}{S_h} \right] = a_0^2 + a_0^2 \frac{S_m}{S_h} S_m, \quad 0 \leq R_h^2 \leq 2a_0^2.
\end{equation}

\begin{equation}
R_h^2(z) = r^2(T_h) = a_0^2 \frac{S_e}{S_h} = a_0^2 \frac{S_m}{S_h}, \quad R_h^2 \geq 2a_0^2,
\end{equation}

where \( S_h \) is the electronic stopping power leading to a maximum temperature \( T_h \). Notice that \( S_m/S_h \) can be replaced by \( \Delta T_m/\Delta T_h \) [see Eq. (3)], which can in turn be obtained from Eq. (7). The core radius squared of the lateral track is increased in the fixed amount \( 2a_0^2 \log_e(S_m/S_h) \) for values of \( S_e \) close to the threshold. For high-enough electronic stopping power where \( R_c^2 \) and \( R_h^2 \) depend linearly on \( S_e \), the ratio of the halo and core radii squared remains constant and equal to \( S_m/S_h \). The profiles of \( R_c \) and \( R_h \) in LiNbO\(_3\) under silicon irradiation at 7.5 MeV are illustrated in Fig. 1 as a function of depth \( z \). The halo profiles for other choices of \( c_h \) are also included for comparison. Notice that it is not necessary to assume any specific value for \( c_m \) but just \( c_m/c_h \). For this particular example the selected parameters have been \( a_0 = 5.5 \text{ nm}, S_m = 4.75 \text{ keV/nm}, \) and \( kT_m/e = 0.2 \) (\( e = 0.63 \text{ eV} \)). These values have been chosen in order to clearly illustrate the appearance of the track core. A slightly higher value of 5.2 keV/nm for \( S_m \), obtained from direct comparison to experimental data, is used in the following sections. On the other hand, the length of the tail along the ion trajectory is given by

\begin{equation}
R_c^2 = r^2(T_m) = \frac{2a_0^2 S_e}{e S_m}, \quad R_c^2 \geq 2a_0^2.
\end{equation}
O, N, and F ions are as follows:

A. Experimental results

High-energy silicon irradiation experiments at random incidence were performed at 5 and 7.5 MeV on congruent LiNbO$_3$ samples in the 5-MV tandemtron accelerator recently installed at the Centro de Microanálisis de Materials (Universidad Autónoma de Madrid). The samples were Z-cut plates of integrated optics quality purchased from Photox Optical Systems, U.K. The near-surface damage was monitored by measuring the refractive index profile with the dark m-lines technique. For comparison Rutherford backscattering spectroscopy (RBS) channeling data using H and He at 3 MeV were also taken along the c axial channel. The data are described in detail elsewhere. Main relevant results from this study as well as from a recent work using O, N, and F ions are as follows:

(a) For input energies such that the electronic stopping power at the surface $S_e$ is close or above a threshold value $S_{e,th}$, a homogeneous optically isotropic (“amorphous”) surface layer is generated for fluences $\geq 10^{13}$ cm$^{-2}$. They present an abrupt refractive index profile as inferred from the resonances (unbound solutions of the wave equation) observed through the dark mode m-lines technique (Fig. 2). The refractive index of the layer is $n_r=2.10$ which coincides with that reported for amorphous LiNbO$_3$.

(b) The fluence necessary to initiate the surface layer depends critically on the value of the electronic stopping power at the surface. For $S_e > S_m$ the layer starts just after overlapping of the individual latent tracks. For $S_e < S_m$ a certain fluence is required to start the amorphization process that increases with the difference $S_m - S_e$. Moreover, on increasing fluence the thickness $h$ of the layer increases, as shown in Fig. 3(a). For equal fluences the thickness layer is thicker for the silicon beam at 7.5 MeV in comparison to 5 MeV as expected from the higher electronic stopping power. However, when the depth is scaled to the stopping power using the results of SRIM 2003 calculations the data for the two energies closely lie on the same curve, as illustrated in Fig. 3(b).

(c) RBS/channeling data using H and He ions at 3 MeV reveal that damage is cumulative until the homogeneous random (amorphous) layer is generated. This is
clearly illustrated by the data taken with He for several irradiation fluences and displayed in Fig. 4.

These data cannot be explained by nuclear collision damage since no correlation is found with the nuclear stopping curve that peaks well inside the crystal and not at the surface. On the other hand, the existence of a threshold and the good correlation of the thickness of the amorphous layer (for different input energies) with the electronic stopping power [Fig. 3(b)] clearly supports an electronic excitation mechanism. Our basic assumption is that latent tracks are generated by electron excitation damage. After the fluence has reached a critical value to assure track overlapping a homogeneous amorphous layer is observed. By extrapolating the curve in Fig. 3(a) to zero thickness one finds a threshold value around or slightly above 5 keV/nm, consistent with those reported in the literature. In fact, reported data \(^{23,24}\) for LiNbO\(_3\) are in the range of 3–6 keV/nm.

The increase in thickness of the layer on going to higher fluences [Fig. 3] is not consistent with a fluence-independent threshold and clearly suggests that the threshold decreases with increasing fluence (memory effect). This effect implies a synergy between successive irradiations associated to either nuclear or electronic damage. The model we propose is that irradiation introduces some substantial electronic damage below the threshold value for amorphization (preamorphization stage). How to describe this stage and its effect on the threshold are the key points to be addressed in the paper.

### B. Theoretical analysis: Surface amorphization

The preamorphized areas, particularly the tail, play an important role in the subsequent stages of damage, i.e., on the memory effect. This situation is well accepted for nuclear damage that is assumed to be permanent or accumulative (at low-enough temperatures). However, the situation has not been addressed for the case of the electronic damage, in spite of the extensive effort devoted to investigating the physical basis and finding technological applications for latent tracks. Let us consider an ion beam with energy \(E\) having an electronic stopping power \(S_e\) at a given depth \(z\) in the crystal. In this section we will refer, as a particular case, to \(z=0\), i.e., to the input surface of the crystal. In the case of \(S_e < S_m\), the maximum local concentration of defects generated is \(c < c_m\).

Therefore, latent tracks are not produced since electronic energy losses are below threshold. However, during irradiation intrinsic lattice defects will be introduced, facilitating the eventual achievement of threshold conditions for the next ions moving through the damaged areas.

After a fluence \(\phi\) an average defect concentration \(\bar{c}(\phi, S_e)\) has been produced. If \(\bar{c} > c_m\) the crystal is already amorphized. Let us consider the case of \(\bar{c} < c_m\). The additional defect concentration that another test particle must introduce in order to reach the threshold value for amorphization \(c_m\) is then \(c = c_m - \bar{c}(\phi, S_e)\). From (6), the temperature that should be reached to generate that additional defect concentration, and so to melting of the previously damaged crystal is

\[
T_{\text{max,th}} = \frac{e/k}{\log_e A - \log_e \bar{c}(\phi, S_e) - T_s/kT_m} = \frac{T_m}{1 - \frac{kT_m}{e} \log_e \left( 1 - \frac{\bar{c}}{c_m} \right)}.
\]

The required increase in temperature over that of the substrate is then

\[
T_{\text{max,th}} - T_s = \Delta T_{\text{th}} = \frac{\Delta T_m}{1 - \frac{kT_m}{e} \log_e \left( 1 - \frac{\bar{c}}{c_m} \right)} \times \left[ 1 + \frac{T_s kT_m}{\Delta T_m e} \log_e \left( 1 - \frac{\bar{c}}{c_m} \right) \right],
\]

with \(\Delta T_m = T_m - T_s\). The threshold value of \(S_e\) that leads to this increase in temperature can then be obtained by replacing in (3) and will be designated as \(S_{\text{th}}\). It represents the threshold for amorphization after the crystal has received an irradiation fluence \(\phi\). One arrives at

\[
S_{\text{th}}(\phi, S_e) = \frac{S_m}{1 - \frac{kT_m}{e} \log_e \left( 1 - \frac{\bar{c}(\phi, S_e)}{c_m} \right)} \times \left[ 1 + \frac{T_s kT_m}{\Delta T_m e} \log_e \left( 1 - \frac{\bar{c}(\phi, S_e)}{c_m} \right) \right],
\]

Note that in the absence of any previous irradiation \(\bar{c}=0\) and \(S_{\text{th}}(0, S_e) = S_m\). The function \(\bar{c}(\phi, S_e)\) can be readily calculated as

\[
\bar{c}(\phi, S_e) = N \int \int_A c[T_{\text{max}}(r, S_e)] \frac{dxdy}{A},
\]

where \(x\) and \(y\) are the Cartesian coordinates at the surface, \(A\) the area of the irradiated region, and \(N\) the total number of incident particles. Noticing that the fluence is just \(\phi = N/A\) and that the integrand is nonzero in a very small region as compared to the macroscopic domain \(A\), the limits of the integral can be extended to infinity. Transforming to polar coordinates one obtains
This integral uses expressions (2) and (6). It has to be divided into two summands, according to the piecewise definition of \( \Delta T(r, S_e) \). The result of the calculation, that requires some algebra is

\[
\bar{c}(\phi, S_e) = 2\pi \phi \int_0^\infty r c [T_{\text{max}}(r, S_e)] dr.
\]  

This result can be readily replaced in (12) to yield the modified threshold for lattice amorphization after an irradiation of fluence \( \phi \) with ions having a stopping power \( S_e \) in a material having a threshold \( S_{th} \) prior to irradiation. Note that the critical concentrations \( c_m \) and \( c_b \) do not explicitly appear in (12) after inserting the result of (15). In fact, the only relevant parameters of the theory are \( \varepsilon \) and \( a_0 \) (aside from \( S_{th} \)).

The theoretical dependence \( S_{th}(\phi, S_e) \), obtained by numerical calculation of expressions (12) and (15), has been plotted in Fig. 5 for the following reasonable set of parameters: \( kT_m/\varepsilon = 0.2 \), \( S_{th} = 5.2 \text{ keV/nm} \), and \( a_0 = 5.5 \text{ nm} \). The value for the thermal activation energy represents the best choice to fit all the experimental data described in this paper as well as those recently reported. The threshold lies within the range reported from single track experiments. The value for \( a_0 \) gives the best fitting to our data and it is close to the value of 4.5 obtained for a variety of insulator crystals. The theoretical curve has been compared to experimental data on N (4.53 MeV), O (5.00 MeV), and F (5.13 MeV), and to those presented in this work for Si (5 MeV). The data very well fit the model predictions for the selected set of parameters.

C. Theoretical analysis: Propagation of the amorphization front

A main consequence of the memory effect described in Sec. IV B is the propagation of the amorphous-crystalline boundary into the crystal during irradiation. The reason is that previous irradiation decreases the threshold at any depth \( z \) below the ion range. In order to describe how the amorphization front propagates into the sample one just needs to add to formula (12), valid for all depths, the constraint \( S_{th}(\phi, S_e) = S_e \). This is an implicit equation from which \( S_e \) can be obtained as a function of \( \phi \) (i.e., the same procedure followed at the end of the previous section in order to analyze the behavior at the surface). Replacing \( S_e \) by the stopping power curve \( S_z(z) \) of the bombarding ion derived from SRIM 2003 (Fig. 7), one finally obtains the relation among \( z, \phi, \) and \( S_{th} \), schematically written as

\[
\bar{c}(\phi, S_e) = \int_0^\infty \rho c (T_{\text{max}}(r, S_e)) dr.
\]  

In Fig. 6 we show the fluence necessary to start amorphization at the surface, as a function of Se. It has been obtained from Fig. 5 after the cutting of the reference surface by the bisector plane \( S_{th} = S_e \). The theoretical curve has been compared to experimental data on N (4.53 MeV), O (5.00 MeV), and F (5.13 MeV), and to those presented in this work for Si (5 MeV). The data very well fit the model predictions for the selected set of parameters.
A simple model has been proposed to describe the damage along and around the trajectory of high-energy bombarding ions in insulating crystals. For electronic stopping powers above a threshold value the damage region includes a surrounding halo and a tail aside from the amorphous core (latent track). Estimates for the radius of the halo and the length of the tail have been given as a function of the input stopping power. The model predicts that previous irradiation reduces the latent track threshold at the surface and yields a simple analytical expression for the dependence of this threshold on prior fluence, memory effect. Experimental data using N (4.53 MeV), O (5.00 MeV), F (5.13 MeV), and Si (5 MeV) fit very well the theoretical curve. Moreover, the propagation of the amorphization front with fluence has been theoretically described. The results are in reasonable agreement with experiments using Si (5 and 7.5 MeV), that can be markedly improved when an ad hoc correction for the velocity effect on the threshold is considered. The agreement deteriorates for the largest fluences or depths, possibly due to the contribution of nuclear collision damage. In summary, the model is simple and versatile enough to provide useful predictions and guide experimental work.