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Abstract

In this article, we develop a systematic approach for efficient field reconstruction in distributed process systems from a limited number of measurements. The approach generalizes previous methods for sensor placement so as to be able to handle field reconstruction problems in arbitrary spatial domains where complex nonlinear phenomena take place. Pattern formation in fluid dynamics or diffusion-reaction systems are examples exhibiting complex nonlinear distributed behaviours, specially when taking place in arbitrary 2D or 3D domains.

Our approach exploits the dissipative nature of diffusion-convection process and the underlying algebraic structure of the finite element method to efficiently construct field representations in terms of globally defined basis functions and to optimally select the placement of sensors. The results will be illustrated on a fluid dynamic process: the Rayleigh-Bénard problem.
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1 Introduction

Monitoring and control of chemical processes is at a high extent conditioned by the ability to efficiently reconstruct the current state of the process variables from a set of available measurements. The type and number of measurements needed will, in general, depend on the process under consideration, but it will always be guided by sensor reliability and cost as the critical parameters on which to support decisions in any control design project. Key questions (closely related with monitoring and control) include the possibility to infer a given process variable from others, much easier or cheaper to be measured, or the appropriate number of measurements (sensors) needed to produce a reliable reconstruction of the field.

In particular, such questions are specially relevant when dealing with processes variables exhibiting spatial distribution as in the case of many chemical reactors or processes with complex flow behavior.

Despite its long history, starting back in the 70’s, the problem of field reconstruction in distributed chemical processes is still attracting the attention of the process engineering community, specially with respect to nonlinear distributed phenomena and fluid dynamics.

Early approaches to this problem made use of results from linear state space theory to develop dynamic observation schemes. These were based on the finite differences method (FDM) or finite element method (FEM) to approximate the original PDEs by a usually large set of ordinary differential equations (ODEs). On the other hand, measurements were placed so as to maintain the covariance matrix well conditioned. Different criteria were employed for that purpose, such as the maximization of the trace, or the determinant, associated to the covariance matrix. Recently, additional criteria were proposed including the maximization of measurement independence or maximization of the Grammian determinant.

Although the need for systematic selection of optimal sensor location, as well as inputs and outputs pairings in distributed systems has become evident, exhaustive search procedures which can be useful for placing a small number of sensors are still widely employed. Alternative approaches include the one proposed by Antoniades and Christofides to solve the placement problem by standard unconstrained optimization and taking advantage of the time scale separation properties of transport-reaction systems. The approach, although elegant, requires the process to be under control and restricts the number of sensors to the dimension of the slow dynamics. When dealing with a low number of inputs and outputs, optimal scheduling policies to place actuators and sensors have been recently proposed. In the optimal sensor selection problem was formulated for a large number of sensors as that of minimizing the distance between the measurement subspace and the subspace which capture system dynamics. In these works, guided search algorithms were proposed.

The problem we deal with in this paper is that of efficient field reconstruction in arbitrary spatial domains where complex nonlinear phenomena take place. Pattern formation in fluid dynamics or diffusion-reaction systems are examples of systems exhibiting complex nonlinear distributed dynamics, specially when taking place in arbitrary 2D or 3D domains. In this context, capturing the essential dynamic features of the field from partial measurements usually calls for a large number of sensors (or sensor arrays) to be distributed over the spatial domain.

Seeking for the optimal sensor locations requires searching over extremely large dimensional search spaces, something which overrides any exhaustive search based approach and limits the efficiency of alternative guided search algorithms. On the other hand, field reconstruction from local basis such as those obtained by finite differences or finite elements requires the solution of a large number of ordinary differential or algebraic equations.

In order to overcome these limitations, the approach we follow makes use of the dissipative nature of linear or nonlinear diffusion-convection systems to produce reduced order approximations.
of the field. Such approximations are expressed in terms of globally defined basis functions such as those obtained by spectral methods or by the so-called Proper Orthogonal Decomposition (POD) method\textsuperscript{17,18}.

In addition, we introduce the notion of subdomains of measurements as those which partition the whole spatial domain and are suitable for placing sensor arrays. We consider that each of these sensors measures the distribution of property in an arbitrary complex subdomain. For instance in a 2D spatial domain each sensor array takes photos at different times of a region with resolution (number of pixels) depending on the complexity of the phenomena taking place. In this way, the sensor placement problem is substituted by the problem of searching among regions (or subdomains) of measurements thus ensuring its solvability.

However, efficient computation of globally defined basis functions is highly conditioned by the spatial domain as it involves the solution of an eigenvalue problem associated with spatial operators such as the Laplacian or spatial integrals. For that purpose, we exploit the underlying structure of the finite element method to identify the algebraic equivalents of the corresponding infinite dimensional operators and thus compute the required basis. The algebraic structure given by FEM is also employed to formulate a generalized version of the sensor placement problem which now can be solved by guided search methods as the ones developed by Alonso et al.\textsuperscript{2,12}.

Finally, it must be remarked that this approach, which combines low-dimensional spaces with FEM basis, can also be applied to other systematic selection criteria such as the trace or determinant of the Gramian\textsuperscript{7,8} or the covariance matrix obtained from statistical arguments\textsuperscript{19,20}.

The paper is structured as follows: first and for the sake of completeness, the classical finite element method is briefly described in Section 2 as it provides the underlying algebraic structure on which the field will be expressed and the optimal sensor problem stated. In Section 3, low-dimensional approximations of the field and particularly the so-called POD method, are discussed in the context of the FEM. The methodology we propose to undertake the on-line field reconstruction problem, including optimal sensor placement is discussed in Section 4. Finally, in Section 5, the approach will be illustrated on the well known natural convection Rayleigh-Bénard Problem.

\section{Distributed transport-reaction processes in the Framework of the Finite Element Method.}

The class of systems we are dealing with are transport-reaction processes described by a set of quasi-linear partial differential equations (PDEs) of the form:

\[
\frac{\partial u}{\partial t} = L(u) + \sigma(u) + \sigma^0 \quad \forall \xi \in \Omega \tag{1a}
\]

where \(u\) represents the vector field which depends on time \(t\) over the interval \([0, +\infty)\) and on spatial coordinates \(\xi\). These are defined over the open spatial domain \(\Omega \subset \mathbb{R}^d\) with smooth boundary \(\partial \Omega\) and \(d = 1, 2, 3\) being the considered dimension (1D, 2D or 3D problem).

The spatial operator \(L(\cdot)\) is of parabolic type and has the following general representation:

\[
L(\cdot) = \left( \sum_{j,i=1}^{d} \frac{\partial}{\partial \xi_j} \left( \alpha_{ji} \frac{\partial}{\partial \xi_i} \right) - \sum_{i=1}^{d} \beta_i \frac{\partial}{\partial \xi_i} \right) \tag{1b}
\]

where \(\alpha_{ji}\) and \(\beta_i\) are coefficients that in general may be also space dependent.

Nonlinearities, such as those induced by chemical reaction, are accommodated into the system (1a) through the production term \(\sigma(u)\) which is assumed to be Lipschitz continuous. Additional
terms, representing for instance constant or time dependent forcing, could be included in $\sigma^o$. System’s description is completed with the following general set of boundary conditions:

\[
\mathbf{n} \nabla u + qu = g \quad \forall \xi \in \partial \Omega
\]  

(1c)

where $\nabla$ stands for the usual gradient operator included in the expression (1b) and $\mathbf{n}$ is a unit vector pointing outwards the boundary $\partial \Omega$. Parameters $q$ and $g$ are used in (1c) to represent either first or second order boundary conditions. In this way, Neumann boundary conditions can be obtained by choosing $q = 0$. Alternatively, Dirichlet boundary conditions can be attained by selecting $q$ large enough so that $\mathbf{n} \nabla u$ can be disregarded as compared with $qu$. The resulting field at the boundary then becomes of the form $g/q$.

Solutions for system (1a) with natural boundary conditions (1c), can be found in Sobolev spaces equipped with an inner product and norm of the form:

\[
(f, g)_\Omega = \int_\Omega f(\xi)g(\xi)d\xi \quad \|f\|_n = \langle f, f \rangle^{1/2}_\Omega
\]  

(2)

where $f$ and $g$ are given functions over the spatial domain $\Omega$. Formally, these Sobolev spaces are defined as:

\[
H^0(\Omega) \equiv L^2(\Omega) = \{ f(\xi) : \Omega \to \mathbb{R} \text{ such as } \|f(\xi)\|_\Omega < \infty \}
\]  

(3a)

\[
H^q(\Omega) = \left\{ f(\xi) \in H^{q-1}(\Omega) : \frac{\partial f(\xi)}{\partial \xi_i} \in H^{q-1}(\Omega), 1 \leq i \leq d, \text{ with } q = 1, 2, \ldots \right\}
\]  

(3b)

in such a way that, whenever the solution belongs to any of these spaces, the field can be expressed as a complete convergent infinite series expansion of the form\(^{21}\):

\[
u(t, \xi) = \sum_{i=1}^{\infty} m_i(t)w_i(\xi)
\]

(4)

where the spatial dependent functions $\{w_i(\xi)\}$ form a basis of the solution space and $\{m_i(t)\}_{i=1}^{\infty}$ are the coordinates of the field with respect to such basis.

Furthermore, the variational or weak form of the solution of equation (1a) can be built upon functions $\{w_i(\xi)\}$ which, satisfying the natural boundary conditions (1c), constitute a basis for the $H^1(\Omega)$ Sobolev space. In terms of the inner product (2), the variational form is built by projecting the PDE set over the given basis functions $\{w_i(\xi)\}$ and making use of the divergence theorem to relax the second order derivatives.

In fact, the finite element method makes use of this approach and seeks for solutions $u(t, \xi)$ of (1a) and (1c) on the $H^1(\Omega)$ Sobolev space. For the sake of completeness and since this formulation will be employed along the paper, we next summarize the basic steps involved in the Finite Element Method. A complete discussion of this method can be found elsewhere (see for instance\(^{22}\)).

- Selection of an appropriate finite space which approximates $\{w_i(\xi)\} \in H^1(\Omega)$. Since the infinite expansion (4) is a Cauchy convergent series\(^{21}\), the field in $H^1(\Omega)$ can be approximated by a function space $X_n \subset H^1(\Omega)$ with finite dimension $n$, so that:

\[
u(t, \xi) \simeq \tilde{u}(t, \xi) = \sum_{i=1}^{n} u_i(t)\psi_i(\xi)
\]

(5)

where $\{\psi_i\}_{i=1}^{n}$ represents a basis for the subspace $X_n$, and $(u_1, u_2, \ldots, u_n)$ are the coordinates with respect to such basis.
• Construction of the finite element basis. The closed domain \( \overline{\Omega} = \Omega \cup \partial \Omega \) is split up into \( n_e \) triangulations \( \tau_j \) (the finite elements) in such a way that each of them is closed with non empty interior and Lipschitz boundary. Moreover, the intersection between the interior of any pair of triangulations must be empty and the frontier of any triangulation either coincide with the boundary of an adjoint element or with the limit of the domain. In order to ensure continuity of the solution, the elements must be connected so that their nodes are located in at least, the \( n \) vertex of the triangulations, whose coordinates we denote by \( \{b_j\}_{j=1}^n \in \mathbb{R}^d \). In addition, each of the basis functions \( \{\psi_i(\xi)\}_{i=1}^n \) which generate the space \( X_n \) must satisfy that:

\[
\psi_i(\{b_j\}_{j=1}^n) = \{\psi_i(b_j)\}_{j=1}^n \quad \text{with} \quad \psi_i(b_j) = \delta_{ij} \quad \forall \quad i, j = 1, \ldots, n \quad (6)
\]

where \( \delta_{ij} \) stands for the Kronecker delta.

Note that these basis functions can be expressed as polynomials inside the finite elements. Thus, they can be built by assembling local basis defined over each finite element. Depending on the degree of the polynomial used to approximate the solution inside each element, additional nodes may be required inside the triangulations.

Combining (5) with the set of basis functions satisfying (6), it can be easily seen that the coordinates correspond with the value of the field at the nodes of the FEM mesh, i.e.:

\[
\tilde{u}(t, b_j) \simeq \sum_{i=1}^n u_i(t) \psi_i(b_j) = u_j(t) \quad \forall \quad j = 1, \ldots, n \quad (7)
\]

In the same way, the discrete version of the field in the FEM mesh with coordinates \( \{b_j\}_{j=1}^n \) can be constructed by using relation (6) as:

\[
\tilde{u}(t, \{b_j\}_{j=1}^n) \simeq \sum_{i=1}^n u_i(t) \{\psi_i(b_j)\}_{j=1}^n \quad (8)
\]

so that \( \tilde{u} \) can be encoded on a vector of the form:

\[
U(t) = [u_1(t), u_2(t), \ldots, u_n(t)]^T \in \mathbb{R}^n
\]

As shown in\textsuperscript{22}, the approximation error to the original field can be bounded as a function of the size (length) of the element and the degree of the polynomial employed. In this way, the accuracy of the approximation can be controlled (and thus improved) by increasing the polynomial degree and decreasing the length of the elements employed.

Finally, it must be pointed out that the projection of the original PDE (1a) onto the FEM basis produces a set of ODEs with the following structure:

\[
\mathcal{D}A \frac{dU(t)}{dt} + (q\mathcal{Q} + \mathcal{C} + \mathcal{B}\mathcal{E}) U(t) - \mathcal{F}_u = \mathcal{F}_o + \mathcal{G} \quad (9)
\]

with

\[
\mathcal{D}A_{ij} = \int_{\Omega} \psi_i \psi_j d\xi \quad \mathcal{C}_{ij} = \int_{\Omega} \nabla \psi_i \nabla \psi_j d\xi \quad \mathcal{B}\mathcal{E}_{ij} = \int_{\Omega} \nabla \psi_i \psi_j d\xi \quad (10a)
\]

\[
\mathcal{F}_{1j}^u = \int_{\Omega} \sigma_u^i \psi_j d\xi \quad \mathcal{F}_{ij}^o = \int_{\Omega} \sigma_o^i \psi_j d\xi \quad \mathcal{Q}_{1j} = \int_{\Omega} \psi_i \psi_j d\xi \quad \mathcal{G}_{ij} = \int_{\partial\Omega} g_i \psi_j d\xi \quad (10b)
\]

where now the states become the \( U(t) \) coordinates thus resulting into a usually large dimensional ODE set, particularly when working in \( 2D \) or \( 3D \) domains. Nevertheless, the FEM structure we
just described can be used to find operators to efficiently map the infinite dimensional space $H^1(\Omega)$ into its finite counterpart $X_n$.

FEM equivalents of infinite dimensional operators such as domain integrals, gradients or Laplacians are summarized in Table 1 (see the Appendix A for more details) for arbitrary functions $f, g \in H^1(\Omega)$ approximated as in (8) so that $f(\xi) \rightarrow F \in \mathbb{R}^n$ and $g(\xi) \rightarrow G \in \mathbb{R}^n$. These operators will be employed in the next Sections to develop low dimensional approximations of the solution based on globally defined basis functions.

<table>
<thead>
<tr>
<th>Continous</th>
<th>Discrete</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{\Omega} h(\xi)f(\xi)d\xi$</td>
<td>$H^T(DA)F$</td>
</tr>
<tr>
<td>$\int_{\Omega} h(\xi)\nabla f(\xi)d\xi$</td>
<td>$H^T(B\varepsilon)F$</td>
</tr>
<tr>
<td>$\int_{\Omega} h(\xi)\Delta f(\xi)d\xi$</td>
<td>$H^T(G) - H^T(C + qQ)F$</td>
</tr>
<tr>
<td>$\nabla f(\xi)$</td>
<td>$(DA^{-1})(B\varepsilon)F$</td>
</tr>
<tr>
<td>$\Delta f(\xi)$</td>
<td>$(DA^{-1})(G) - (DA^{-1})(C + qQ)F$</td>
</tr>
</tbody>
</table>

Table 1: Algebraic relations to numerically compute integrals and derivatives using the FEM structure. $\Delta$ represents the Laplacian included in the parabolic operator (1b).

3 Low dimensional approximations based on the FEM structure

Classical methods, such as FEM, need of high dimensional subspaces of $H^1(\Omega)$ to represent the field. As an alternative, the use of global spatial basis functions results in low dimensional subspaces which usually require a much smaller number of coordinates to approximate the solution.

Low dimensional approximations make use of relation (4) discussed in the previous Section, by replacing the basis function set $\{u_i(\xi)\}_{i=1}^{\infty}$ of the space $H^1(\Omega)$ by a globally defined set $\{\phi_i(\xi)\}_{i=1}^{\infty}$, and the time dependent functions $\{m_i(t)\}_{i=1}^{\infty}$ by the so-called modes set $\{c_i(t)\}_{i=1}^{\infty}$, so that the field can be formally re-written as:

$$u(t, \xi) = \sum_{i=1}^{\infty} c_i(t)\phi_i(\xi)$$

Each element $\phi_i(\xi)$ of the globally defined basis is computed as the solution of the following integral eigenvalue problem:

$$\int_{\Omega} R(\xi, \xi')\phi_i(\xi')d\xi' = \lambda_i\phi_i(\xi)$$

where $\lambda_i$ corresponds with the eigenvalue associated with each global eigenfunction $\phi_i$. The kernel $R(\xi, \xi')$ in (12) is a symmetric and positive function of space, which, in accordance with Mercer’s theorem, accepts the following expansion:

$$R(\xi, \xi') = \sum_{i=1}^{\infty} \lambda_i\phi_i(\xi)\phi_i(\xi')$$
Different basis sets can be obtained depending on the nature of the kernel $R(\xi, \xi')$, among which, the following have been widely considered (see for details\textsuperscript{2,12}):

- **Spectral decomposition\textsuperscript{21}:** the kernel corresponds with the Green function associated with the Laplacian operator $\Delta$.

- **Proper Orthogonal Decomposition (POD) or Karhunen-Loève expansion\textsuperscript{17}:** the kernel corresponds with the two-point spatial correlation function, defined as follows:

$$ R(\xi, \xi') = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} u(\xi, t)u(\xi', t)dt $$  \hspace{1cm} (13)

where $u(\xi, t)$ represents the value of the field on the time interval $[0, T]$. Since usually only a finite number of snapshots of the field is available over the interval $[0, T]$, the kernel in (13) is approximated as:

$$ R(\xi, \xi') = \frac{1}{\ell} \sum_{j=1}^{\ell} u(\xi, t_j)u(\xi', t_j) $$  \hspace{1cm} (14)

$u(\xi, t_j)$ in (14) corresponds with the value of the field at each instant $t_j$ and the summation extends over a sufficiently rich collection of uncorrelated snapshots at $j = 1, \ldots, \ell$\textsuperscript{17}, which can be obtained either from experiments or by direct numerical simulation of the original PDE.

The dissipative nature of the chemical and the physical processes described by equation (1a) allows us to approximate the field by selecting a low-dimensional basis $\{\phi_i(\xi)\}_{i=1}^{m}$ which captures the most relevant features of the solution. Consequently the series (11) can be truncated by a usually small number of terms:

$$ u(t, \xi) \approx \sum_{i=1}^{m} c_i(t)\phi_i(\xi) $$  \hspace{1cm} (15)

As shown by Sirovich, Lumley and coworkers\textsuperscript{17,18} the POD approach produces a set of empirical basis functions optimal with respect to other possible expansions in the sense that, for a given number of functions, it captures most of the relevant dynamic behavior of the original distributed system in the range of initial conditions, parameters, inputs, and/or perturbations of the experimental data. In addition, the POD set can be easily computed for any distributed system regardless of the complexity of its domain or the class of nonlinearity. For these reasons, this method will be the one selected in this work to produce low-dimensional approximations of the field.

The criterion chosen to truncate the expansion is closely related with the associated eigenspectrum $\{\lambda_i(\xi)\}_{i=1}^{\ell}$ as it is connected with the average distance of the data set to the subspace spanned by the PODs\textsuperscript{2} through the formula:

$$ D_{av}^2 = \left( \frac{\sum_{i=m+1}^{\ell} \lambda_i}{\ell} \right) $$  \hspace{1cm} (16)

which is also expressed as the percentage of the energy captured by the system\textsuperscript{17}:

$$ E(\%) = 100 \times \frac{\sum_{i=1}^{m} \lambda_i}{\sum_{i=1}^{\ell} \lambda_i} $$  \hspace{1cm} (17)

In order to efficiently compute the globally defined eigenfunctions described above for arbitrarily complex spatial domains, we exploit the underlying algebraic FEM structure discussed in Section 2 and transform the integral eigenvalue problem (12) into an algebraic one. For that purpose, we
make use of the relationships between the infinite dimensional operators (such as spatial derivatives or integrals) and their FEM algebraic counterparts presented in Appendix A and summarized in Table 1. In this way, combining (12) with (14) and rearranging terms, we have:

\[
\frac{1}{\ell} \sum_{j=1}^{\ell} \left( u(\xi, t_j) \int_\Omega u(\xi', t_j) \phi_i(\xi') d\xi' \right) = \lambda_i \phi_i(\xi) \tag{18}
\]

Using the relations given in Table 1, the integral in (18) transforms into:

\[
\int_\Omega u(\xi', t_j) \phi_i(\xi') d\xi' \rightarrow U^T \mathcal{D} \Phi_i
\]

where \(U \in \mathbb{R}^n\) and \(\Phi_i \in \mathbb{R}^n\) are the discrete versions of the field and the \(i^{th}\) eigenfunction, respectively, obtained from (6) and (8). Applying the same relationships to the rest of terms in (18), the FEM counterpart of the original eigenvalue problem takes the form:

\[
\frac{1}{\ell} \sum_{j=1}^{\ell} [U(t_j)U(t_j)^T] \mathcal{D} \Phi_i = \lambda_i \Phi_i \tag{19}
\]

where the kernel (14) is now transformed into:

\[
R = \frac{1}{\ell} \sum_{j=1}^{\ell} [U(t_j)U(t_j)^T]
\tag{20}
\]

Standard algebraic methods to solve eigenvalue problems\textsuperscript{25} can be now applied to (19) to obtain the corresponding POD set in the FEM domain. In this framework, the field (15) can be expressed in matrix form as:

\[
U(t_s) = \Phi C(t_s) \tag{21}
\]

where \(U(t_s) \in \mathbb{R}^n\) corresponds with the reconstructed field and \(C(t_s) = [c_1(t_s), ..., c_m(t_s)]^T \in \mathbb{R}^m\) stands for the mode vector at each sampling time \(t_s\). Matrix \(\Phi\{b_j\}_{j=1}^{n}\) \(\in \mathbb{R}^{n \times m}\) collects in its columns the POD set elements obtained from (19) and ordered as:

\[
\Phi = [\Phi_1, ..., \Phi_i, ..., \Phi_m] = \begin{bmatrix}
\phi_1(b_1) & \cdots & \phi_m(b_1) \\
\vdots & \ddots & \vdots \\
\phi_1(b_n) & \cdots & \phi_m(b_n)
\end{bmatrix}
\]

with \(\{b_i\}_{i=1}^{n}\) being the coordinates at the mesh nodes.

The method we just described to compute the PODs might be in some cases computationally involved as it requires working with large dimensional matrices. As an alternative to overcome the computational burden, the PODs can be obtained by the so-called indirect method, first proposed by Sirovich\textsuperscript{17,23}. In this approach, the original eigenvalue problem (19) is transformed, by suitable algebraic manipulations, into the following equivalent but lower dimensional form:

\[
M \Theta_i = \lambda_i \Theta_i \quad \forall i = 1, ..., m
\]

with

\[
M = \frac{1}{\ell} \begin{bmatrix}
U(t_1)^T & \cdots & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
U(t_\ell)^T & \cdots & \cdots & \cdots & \cdots
\end{bmatrix} \mathcal{D} \mathcal{A}[U(t_1), ..., U(t_\ell)] \quad \Theta_i = \begin{bmatrix}
\theta_1^i \\
\vdots \\
\theta_\ell^i
\end{bmatrix}
\]

The PODs are then reconstructed in terms of the \(\{\Theta_i\}_{i=1}^{m}\) eigenvectors and the original snapshots as:

\[
\Phi_i = \sum_{j=1}^{\ell} \theta_j^i U(t_j) \quad \forall i = 1, ..., m
\]
4 On-line field reconstruction in the reduced space

In order to reconstruct the field \( u(\xi, t) \) from a partial set of measurements, a collection of POD basis plus a mechanism for on-line estimation of the time dependent modes are required. As shown previously, PODs can be produced off-line from a representative set of snapshots obtained either from experiments or by direct numerical simulation. Estimation, on the other hand, can be obtained by means of dynamic observers such as those proposed by Alonso et al.\(^2\). These consist of a finite dimensional dynamic replica of the system obtained by projecting the original PDEs set on the reduced space spanned by the POD basis, with an extra-term which includes the partial measurements of the field. At this point it must be noted that the definition for observability employed is the usual one in finite dimensional systems, which applies not to the original PDE system but to the finite dimensional approximation which now has the formal structure of input-state-output. When the observer is properly designed, asymptotic or even exponential convergence of the estimated modes to the true ones can be guaranteed. Alternatively, the static estimation of the modes at each measured time can be obtained without knowledge of the PDE set by means of the minimization of the distance between the available measurements and their associated field reconstruction. This is the class of approach we concentrate on, in the present work.

It must be pointed out, however, that in order to obtain any reliable on-line estimate of the modes from partial measurements, one needs to decide for a given set of sensors how many measurements are required and where these measurements need to be taken in the domain. This state information will be selected so to minimize the maximum angle between the low dimensions subspace and the space of measurements, and therefore, will be independent of the observer algorithm. With this state information we then reconstruct an approximation of the field which happens to be arbitrarily precise depending on the particular estimation and tuning procedures employed. In this Section, we concentrate on the optimal reconstruction problem by extending previous available results to arbitrary spatial domains.

4.1 Reconstruction from subdomain measurements

Let us consider the domain \( \Omega \) decomposed into \( N \), non-overlapping subdomains \( \Omega_j \) so that \( \Omega = \bigcup_{j \in \mathcal{J}} \Omega_j \). \( \mathcal{J} \) defines the set of natural numbers ordered from 1 to \( N \), where each number can be associated to a sensor collecting values of the field in the subdomain \( \Omega_j \). A graphical representation of the subdomains is presented in Figure 1. With these preliminaries, the reconstruction problem can be stated as follows:

For a given set of subdomains \( \Omega_S = \bigcup_{j \in S} \Omega_j \subset \Omega \) with \( S \subset \mathcal{J} \) (i.e. a collection of elements belonging to \( \mathcal{J} \)) where the sensors are located, find the mode set \( \{c_i(t)\}_{i=1}^m \) associated with the low-dimensional basis set \( \{\phi_S,i(\xi)\}_{i=1}^m \) (defined over \( \Omega_S \)) which minimizes the distance between the measurements \( y_S \) and the estimates \( \hat{y}_S \).

The distance between the data and the estimated set, will be measured in the norm \( L^2(\Omega_S) \), also known as the gappy norm by other authors\(^1\). This is equivalent to the summation extended over the measurement subdomain norms, so that:

\[
\|\epsilon\|_{\Omega_S} = \left( \int_{\Omega_S} (y_S - \hat{y}_S)^2 d\xi \right)^{1/2} = \sum_{j \in S} \left( \int_{\Omega_j} (y_j - \hat{y}_j)^2 d\xi \right)^{1/2}
\]  \hspace{1cm} (22)

Employing such norm, mode estimation (and thus field reconstruction) reduces to the solution of the following optimization problem:

\[
\min_{\{c_i(t_s)\}_{i=1}^m} \frac{1}{2} \|\epsilon\|^2_{\Omega_S} = \min_{\{c_i(t_s)\}_{i=1}^m} \frac{1}{2} \int_{\Omega_S} \left( y_S(\xi, t_s) - \sum_{i=1}^m c_i(t_s)\phi_S,i(\xi) \right)^2 d\xi
\]  \hspace{1cm} (23)
Figure 1: The spatial subdomain $\Omega$ is decomposed into 13 non-overlapping subdomains $\Omega_j$ with $J = (1, \ldots, 13)$. Highlighted in grey is a possible set of measurement subdomains $\mathcal{S} = (2, 3, 4, 9, 10, 13)$ where $y_S(\xi, t_s)$ and $\{\phi_{S,i}(\xi)\}_{i=1}^m$ are the measurements and the basis functions associated with the domain $\Omega_S$, respectively.

As discussed in the previous Section, the continuous optimization problem (23) can be transformed (by using the operators defined in Table 1) into the following discrete counterpart:

$$
\min_{\hat{C} \in \mathbb{R}^m} J(\hat{C}) = \frac{1}{2} \sum_{j \in S} (Y_j - \Phi_j \hat{C})^T D A_j (Y_j - \Phi_j \hat{C})
$$

(24)

where $\hat{C} = [\hat{c}_1(t_s), \ldots, \hat{c}_m(t_s)]^T \in \mathbb{R}^m$ corresponds with the vector of estimated modes, $Y_j = [y_1, \ldots, y_n] \in \mathbb{R}^n$ is the vector field measured over the $\Omega_j$ mesh ($n_j$ denotes the number of point-wise measurements on such subdomain) with $j \in \mathcal{S}$, and the matrix $\Phi_j \in \mathbb{R}^{n_j \times m}$ collects the POD set over the same FEM mesh. Note that the gappy norm (22) can be evaluated by using matrices defined either over the whole domain $\Omega_S$ or over the summation of the subdomains $\Omega_j$ for $j \in \mathcal{S}$ as in (22). The solution of problem (24) leads to:

$$
\hat{C} = \Pi^{-1} \sum_{j \in S} \Phi_j^T D A_j Y_j \quad \text{with} \quad \Pi = \sum_{j \in S} \Phi_j^T D A_j \Phi_j
$$

(25)

Since each matrix $DA_j$ is symmetric and positive definite, it can be factorized as:

$$
DA_j = W_j \Lambda_j W_j^T
$$

where $W_j$ contains, as columns, the eigenvectors of $DA_j$ and $\Lambda_j$ is a diagonal matrix with the associated eigenvalues. This observation allows us to re-write matrix $\Pi \in \mathbb{R}^{m \times m}$ in (25) as follows:

$$
\Pi = \sum_{j \in \mathcal{S}} Z_j^T Z_j = Z_S^T Z_S
$$

with

$$
Z_j = \left(\Lambda_j^{1/2} W_j^T \Phi_j\right) \in \mathbb{R}^{n_j \times m} \quad \forall j \in \mathcal{S}
$$

$$
Z_S = [Z_{S(1)}, \ldots, Z_{S(j)}, \ldots, Z_{S(N_S)}]^T \in \mathbb{R}^{n_S \times m}
$$

where $N_S$ and $n_S = \sum_{j \in \mathcal{S}} n_j$ denote the number of subdomain and point-wise measurements, respectively. It must be noted that matrix $\Pi$ is always invertible provided that the number of
Table 2: Summary of notation employed for the whole domain and subdomains of measurements

measurements \( n_S \) is larger than or equal to the dimension of the reduced space, i.e., that the rank of the \( Z_S \) matrix is \( m \). Under this assumption the vector of modes \( \hat{C} \) is identifiable (the solution is unique) since the least-squares function is quadratic on the modes with positive-definite Hessian.

The elements of the \( \Pi \) matrix can be expressed in terms of the column vectors of the subdomain matrices \( \{Z_j\}_{j \in S} \):

\[
\Pi_{i,k} = \sum_{j \in S} Z_j(i)^T Z_j(k) = \delta_{i,k}
\]

where the indexes in parenthesis indicate the positions of the columns inside the matrices \( Z_j \) and \( Z_S \), respectively. Since, as we discussed previously, the POD set is orthonormal, we also have that:

\[
\lim_{S \rightarrow \mathcal{J}} \Pi_{i,k} = \delta_{i,k} \quad \forall i, j
\]

with \( \delta_{ik} \) being the Kronecker delta. In other words: as the subdomains of measurements cover the whole spatial domain, matrix \( \Pi \) approaches the unity matrix. A summary of the notation employed is presented in Table 2. As we will show next, the proposed factorization and property (27) will turn out to be particularly convenient to the purpose of finding the optimal sensor locations for a given set of subdomains.

It must be pointed out that the proposed approach can be considered as an extension of previous works presented by Everson and Sirovich\(^1\) or Alonso et al.\(^2\)\(^-\)\(^\text{12}\). In fact, the methodology we develop can be applied not only to point-wise measurements, but also to measurements distributed over arbitrarily given spatial domains.

### 4.2 Optimal sensor location

The solution (25) suggests a criterion to locate sensors based on the degree of conditioning of matrix \( \Pi \). In this way, given a number of sensors \( N_S \), the subdomains of measurement \( \mathcal{S} \) will be chosen as those which maximize the minimum eigenvalue of \( \Pi \). This is formally stated as:

\[
\max_{\mathcal{S}} \min_i \lambda_i(\Pi) \quad \text{with} \quad \Pi = \sum_{j \in \mathcal{S}} Z_j^T Z_j
\]
where $\lambda_i(\Pi)$ denotes the $i^{th}$ eigenvalue of $\Pi$. A geometric interpretation of such criterion has been proposed by Alonso et al.\textsuperscript{2} which connects the quality of the estimation with the angles between the low-dimensional and the measurement subspaces. These angles are, in fact, related to the eigenvalues $\lambda_i(\Pi)$ so that maximizing the minimum eigenvalue results into the minimization of the maximum angle between subspaces and thus the maximization of the estimation quality.

The dimension of the search space associated with problem (28) can be computed as a function of total number of subdomains $N$ and measurement subdomains $N_S$, respectively, by the formula:

$$d_S = \frac{N!}{N_S!(N-N_S)!}$$

This number becomes extraordinarily high even for a fairly limited number of subdomains what makes the use of exhaustive search to be usually prohibitive. In order to overcome such limitation, we follow the approach taken in\textsuperscript{2,12} and approximate problem (28) by a much simpler one which consists of finding the set of measurement subdomains that maximizes the minimum diagonal element in $\Pi$. Formally, this criterion can be stated as:

$$\max_S \min_i (\Pi_{i,i}) \quad \text{with} \quad \Pi_{i,i} = Z_S(i)^T Z_S(i) \quad \forall i = 1,\ldots,m \quad (29)$$

where each vector $Z_S(i)$ is of the form:

$$Z_S(i) = [Z_S(1)(i)^T,\ldots,Z_S(j)(i)^T,\ldots,Z_S(N_S)(i)^T]^T$$

As it was already pointed out by relation (27), vectors $Z_S(i)$ become orthonormal as $S \mapsto J$. Thus solving problem (29) over the set $S$ is nothing but looking for the nearest to orthonormal set of vectors $\{Z_S(i)\}_{i=1}^m$, which in addition will make $\Pi$ to be diagonal dominant. The Gershgorin disk theorem can then be employed to state the equivalence between problems (28) and (29) as discussed in\textsuperscript{2,12}.

These arguments allow us to make use of the guided search algorithm developed by Alonso and coworkers details on the implementation can be found in\textsuperscript{2,12} for point-wise measurements, to optimal measurement subdomain location, i.e., to find those $N_S$ subdomains among the total number $N$ which solve (29). A brief outline of the algorithm is presented in Appendix B.

## 5 Case study: Rayleigh-Bénard problem

In order to illustrate the approach discussed in the previous sections, we consider the problem of reconstructing the velocity field and temperature on a fluid under natural convection from a limited number of measurements. In particular, the case study corresponds with the 2D version of the Rayleigh Bénard problem as described by Ly and Tran\textsuperscript{26}. The spatial domain for the example is defined as:

$$\Omega = \{\forall \xi_1, \xi_2 \in \mathbb{R} : (0,1)\} \quad (30)$$

with boundary $\partial \Omega = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \cup \Gamma_4$:

$$\Gamma_1 = \{\forall \xi_2 \in \mathbb{R} : [0,1], \xi_1 = 1\} \quad \Gamma_2 = \{\forall \xi_1 \in \mathbb{R} : [0,1], \xi_2 = 1\} \quad (31a)$$

$$\Gamma_3 = \{\forall \xi_2 \in \mathbb{R} : [0,1], \xi_1 = 0\} \quad \Gamma_4 = \{\forall \xi_1 \in \mathbb{R} : [0,1], \xi_2 = 0\} \quad (31b)$$

The dimensionless PDEs for the velocity $\vec{v} = [v_x, v_y]^T$ and the temperature $T$ are:

$$\gamma \frac{\partial \vec{v}}{\partial t} + \gamma \vec{v} \nabla \vec{v} = -\nabla P + \gamma j \nabla T + \Delta \vec{v} \quad (32a)$$
\[ \frac{\partial T}{\partial t} + \gamma \vec{v} \nabla T = \Delta T \]  
\[ \nabla \cdot \vec{v} = 0 \]

being \( \vec{j} \) the vertical unitary vector and denoting by \( \gamma \) a dimensionless parameter that measures the relation between the Rayleigh and Prandt numbers. The model is completed with the following boundary and initial conditions:

\[ v_x(\xi, t) = v_y(\xi, t) = 0, \quad \frac{\partial T(\xi, t)}{\partial n} = 0 \quad \forall \xi \in \Gamma_2 \cup \Gamma_4, \forall t \in \mathbb{R}^+ \]  
\[ v_x(\xi, t) = v_y(\xi, t) = 0, \quad T(\xi, t) = 0 \quad \forall \xi \in \Gamma_3, \forall t \in \mathbb{R}^+ \]  
\[ v_x(\xi, t) = v_y(\xi, t) = 0, \quad T(\xi, t) = 1 \quad \forall \xi \in \Gamma_1, \forall t \in \mathbb{R}^+ \]

\[ \vec{v}(\xi, t) = 0 \quad \forall \xi \in \Omega, t = 0 \]  
\[ T(\xi, t) = 0 \quad \forall \xi \in \Omega, t = 0 \]

The experiments were carried out in FEMLAB\textsuperscript{27} with a discretization of \( n = 1681 \) points (further refinements in the mesh resulted into negligible improvements on the accuracy of the results) and \( \gamma = 500 \), so that, relevant natural convection behavior is shown.

The basis of the low-dimensional subspace, associated with the discrete two-point correlation kernel (20), were obtained from a large enough number of such snapshots (\( \ell = 1815 \)) taken each 0.2 dimensionless units of time and ordered sequentially in a vector \( T \in \mathbb{R}^n \) for the temperature and \( V = [V_x^T V_y^T]^T \in \mathbb{R}^{2n \times \ell} \) for the velocity. Figure 2 shows the energy captured by the first 40 PODs according to criterion (17). We consider the first 23 temperature and 39 velocity PODs to be representative of the relevant dynamics of the system since they are able to capture the 99.99% of the total energy. Note the reduction of two orders of magnitude when working with the global basis set (estimation requires of 62 modes \( \hat{C} \)) instead of a local basis approach (the dimension is now \( n = 1681 \) for each field and 5043 modes are needed).

The experiments were carried out in FEMLAB\textsuperscript{27} with a discretization of \( n = 1681 \) points (further refinements in the mesh resulted into negligible improvements on the accuracy of the results) and \( \gamma = 500 \), so that, relevant natural convection behavior is shown.

The basis of the low-dimensional subspace, associated with the discrete two-point correlation kernel (20), were obtained from a large enough number of such snapshots (\( \ell = 1815 \)) taken each 0.2 dimensionless units of time and ordered sequentially in a vector \( T \in \mathbb{R}^n \) for the temperature and \( V = [V_x^T V_y^T]^T \in \mathbb{R}^{2n \times \ell} \) for the velocity. Figure 2 shows the energy captured by the first 40 PODs according to criterion (17). We consider the first 23 temperature and 39 velocity PODs to be representative of the relevant dynamics of the system since they are able to capture the 99.99% of the total energy. Note the reduction of two orders of magnitude when working with the global basis set (estimation requires of 62 modes \( \hat{C} \)) instead of a local basis approach (the dimension is now \( n = 1681 \) for each field and 5043 modes are needed).

**Figure 2:** Energy captured as a function of the number of PODs for the temperature and the velocity fields

In order to illustrate the time scale separation property of the PODs, the time dependent functions \( \hat{C} \) were obtained at each sampling time \( t_s \) by using the expression (25) extended over the whole domain \( \Omega \). Figure 3 shows the five dominant modes where, in fact, we see the amplitude
Figure 3: Evolution of the first (dominant) five modes of the temperature snapshots

differences among them and the ability of the first terms of the temperature expansion (15) to reproduce the most relevant dynamics.

The optimal sensor location problem is formulated as in section 4.2 and consists of finding the best possible 5 subdomains of measurement (each of dimensions $0.2 \times 0.2$ length units) among 25 subdomains of equal size covering the whole domain $\Omega$. The algorithm developed in\textsuperscript{2,12} was used to find the optimal locations among the 53130 combinations, according to criterion (29). Optimal placements for temperature and velocity are presented in Figures 4a and 4b, respectively. In order

![Optimal Sensor Location](image)

Figure 4: Optimal sensor location for a) Temperature and b) Velocity and c) a suboptimal scenario for temperature

to illustrate the dependence of sensor arrangements on the quality of the estimation, we compare the optimal placements with a suboptimal, although a priori acceptable, scenario depicted in Figure 4c and chosen by heuristic arguments (the sensors are not clustered and are located in subdomains where relevant dynamics take place).

The estimated temperature evolution in terms of the first two dominant modes for both arrangements is illustrated in Figure 5. As it can be observed in the figure, the modes estimated from suboptimal sensor placement present anomalous oscillations as compared with the optimal placement, which display a behavior almost identical to the real modes computed directly from the snapshots.

The differences in the quality of the reconstruction obtained from these arrangements can also be observed in Figure 6 where Figure 6a represents a given snapshot and Figures 6b and 6c the reconstruction obtained from the optimal and suboptimal arrangements, respectively. While the
optimal placement is able to reproduce almost exactly the real behavior, the suboptimal configuration results into a poor approximation (specially in reproducing the temperature distribution near the right boundary region). The same trend has been observed for the entire transients in temperature as well as in the reconstruction of the velocity field distribution (see Figure 7) from the optimal arrangement depicted in Figure 4b.

Figure 5: Evolution of the dominant temperature modes obtained from snapshots (line) and their corresponding estimations using the optimal (squares) and suboptimal (dash-dotted line) placement scenarios.

Figure 6: Temperature spatial distribution at 25 units of time: (a) snapshot obtained from direct numerical simulation, (b) reconstruction from optimal sensor placement and (c) reconstruction from suboptimal sensor placement.
6 Conclusions

In this work, a systematic framework for efficient field reconstruction of nonlinear distributed process systems in arbitrary geometries has been proposed. The approach is of particular interest in dealing with complex nonlinear phenomena such as that exhibited in fluid dynamics or nonlinear diffusion-reaction systems. In this context, reconstruction usually requires of reduced order representations of the field as well as large sets of sensors to be placed on the domain in order to capture the representative dynamic features of the field.

The methodology takes advantage of the underlying algebraic structure of the FEM framework and combines it with previous results in optimal sensor location to develop field reconstructions in terms of globally defined basis functions and to select optimal placement of sensors based on the concept of measurement subdomain. At this point it must be pointed out that the FEM framework can be further exploited to derive efficient low dimensional dynamic approximations in arbitrary 2D or 3D geometries thus extending reconstruction capabilities. The ideas proposed in this contribution have been illustrated on reconstructing temperature and velocity fields on a fluid under natural convection.
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Appendix A

Let \( f, h \in H^1(\Omega) \) be two arbitrary functions whose expansion in the FEM basis are:

\[
\begin{align*}
    f(\xi) &\simeq \sum_{i=1}^{n} f_i \psi_i(\xi) = \mathbf{f}^T \mathbf{\psi}(\xi) \\
    h(\xi) &\simeq \sum_{i=1}^{n} h_i \psi_i(\xi) = \mathbf{h}^T \mathbf{\psi}(\xi)
\end{align*}
\]

with coordinate vectors \( \mathbf{f} \in \mathbb{R}^n \) and \( \mathbf{h} \in \mathbb{R}^n \) and the FEM basis vector \( \mathbf{\psi}(\xi) \in \mathbb{R}^n \) ordered as:

\[
\mathbf{\psi}(\xi) = [\psi_1(\xi), ..., \psi_i(\xi), ..., \psi_n(\xi)]^T \\
\mathbf{f} = [f_1, ..., f_i, ..., f_n]^T \\
\mathbf{h} = [h_1, ..., h_i, ..., h_n]^T
\]

The following correspondences between the infinite-dimensional space \( H^1(\Omega) \) and the finite one \( X_n \) can be established:

**Spatial integration.**

\[
\begin{align*}
    \int_{\Omega} h(\xi) f(\xi) d\xi &= \int_{\Omega} (\mathbf{h}^T \mathbf{\psi}(\xi) \mathbf{\psi}(\xi)^T \mathbf{f}) d\xi = \mathbf{h}^T \left( \int_{\Omega} \mathbf{\psi}(\xi) \mathbf{\psi}(\xi)^T d\xi \right) \mathbf{f}
\end{align*}
\]

As it was discussed in the first Section, the expansion coefficients coincide with the value of the variables in the mesh nodes (7). Hence, using the FEM matrices defined in (10) the spatial integration can be numerically approximated as:

\[
\int_{\Omega} h(\xi) f(\xi) d\xi \rightarrow H^T(\mathcal{D}A)F \tag{35}
\]

**Spatial integration of the gradient of an arbitrary function.** By analogy with the former case:

\[
\begin{align*}
    \int_{\Omega} h(\xi) \nabla f(\xi) d\xi &= \mathbf{h}^T \left( \int_{\Omega} \mathbf{\psi}(\xi) \nabla \mathbf{\psi}(\xi)^T d\xi \right) \mathbf{f} \rightarrow H^T(\mathcal{B}E)F
\end{align*}
\]

**Spatial integration of the Laplacian of an arbitrary function.** Using the divergence theorem we have:

\[
\begin{align*}
    \int_{\Omega} h(\xi) \nabla^2 f(\xi) d\xi &= \int_{\partial \Omega} h \nabla f d\xi - \int_{\Omega} \nabla h \nabla f d\xi - \int_{\partial \Omega} \nabla h d\xi
\end{align*}
\]

inserting boundary condition \( \nabla f + q f = g \) into equation (36) leads to:

\[
\begin{align*}
    \int_{\partial \Omega} h \nabla f d\xi - \int_{\Omega} \nabla h \nabla f d\xi &= \int_{\partial \Omega} h g d\xi - q \int_{\partial \Omega} h f d\xi - \int_{\Omega} \nabla h \nabla f d\xi = \\
    &= \mathbf{h}^T \left( \int_{\partial \Omega} \mathbf{\psi} q d\xi \right) - \mathbf{h}^T q \left( \int_{\partial \Omega} \mathbf{\psi}^T d\xi \right) \mathbf{f} - \mathbf{h}^T \left( \int_{\partial \Omega} \nabla \mathbf{\psi} \nabla \mathbf{\psi}^T d\xi \right) \mathbf{f}
\end{align*}
\]

and the mapping between the continuous and discrete version becomes:

\[
\begin{align*}
    \int_{\Omega} h(\xi) \nabla^2 f(\xi) d\xi &\rightarrow H^T \mathcal{G} - H^T(q \mathcal{Q} + \mathcal{C})F
\end{align*}
\]
Note that all the relationships shown here, consist of integrations over the spatial domain. The implementations of the Laplacian or gradient, however, can be easily extracted using also these mappings. For instance, let us denote as $\nabla F$ the discrete gradient version of the function $f(\xi)$:

$$
\int_{\Omega} h(\xi) \nabla f(\xi) d\xi \rightarrow H^T (\mathcal{D} A) \nabla F = H^T (\mathcal{B} \mathcal{E}) F
$$

since this equality holds for every function $h(\xi) \in H^1(\Omega)$ we can conclude that:

$$
(\mathcal{D} A) \nabla F = (\mathcal{B} \mathcal{E}) F \Rightarrow \nabla F = \mathcal{D} A^{-1} (\mathcal{B} \mathcal{E}) F
$$

$$
\nabla f(\xi) \rightarrow \mathcal{D} A^{-1} (\mathcal{B} \mathcal{E}) F
$$

The same arguments can be applied to the Laplacian operator.
Appendix B

Firstly, we define a set of \( m \) \( N \)-dimensional vectors \( \varrho_i = [Z_1(i)^T, Z_2(i)^T, \ldots, Z_N(i)^T] \) and associate with each of them an index vector set \( \{ \eta_i^{(p)} \} \) with \( \eta_i^{(p)} \in \mathbb{R}^{N_S} \) and an operator \( \mathcal{I}[\varrho; \{ \eta_i^{(p)} \}] \) which computes all summations of the \( \{ \eta_i^{(p)} \} \) elements of \( \varrho_j \). Search will proceed on a \( m \)-dimensional space of all possible \( N_S \)-summations by constructing \( k \)-sequences of \( \{ \eta_i^{(p)} \}^k \) for each \( i = 1, \ldots, m \) ordered so that \( \mathcal{I}[\varrho_j; \{ \eta_i^{(p)} \}] \leq \mathcal{I}[\varrho_j; \{ \eta_i^{(p-1)} \}] \). At iteration 1, we compute \( \{ \eta_i^{(p)} \}^1 \) for \( i = 1, \ldots, m \), their corresponding summations \( \mathcal{I}[\varrho_j; \{ \eta_i^{(p)} \}^1] \) and the value \( L^{(1)} = \max_i \left( \mathcal{I}[\varrho_j; \{ \eta_i^{(1)} \}] \right) \).

This value is an approximation to the solution of problem (29) and will be used in the next iteration to select only those sequence elements that satisfy \( L^{(2)} \geq L^{(1)} \). The procedure is then repeated until no sequence, improving the previous best max-min value, exist. This is illustrated in Figure 8 for \( m = 2 \) and \( N_S = 3 \) and where dots indicate possible solutions. After the first iteration \( L^{(1)} \) determines the bounds (shadowed rectangle) where a better solution can not be found. This step reduces the number of sequence elements to be computed in the next iteration. In fact after the first iteration \( \{ \eta_i^{(2)} \} \) is the only sequence element that could improve \( L^{(1)} \) that coincides with the best previous vale (for more details see\(^2\).)

\[ \text{Figure 8: Structure of the search space} \]
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