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Abstract – We present a simple model for self-pulsation instability in passively phased high power optical fiber amplifier arrays with external feedback. Its key features are, first, the feedback level’s sensitivity, and thus that of the cavity Q-value, to small phase changes of the array fields, and, second, the effect of refractive index nonlinearity in the amplifiers. The model’s prediction of an instability threshold for arrays of at least two amplifiers is confirmed by a linearized stability analysis of a system in ring-cavity geometry, and the magnitudes of predicted power levels are well within the domain of recent experiments.
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I. INTRODUCTION

The goal of scaling fiber lasers to high power levels for industrial and military applications [1] has created an interest in coherently combining the beams of a number of fiber lasers or amplifiers [2]. However, success in accurately controlling the frequencies and phases by either active [3],[4] or passive techniques that include Talbot cavities [5], multicore fibers [5]-[8], Michelson cavities [9],[10],[11], fiber couplers [12],[13], Fourier cavities [14],[15], self-imaging resonators [16], fused fiber couplers [17], diffractive optics [18], and hybrid active-passive [19], among others, has until now been limited. Passive combining is nevertheless attractive because it does not require extensive optoelectronic feedback loops, so that it is a potentially simpler and robust technology. However, passive methods are even at low power limited to small array sizes as consequence of inevitable optical path errors [20], [21], while at elevated powers pulsation instabilities arise [22].

A few analyses of the dynamics of passively phased fiber amplifier arrays have been published [23], [24] but the understanding of that is incomplete. In this paper we extend the range of those studies to include relaxation oscillations, and that of our previous work [25] by including nonlinear effects. The latter will be shown to play an important role. Our focus is on a specific dynamic instability that is innate as well as unique to the passive phasing of laser arrays. We use a unified resonator approach to describe the dynamics of rare-earth-doped fiber amplifier arrays that are mutually locked in phase by coherent interaction in an external cavity. For concreteness we chose the ring-geometry spatially-filtering array system studied in [22], illustrated in Fig.1. We find that the set of differential equations describing this system has a stable fixed-point solution corresponding to a quiescent output field, until at elevated power levels an instability sets in that coincides with the onset of significant phase shifts due to index nonlinearity. A physical understanding of the mechanisms leading to this

![Fig.1. Diagram of passive phasing apparatus that serves as model for this paper [22],[25],[26].](image-url)
instability is gained from the following argument that generally applies to any passive phasing systems in which phase-sensitive feedback is used as mechanism to control mode selection:

Suppose the device initially operates in a synchronous, quiescent, continuous wave state, which for this system is characterized by minimal cavity loss and optimum beam quality. Now assume the onset of a tiny initial perturbation that causes a momentary fluctuation in the phase of the output field of that amplifier. This would produce a proportionate loss in the strength of the feedback signal, since the ideal coupling condition, which relies on perfect array synchronization, is momentarily broken. A tiny intensity disturbance (consisting of a darkening of the bright back ground) then travels unhindered along the single-mode feedback fiber (SMF) and couples back into the amplifier array at its input plane, where it generates a small fluctuation in the refractive index due to the nonlinear properties of the medium. This in turn generates a secondary phase disturbance that if smaller than the original, will gradually decay on each roundtrip of the cavity, so that the system would then be stable. On the other hand, if the secondary disturbance exceeds the original, then it will self-regenerate on each successive round-trip, so that the system would in that case be dynamically unstable. The subsequent interruption of feedback can result in enough buildup of population inversion that it will be followed by emission of a sufficiently intense pulse that it could damage the system. Since these events involve a momentary increase of cavity loss (the induced decrease in feedback is associated with a loss increase), we refer to it as a "self-Q-switching" effect.

The analysis developed next will lead to conclusions that support all aspects of the above argument and, moreover, predict transition regimes at power levels that appear to be consistent with experimental reports.

II. MATHEMATICAL MODEL

A. Description of fields and gain media

Let \( E_n(z,t) = \mathcal{E}_n(z,t) \exp[i(\beta_0 \sigma_t - \omega_0 t)] \) represent the on-axis laser field in each amplifier, where the index \( n = 1,2,\ldots,N \) labels the amplifiers, \( \beta_0 \) is the \( LP_0 \) mode propagation constant at central frequency \( \omega_0 \). The slowly-varying amplitudes \( \mathcal{E}_n(z,t) \) satisfy a unidirectional nonlinear wave equation [25].

\[
\frac{\partial \mathcal{E}_n(z,t)}{\partial t} + \left( \beta_0' - \frac{1}{2} g_n'(z,t) \right) \frac{\partial \mathcal{E}_n(z,t)}{\partial z} + \left( \frac{1}{2} i \beta_0'' + \frac{1}{4} g_n''(z,t) \right) \frac{\partial^2 \mathcal{E}_n(z,t)}{\partial z^2} = \left( \frac{1}{2} g_n(z,t) + ik_0 \Delta n_{NL,n}(z,t) \right) \mathcal{E}_n(z,t) + \mathcal{R}_n(z,t), \quad (1)
\]

in which remaining symbols are defined as follows:

- \( g_n(z,t) \) = gain at central frequency \( \omega_0 \),
- \( \Delta n_{NL,n}(z,t) \) = change in nonlinear refractive index,
- \( \mathcal{R}_n(z,t) \) = zero-mean stochastic function modeling spontaneous emission,
- \( k_0 = \omega_0 / c \) = free-space propagation constant,
- \( \beta_0', \beta_0'', \cdots \) denote derivatives of \( \beta_0 \) and \( g_n \) with respect to frequency, where \( \beta_0' \) = inverse of group velocity, and \( \beta_0'' \) = group delay dispersion.

The units of \( \mathcal{E}_n(z,t) \) are chosen such that \( \mathcal{E}_n(z,t) = \mid \mathcal{E}_n(z,t) \mid^2 \) represents the signal intensity. Eq.(1) takes gain and group dispersion into account by analytical expansion of gain and propagation constant as functions of frequency about \( \omega_0 \), leading to the terms in the higher-order time derivatives in (1). The latter should be near the peak in gain, so that \( g_n'(z,t) \approx 0 \) and \( g_n''(z,t) < 0 \), these conditions being approximate because of the gain’s dependence on the time-dependent atomic level populations, discussed next.

The gain media in the ytterbium-doped fiber cores are modeled by two Stark-split level manifolds [27] described by lower and upper manifold populations \( N_{ln}(z,t) \) and \( N_{un}(z,t) \), respectively, where their sum equals the Yb-ion concentration, \( N_0 \). We assume that all processes of interest are slow compared to thermal relaxation rates, so that the sublevel populations of each manifold remain in thermal equilibrium with the surrounding medium.

The gain at frequency \( \omega_0 \) is given in terms of the populations by

\[
g_n(z,t) = G_n \left( \sigma_t (\omega_0) N_{2n}(z,t) - \sigma_e (\omega_0) N_{1n}(z,t) \right), \quad (2)
\]

where \( \sigma_{et}(\omega_0) \) are effective emission and absorption cross-sections, and \( G_n \) is the signal-core overlap factor. The population dynamics are represented by a rate equation model,
\[
\frac{\partial N_2(z,t)}{\partial t} = \frac{R_{p\text{in}}(z,t) - g_n(z,t)}{\epsilon_s} \frac{I_{\text{in}}(z,t)}{\epsilon_s} - \frac{N_2(z,t)}{\tau},
\]

(3)

where \( R_{p\text{in}}(z,t) \) is the pump-induced transition rate, \( \epsilon_s \) is the line-center photon energy, and \( \tau \) is the upper-manifold life-time. The second term on the right-hand side of (3), with \( g_n(z,t) \) given by (2), gives the transition rates due to absorption and stimulated emission of signal radiation. Last, we give \( R_{p\text{in}}(z,t) \) in terms of the pump intensity, \( I_{\text{in}}(z,t) \) and effective cross-sections at pump frequency \( \omega_p \):

\[
R_{p\text{in}}(z,t) = (\sigma_\text{in}(\omega_p)N_{\text{in}}(z,t) - \sigma_\text{out}(\omega_p)N_{2\text{in}}(z,t))I_{\text{in}}(z,t)\epsilon_s,
\]

(4)

where \( \epsilon_s = \hbar\omega_p \) is the pump photon energy.

The nonlinear index increment in (1) consists of the sum of the Kerr and gain-related terms, the former given by (omitting subscripts \( n \)) \( \Delta n_{\text{Kerr}} = n_2I_n(z,t) \) [28], and the latter represents the index change, related by Kramers-Kronig relations [29] to the imaginary part of the index, and in terms of the gain by \( \text{Im} (J) = c g(t) / 2 \omega_0 \). Eq. (2) yields \( \Delta n_{\text{Kerr}}(t) = J(t) \times N_2(z,t) \), apart from a population-independent constant, where \( J(t) = \partial n(t) / \partial N_2 \) is independent of ion concentration. For silicate we take \( n_2 = 3.2 \cdot 10^{-20} \text{m}^2/\text{W} \) [28], and using tabulated data for the effective cross sections, we obtain \( J \approx 3 \cdot 10^{-12} \text{m}^3/\text{at} \) at 1080 nm, the laser wavelength used in our calculations, corresponding to a Henry parameter [30] \( \alpha_H = - \text{Re} \Delta n / \text{Im} \Delta n \) close to unity.

The output fields of the array, \( E_n(t-m) \), are focused into the core of the passive SMF [22], [26], where each amplifier contributes a term \( U_mE_m(t-m) \) to the core field, where \( U_m \) are coupling coefficients and \( s_m \) time delays associated with the coupling optics. The SMF output is injected into the array input using a 1-N coupler, each leg described by coupling coefficient \( V_n \) and delay \( \tau_n \). This yields a linear relation between input and time-delay output fields [25],

\[
E_n(0,t) = \sum_{m=1}^{N} V_n U_m E_m(t-m - \tau_m),
\]

(5)

where \( \tau_m = \tau_n + s_m \). From (5) we obtain the sole cavity mode \( \mathcal{F} \), described at array output by fields

\[
\mathcal{F}_n(L_n) = V_n e^{i\omega_0 t_n} e^{i\phi_n L_n}.
\]

(6)

This field corresponds to the eigenvalue

\[
\zeta = \sum_{n=1}^{N} V_n U_n e^{i\omega_0 \tau_{\text{in}}},
\]

(7)

where \( \tau_{\text{in}} = \beta_n L_n / \omega_0 + \tau_{\text{in}} \). Eq. (7) shows that \(|\zeta| \) attains maxima at values of \( \omega_0 \) approximately satisfying

\[
\exp(i\omega_0 \tau_{\text{in}}) = -1.
\]

(8)

This imposes a phasing condition upon the set \( \mathcal{F}_n(L_n) \), provided \( s_1 \approx s_2 \approx \ldots \approx s_N \), the physical reason of which is easily understood.

Figs. 2a,b illustrate the passive phasing mechanism in terms of cold-cavity properties. Shown are plots of \(|\zeta| \) (solid curves) and an “order parameter” (dashed curves) that is a measure of phase quality, defined for an arbitrary set of fields \( \mathcal{E} = \mathcal{E}_1, \mathcal{E}_2, \ldots, \mathcal{E}_N \) by

\[
\Omega(\mathcal{E}) = \frac{\sum_{n=1}^{N} |\mathcal{E}_n|}{\left| \sum_{n=1}^{N} \mathcal{E}_n \right|},
\]

(9)

which satisfies \( \Omega(\mathcal{E}) \leq 1 \). In the present application, \( \mathcal{E}_n = \mathcal{F}_n(L_n) \). The scale of \(|\zeta| \) is arbitrary, since of main interest are the locations of the peaks, which coincide in Fig. 2a where all \( s_n \) are identical, and they do not coincide in Fig. 2b, where that condition is violated. The laser system does not compensate for optical path errors in the section of the resonator between the output plane of the array and the input to the SMF, while it does so in part for path errors within the array and the 1-N coupler from the SMF to its input. It is thus important that those be reduced by minimizing the array dimensions and reducing off-axis aberrations of the focusing lens.

B. Steady state solutions

Assuming a steady-state solution of (1) & (3) for which \( \mathcal{F}_n(t) \) and \( \partial / \partial t \to 0 \), and separating (5) into real and imaginary parts, it yields the steady-state conditions

\[
\sum_{m=1}^{N} C_{nm} = 1, \quad \sum_{m=1}^{N} S_{nm} = 0,
\]

(10)

where
which will later be shown to describe the transport of fluctuations through the SMF between amplifiers \(m\) and \(n\). Using (1), the steady-state intensity \(I_n(z)\) and phase \(\Phi_n(z) = \text{Arg}[E_n(z)]\) satisfy

\[
\frac{\partial I_n(z)}{\partial z} = g_n(z)I_n(z), \quad (12a)
\]
\[
\frac{\partial \Phi_n(z)}{\partial z} = k_0 \Delta n_{NL,n}(z). \quad (12b)
\]

Figs. 2c,d show plots of the normalized total output power (solid lines), defined \(P = \sum_{n=1}^{N} |E_n(z)|^2\), and of the order parameter (dashed) of a cavity pumped well above threshold, with matched external delays, \(s_m\),

assumed in Fig. 2c, and unmatched in Fig. 2d. The solutions were obtained by numerical solution of (10) and (12a,b), yielding \(I_n(L_m)\) and \(\Phi_n(L_m)\) in terms of \(I_n(0)\) and \(\Phi_n(0)\). \(\Omega\) was determined using (9) with the computed output fields. Note that the peaks of \(P\) and \(\Omega\) plots coincide in Fig. (2c), but not in Fig. (2d). More to the point, Fig. 2c resembles Fig. 2a, and Fig. 2d resembles Fig. 2b.

Increase of array size \(N\) results in sharpening of the spikes in these figures, which may be expected to lead to the spectral narrowing and spectral instability observed in [12].

C. First-order perturbation treatment

We introduce small fluctuations about steady-state values by \(N_{2n}(z,t) = N_{2n}(z) + \eta_{2n}(z,t)\), \(I_n(z,t) = I_n(z) + I_n'(z,t)\), and \(\Phi_n(z,t) = \Phi_n(z) + \Phi_n'(z,t)\). Pump fluctuations are neglected. Substitution in Eqs. (1)-(4), we find that to 1st order the fluctuations satisfy the following partial differential equations in each amplifier [25], where \(0 \leq z \leq L_n\):

\[
\frac{\partial \eta_{2n}(z,t)}{\partial t} = \frac{\partial^2 \eta_{2n}(z,t)}{\partial z^2} + g_n(z)I_n(z,t),
\]
\[
\frac{\partial \Phi_n'(z,t)}{\partial t} = k_0 \Delta n_{NL,n}(z),
\]
\[
\frac{\partial I_n'(z,t)}{\partial t} = \frac{\partial^2 I_n'(z,t)}{\partial z^2} + g_n(z)I_n(z,t).
\]
\[
\begin{align*}
\frac{\partial \eta_n(z,t)}{\partial t} &= -\frac{1}{\tau} \left( 1 + I_n(z) \right) \eta_n(z,t) - \left( g_n(z) I_n(z) \right) i_n(z,t), \\
&= \left( \frac{\partial}{\partial t} + \frac{\partial}{\partial z} \right) \eta_n(z,t) - \left( g_n(z) \right) \left( \frac{\partial^2}{\partial z^2} \eta_n(z,t) \right), \\
&= \left( \frac{\partial^2}{\partial z^2} \right) \eta_n(z,t) - \left( g_n(z) \right) \left( \frac{\partial}{\partial z} \right) \eta_n(z,t) \tag{13a}
\end{align*}
\]

\[
\begin{align*}
\frac{\partial i_n(z,t)}{\partial t} + \beta_0 \left( \frac{\partial}{\partial t} + \frac{\partial}{\partial z} \right) i_n(z,t) &= \sigma \eta_n(z,t) - \frac{1}{\tau} g_n(z) \left( \frac{\partial^2}{\partial z^2} i_n(z,t) \right) \tag{13b}
\end{align*}
\]

\[
\begin{align*}
\frac{\partial \varphi_n(z,t)}{\partial t} + \beta_0 \left( \frac{\partial}{\partial t} + \frac{\partial}{\partial z} \right) \varphi_n(z,t) &= \sigma \varphi_n(z,t) - \frac{1}{\tau} g_n(z) \left( \frac{\partial^2}{\partial z^2} \varphi_n(z,t) \right) \tag{13c}
\end{align*}
\]

From the boundary condition (5), we also obtain first-order relations between fluctuations at the array output and those at the input:

\[
i_n(0,t) = \sum_{m=1}^{N} \left[ C_{nm} i_m(L_m,t - \tau_m) - 2 S_{nm} \varphi_m(L_m,t - \tau_m) \right], \tag{14a}
\]

\[
\varphi_n(0,t) = \sum_{m=1}^{N} \left[ \frac{1}{2} S_{nm} i_m(L_m,t - \tau_m) + C_{nm} \varphi_m(L_m,t - \tau_m) \right], \tag{14b}
\]

where \( C_{nm} \) and \( S_{nm} \) were introduced in (10). The \( S_{nm} \) are of special significance since they determine the cross-coupling between amplitude and phase fluctuations in the feedback loop.

Assuming time-dependence of the form \( \eta(z,t) = \eta(z) \exp(\chi t) \), etc., in which \( \chi \) is a complex constant, allows elimination of \( \eta(z) \) and reduces (13b,c) to ordinary differential equations:

\[
\eta_n(z) = -\frac{g_n(z) I_n(z)}{\epsilon \Gamma_b(z)} \eta_n(z), \tag{15a}
\]

\[
\begin{align*}
\frac{\partial i_n(z)}{\partial z} &= -\left( \frac{g_n(z)}{B_n(z,\chi)} I_n(z) \right) + \beta_0 \left( \frac{\partial}{\partial z} \right) i_n(z) - \left( g_n(z) \right) \left( \frac{\partial}{\partial z} \right) \varphi_n(z), \tag{15b}
\end{align*}
\]

\[
\begin{align*}
\frac{\partial \varphi_n(z)}{\partial z} &= \left( \frac{\partial}{\partial z} \right) \varphi_n(z) - \frac{1}{\tau} \left( g_n(z) \right) \left( \frac{\partial^2}{\partial z^2} \varphi_n(z) \right), \tag{15c}
\end{align*}
\]

where \( B_n(z,\chi) \) describes saturation effects, in which

\[
\tau_p(z) = \tau / (1 + I_p(z)/I_{pl sat}), \tag{17a}
\]

\[
I_{sat}(z) = \tau_p(z) \sigma_p, \quad I_{pl sat} = \tau_p(\sigma_p), \tag{17b}
\]

and \( \sigma_{st} = \sigma_p(\omega_{0p}) + \sigma_e(\omega_{0p}) \).

The boundary conditions (14) similarly reduce to

\[
i_n(0) = \left[ \epsilon e^{-\tau_m} \left[ C_{nm} i_m(L_m) - 2 S_{nm} \varphi_m(L_m) \right] \right], \tag{18a}
\]

\[
\varphi_n(0) = \left[ \epsilon e^{-\tau_m} \left[ \frac{1}{2} S_{nm} i_m(L_m) + C_{nm} \varphi_m(L_m) \right] \right]. \tag{18b}
\]

These show that we need the fluctuations at \( z = L_n \), in terms of their values at \( z = 0 \). To that end, the solution of (15b,c) is expressed in the form

\[
i_n(z) = e^{-\beta_0 z} \left( G_{1n}(z,\chi) \eta_n(0) + G_{2n}(z,\chi) \varphi_n(0) \right), \tag{19a}
\]

\[
\varphi_n(z) = e^{-\beta_0 z} \left( G_{2n}(z,\chi) \eta_n(0) + G_{1n}(z,\chi) \varphi_n(0) \right), \tag{19b}
\]

where we separated the relatively rapidly varying factor \( \exp(-\beta_0 z) \) (since \( \text{Im}(\chi) \beta_0 \approx q \beta_0 / \omega_c \)), where \( q \) equals zero or a multiple of \( 2L_c/\Delta L \). \( L_c \) is roughly a fiber length, and \( \Delta L \) a typical length difference. Note that \( G_{1n}^p \) and \( G_{2n}^p \) describe the conversion of a phase disturbance to an amplitude disturbance and the reverse, respectively.

Taking \( z = L_n \) in (19), and substituting \( i_n(L_n) \) and \( \varphi_n(L_n) \) obtained from (19) into (18), the latter is expressed in matrix form as

\[
Z_N(\chi) X(0) = 0, \tag{20}
\]

where the 2N-dimensional column vector \( X(0) \) spans the two N-dimensional sub-spaces of intensity and phase fluctuations:

\[
X(0) = \begin{bmatrix} i(0) \\ \varphi(0) \end{bmatrix}. \tag{21}
\]
where \( \mathbf{i}(0) = \begin{bmatrix} i_1(0) \\ i_2(0) \\ \vdots \\ i_N(0) \end{bmatrix} \), \( \varphi(0) = \begin{bmatrix} \varphi_1(0) \\ \varphi_2(0) \\ \vdots \\ \varphi_N(0) \end{bmatrix} \). \( Z_N(\chi) \) is a 2N × 2N square matrix that we write in the form
\[
Z_N(\chi) = \begin{bmatrix} \mathbf{Z}^{11}(\chi) & \mathbf{Z}^{12}(\chi) \\ \mathbf{Z}^{21}(\chi) & \mathbf{Z}^{22}(\chi) \end{bmatrix},
\]
where \( \mathbf{Z}^j(\chi) \) represent four \( N \times N \) square matrices having components given by
\[
\mathbf{Z}^{11}(\chi) = e^{-\chi \mathbf{S}_m^{11}(L_m, \chi)} - \delta_{mm},
\]
\[
\mathbf{Z}^{12}(\chi) = e^{-\chi \mathbf{S}_m^{12}(L_m, \chi)} - \delta_{mm},
\]
\[
\mathbf{Z}^{21}(\chi) = e^{-\chi \mathbf{S}_m^{21}(L_m, \chi)} + \mathbf{C}_m \mathbf{G}_m(L_m, \chi),
\]
\[
\mathbf{Z}^{22}(\chi) = e^{-\chi \mathbf{S}_m^{22}(L_m, \chi)} + \mathbf{C}_m \mathbf{G}_m(L_m, \chi) - \delta_{mm}.
\]

The solutions of (20) will be referred to as relaxation modes, or just “modes” if confusion with normal resonator modes is improbable. The associated eigenvalues, \( \chi_q \), are the roots of the Jacobian determinant:
\[
\det \mathbf{Z}_N(\chi) = 0.
\]

We can deduce some properties of the solutions of (20) without explicit calculation. Since \( G_m(L_m, \chi) \) is of order \( \beta_0^{-\chi} \) it is negligible except for very large \( \chi \). Also, since under the conditions discussed at the end of section A, the coefficients \( S_{nm} \) are likewise anticipated to be small, we have
\[
\mathbf{Z}^{12}(\chi) \approx 0.
\]
\( Z_N(\chi) \) is then approximately of triangular form, so that (20)-(23) yield
\[
\mathbf{Z}^{11}(\chi) i(0) \approx 0,
\]
\[
\mathbf{Z}^{21}(\chi) i(0) + \mathbf{Z}^{22}(\chi) \varphi(0) \approx 0.
\]

The non-trivial solutions of (26a), which satisfy \( i(0) \neq 0 \), also satisfy
\[
\det \mathbf{Z}_N(\chi) = 0.
\]

\( \varphi(0) \approx -\mathbf{Z}^{22}(\chi)^{-1}\mathbf{Z}^{21}(\chi) i(0). \)

These solutions constitute a group of relaxation modes that are of mixed intensity-phase character, as indicated by (27b). For convenience, we named this group “\( \Phi \)” (for “mixed”) relaxation modes.

The trivial solutions of (26) satisfy,
\[
i(0) \approx 0, \quad Z(\chi) \varphi(0) \approx 0, \quad \det Z(\chi) \approx 0.
\]

These are essentially pure phase fluctuations, to which we refer as “\( \Phi \)” relaxation modes. Numerical solutions of (20) have confirmed the existence of the two mode groups for small arrays, but how well this classification applies to larger arrays depends on how well the latter satisfy (25). This remains to be seen.

We proceed now with evaluation of the coefficients \( G_m^0(\chi) \). We restrict ourselves to relatively low orders of relaxation modes so that terms in \( \beta_0^{-\chi} \), \( g_m^1(z) \) etc., can be neglected. This does not affect the solutions we are interested in, which have instabilities in modes of relatively low order compared to the frequencies characterizing the omitted terms. This approximation permits explicit expressions to be obtained for all coefficients \( G_m^0(\chi) \) if in addition we neglect pump depletion, so that \( \partial I_p/\partial \tau = 0 \), then \( I_m(z) \rightarrow I_m \) and \( \tau_p(z) \rightarrow \tau_p \) are independent of \( z \).

Subject to the given conditions, integration of (15b) and using (19), yields
\[
G_m^0(z, \chi) = \frac{B_m(0, \chi)}{B_m(z, \chi)}, \quad G_m^0(z, \chi) = 0.
\]

\( G_m^0(z, \chi) \) is evaluated by integrating (15c), as follows:
\[
G_m^0(z, \chi) = \frac{\omega_0 \eta_2}{c} \int_0^z I_m(z') G_m^0(z', \chi) dz',
\]
\[
- \frac{\omega_0 \tau}{c} \int_0^z g_m(z') I_m(z') B_m(z', \chi) G_m^0(z', \chi) dz'.
\]

Carrying out the integrations yields,
\[
G_m^0(z, \chi) = \frac{\omega_0 \eta_2}{c} \frac{B_m(0, \chi)}{g_0} \left( \tau_p \log \left( \frac{B_m(0, \chi)}{B_m(z, \chi)} \right) + \right.
\]
\[
\left. \frac{1}{2} \int_0^z g_m(z') I_m(z') B_m(z', \chi) G_m^0(z', \chi) dz' \right)
\]
\[
\frac{I_s(z) - I_s(0)}{I_{sat}} = \frac{\alpha_0 R}{c e_{\nu}} \left( 1 - \frac{B_n(0, \chi)}{B_n(z, \chi)} \right).
\] (30)

For \( G_{22}^e(z, \chi) \) we trivially obtain from (15c) and (19),
\[
G_{22}^e(z, \chi) = 1.
\] (31)

D. Application to single-element array

For a globally coupled array of \( N \) perfectly identical amplifiers, so that \( L_0, s_n, t_n \rightarrow L, s, t \) and \( \tau_{j_{s/n}} \rightarrow \tau_c \), we find \( C_{nm} = N^{-1} \) and \( S_{nm} = 0 \). Eqs.(23) then reduce to
\[
\begin{align*}
Z_{nm}^{11}(\chi) &= N^{-1} e^{-\chi \tau_c} G_{11}^m(L_m, \chi) - \delta_{nm}, \\
Z_{nm}^{12}(\chi) &= N^{-1} e^{-\chi \tau_c} G_{12}^m(L_m, \chi) = 0, \\
Z_{nm}^{22}(\chi) &= N^{-1} e^{-\chi \tau_c} G_{22}^m(L_m, \chi) - \delta_{nm}.
\end{align*}
\] (32)

For \( N=1 \), \( Z_t(\chi) \) becomes
\[
Z_t(\chi) = \begin{bmatrix}
  e^{-\chi \tau_c} G_{11}^1(L, \chi) - 1 & 0 \\
  e^{-\chi \tau_c} G_{12}^1(L, \chi) & e^{-\chi \tau_c} - 1
\end{bmatrix}.
\] (33)

Because this is rigorously of triangular form, the characteristic equation for each mode group is obtained by equating the diagonal elements to zero. Defining \( R_\ell = (U_1V_\ell)^2 \), then from (5), \( R_\ell = I(0)/I(L) \); the “M” relaxation modes satisfy,
\[
e^{\chi \tau_c} = \frac{1 + \chi \tau_p + I(0)/I_{sat}}{1 + \chi \tau_p + I(0)/(I_{sat} R_\ell)}.
\] (34a)

For “Φ” relaxation modes, we have
\[
e^{\chi \tau_c} = 1.
\] (34b)

Since \( R_\ell < 1 \), Eqs.(34) have no solutions for \( \chi \) that have a positive real part, so that the single-fiber ring laser is predicted to have stable stationary states, which is consistent with the physical model.

The solutions of (34b) are undamped cavity modes:
\[
\chi_q = \pm \frac{2q\pi}{\tau_c}, \quad q = 0, 1, 2, \ldots
\] (35)

This expression makes sense, because a pure phase fluctuation does not affect the state of the medium (within our approximation) either in propagation, or for \( N=1 \), in the feedback coupling.

E. Application to \( N > 1 \) arrays

We now give numerical results for arrays of amplifiers of different lengths, although only the case of equal external delays, \( s_n \), will be considered. These are sensitive to the location of \( \omega_0 \), relative to a peak in power, \( \omega_0 \). Unless \( \omega_0 \) is located at a peak, no stable stationary solutions were found, which may be explained by observing that for an off-peak value of \( \omega_0 \) the perturbation side-band nearest the peak is anticipated to have higher gain, so that the former serves as attractor. In the following figures, \( \omega_0 \) was always evaluated at a power peak.

Fig.3 shows a typical plot of the first 500 eigenvalues of an \( N=2 \) array, obtained by numerical solution of (24). The case shown corresponds to a relatively low power level, making it stable, since all solutions satisfy \( \text{Re} \chi_q < 0 \). The fluted structure reflects the quasi-periodic nature of the resonator, for which the fiber lengths were arbitrarily chosen as \( L_1 = 10 \text{ m}, L_2 = 9.9 \text{ m} \). In fact, the peaks in the figure correspond to peaks in the cavity eigenvalue as function of frequency. As the pump power is increased the peaks rise until solutions with positive real parts appear in increasing numbers. We use an \( N=3 \) array next to illustrate instability in detail.

Figs.4-6 for \( N=3 \) show clearly the effect of nonlinearities on stability, where the length of the additional amplifier is 10.013 m. Fig. 4 was
computed assuming purposefully unphysical values of the nonlinear constants and pump power, \(n.l.\) \(n_2 = J = 0\) and 10 kW per amplifier, for reasons of illustration. Since all eigenvalues have negative real parts, the system is stable, even with the given high pump level (note that plots with lower pump levels were similar). Fig.5 shows the eigenvalues of the same three-element system, but with normal values for the nonlinear constants, and it is pumped at 50 W per amplifier. Since all eigenvalues have again negative real parts, it is again stable; in fact the two figures show no discernible difference.

The final figure, Fig.6, depicts the same system as Fig.5, also with actual values of the nonlinear constants, but it is pumped at 1 kW per amplifier. It is unambiguously seen to be unstable. The dynamics of the system would be chaotic in this case. Unstable relaxation modes actually began to appear at much lower powers (at a hundred or a few hundred watts in our calculations, which depends e.g. on array size), but if there are only a few such modes the interpretation is less clear, and properties like the variation between the peaks are not as evident. In particular, it was easier to distinguish effects that could be artifacts of numerical error from physically meaningful effects at high power. The results for the \(N=1\) array and those shown in Figs.4-6 supply strong evidence in support of the physical model described in the Introduction. Moreover, it is significant that the predicted range of power levels at which the instabilities appear are in the neighborhood of experimental values, since if this theory were wrong these could easily be in disagreement by various orders of magnitude.

### III. DISCUSSION

We proposed a physical mechanism for dynamic instability in passively phased high-power fiber amplifier arrays that is associated with nonlinear properties of the refractive index of the amplifier media. Since the mechanism involves collective array properties that relate the feedback efficiency by an external cavity to the phase synchronization of the array, this instability is intrinsic to arrays of at least two elements. We have referred to it as a self-Q-switching instability because, in contrast to conventional laser cavities [30], in this system the cavity Q-value is hyper-sensitive to fluctuations in the phases of the array fields.

The predictions of the physical model were confirmed by a first-order perturbation analysis of the continuous wave state of a ring-geometry cavity. This analysis, which includes interaction of the signal field and population fluctuations, but not the effect of pump fluctuations, predicted results in complete qualitative agreement with the physical model. In addition, the predicted power levels at which instability sets in appear to fall within the range of experimental observations. The physical model, however, strongly suggests that the described
mechanism applies to a much wider range of passive phasing systems than the ring cavity modeled, including those of superposition architecture.

We have not presented the detailed properties of the relaxation modes, but one feature deserves mention. We noticed that the synchronous phasing quality tends to be maintained. This was observed experimentally [22], where in cases of chaotic output the reduction of side lobes in the far-field was maintained. In this case a predicted property close to steady state remains present when pulsations are more violent. Synchronization in the chaotic regime has been studied in arrays of semiconductor lasers [32].

Since we believe to have established in this paper a causal connection between nonlinearity and a predicted Q-switching instability, we suggest that mitigation of the latter can to a large measure be accomplished by known means of mitigating other nonlinear effects. These include the use of shorter fiber lengths, the reduction of the effective amplifier length by means of counter pumping [33], the use of large mode area (LMA) fibers [34], and multi-tone amplification [35], or other means. Some of those methods would also reduce the magnitude of the coupling elements, $S_{nn}$, such as by reduction of external path differences and nonlinearity of the amplifiers. Since all these suggestions have in common that they improve the quality of steady-state operation, by focusing on that requirement, one may also improve the prospects for dynamic stability.

Possessing full numerical solutions of the nonlinear equations is desirable, and we are working to develop the tools for that. However, we have not investigated the present linearized model to its full potential. The numerical solutions have been carried out for arrays of up-to only three amplifiers because of the significant numerical challenge involved, but treating larger arrays should be possible using other numerical techniques. At the single fixed fiber-length set, the three-element array was found to turn unstable at lower power levels than the two-element array, and we anticipate this to be a trend as the array size increases. Another limitation is that we have not reported on the comparative importance of the two kinds of index nonlinearity. Lastly, the investigation of the two relaxation mode groups that we labeled “M” and “Φ” is incomplete. The plots of Fig.3 onwards do not show that solutions came in pairs, but with separations that were too small to be resolved on the plots. This could be a manifestation of the above two mode groups, or an artifact of small numerical errors in the determination of the steady state solution. However, evidence that it may be the former is the presence of a slight kink in the plots of Figs.4 and 5. In other plots, two distinct branches would sometimes emerge from an apparent single branch, indicating the presence of a bifurcation, with one branch soon abruptly terminating. The latter suggests that the computer jumped between branches at that point due to insufficient precision in the choice of the initial estimate of the root, which could be resolved by refining our computational technique. We don’t expect, however, that any of the conclusions reported here will be substantively altered.
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