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$\text{Measurement of the Ratio } \sigma_{ti}/\sigma_Z/'^{\gamma^*}->ti \text{ and Precise Extraction of the } ti \text{ Cross Section}$
We report a measurement of the ratio of the $t\bar{t}$ to $Z/\gamma^*\rightarrow ll$ production cross sections in $\sqrt{s} = 1.96$ TeV $p\bar{p}$ collisions using data corresponding to an integrated luminosity of up to 4.6 fb$^{-1}$, collected by the CDF II detector. The $t\bar{t}$ cross section ratio is measured using two complementary methods, a $b$-jet tagging measurement and a topological approach. By multiplying the ratios by the well-known theoretical $Z/\gamma^*\rightarrow ll$ cross section predicted by the standard model, the extracted $t\bar{t}$ cross sections are effectively insensitive to the uncertainty on luminosity. A best linear unbiased estimate is used to combine both measurements with the result $\sigma_{t\bar{t}} = 7.70 \pm 0.52$ pb, for a top-quark mass of 172.5 GeV/$c^2$.
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We describe two measurements of the $t\bar{t}$ cross section ($\sigma_{t\bar{t}}$), one based on $b$-jet tagging, where backgrounds are reduced using a $b$-hadron identification technique, and the other a topological approach, which uses event kinematics to distinguish $t\bar{t}$ events from backgrounds. Measurements of the $t\bar{t}$ cross section test perturbative QCD at high energy, and serve as a probe for possible new physics [1]. Because of the top quark’s unusually large mass compared to other fermions, it is possible that the top quark plays some special role in electroweak symmetry breaking [2]. This new physics can manifest as an enhancement, or even deficit, in the rate of top-quark pair production. Measurements of the $t\bar{t}$ cross section serve as tests of these possible new physics processes and can place stringent limits on these models.

Previous related cross section measurements have uncertainties larger than 10% and have used less than or equal to an integrated luminosity of $1 \text{fb}^{-1}$ [3–5]. The measurements presented in this Letter use up to 4.6 $\text{fb}^{-1}$ of collected data, enough to be limited by systematic uncertainties. The largest systematic uncertainty for both measurements results from the uncertainty on the integrated luminosity. To reduce the luminosity uncertainty on the $t\bar{t}$ cross section measurement, the $Z/\gamma^* \to ll$ cross section is measured in the same corresponding data sample and the ratio of the $t\bar{t}$ to $Z/\gamma^* \to ll$ cross sections calculated. The $t\bar{t}$ cross section is determined by multiplying the ratio by the theoretical $Z/\gamma^* \to ll$ cross section predicted by the standard model. This replaces a 6% uncertainty from the measured luminosity with a 2% uncertainty from the theoretical $Z/\gamma^* \to ll$ cross section. This is the first application of this technique to a $t\bar{t}$ cross section measurement, and the combination of the two $t\bar{t}$ cross section measurements has a precision of 7%.

Events are collected at the Collider Detector Facility (CDF) at Fermi National Accelerator Laboratory [6,7]. The components relevant to these cross section measurements include the silicon tracker, the central outer tracker (COT), the electromagnetic and hadronic calorimeters, the muon detectors, and the luminosity counters.

At the Tevatron, the top quark is expected to be produced mostly in pairs through quark-antiquark annihilation and gluon fusion [1]. Assuming unitarity of the three-generation Cabibbo-Kobayashi-Maskawa matrix, top quarks decay almost exclusively to a $W$ boson and a bottom quark. Because of this, the signature of $t\bar{t}$ events in the detector is determined by how the $W$ bosons decay. The analyses presented here identify $t\bar{t}$ events using the decay of one $W$ boson to quarks and the other to a lepton and a neutrino.

Candidate $t\bar{t}$ events are first collected through central high-$p_T$ lepton triggers [7,8]. Each event is required to have a single high-$p_T$ electron or muon. Tau-lepton reconstruction has lower purity and therefore taus are not specifically selected, though some events pass selection when a tau decays leptonically. Electrons are required to be central and have a track in the COT along with a large clustered energy deposit in the electromagnetic calorimeter ($E_T > 20 \text{ GeV}$ and $|\eta| < 1.1$), with little energy in the hadronic calorimeter. Muons are required to have a high-$p_T$ track in the COT ($p_T > 20 \text{ GeV}$ and $|\eta| < 0.6$), a small amount of minimum-ionizing energy in the calorimeters, and associated set of hits in the muon detectors. Events are required to have a large amount of missing transverse energy as evidence of a neutrino from the $W$-boson decay: $E_T > 25(35) \text{ GeV}$ for the $b$-jet tagging (topological) measurement [9]. At least three reconstructed jets are required, where a jet is identified using a fixed cone algorithm of radius $R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.4$ [10]. Each jet is required to have transverse energy $E_T > 20 \text{ GeV}$ and $|\eta| < 2$. To reduce contamination by background processes, the $b$-jet tagging measurement requires at least one identified $b$-quark jet, in which some tracks in the jet are found to come from a secondary vertex, displaced from the primary vertex, due to the longer lifetime of a $b$ hadron [11]. To further reduce background, an additional requirement is placed on the scalar sum ($H_T$) of the transverse energy of the lepton, $E_T$, and jets ($H_T > 230 \text{ GeV}$) for the $b$-jet tagging measurement.

There are several physics processes which can mimic a $t\bar{t}$ event in the selected data sample, such as $W + $jets, $Z + $jets, diboson ($WW$, $ZZ$, $WZ$), electroweak produced top quarks (single top), and QCD multijet (MJ) processes. The $b$-jet tagging and topological measurements differ in their approaches to reducing and normalizing these backgrounds. We first discuss the $b$-jet tagging and the topological measurements, and then the $Z/\gamma^* \to ll$ cross section and ratio.

The $b$-jet tagging measurement uses a mixture of data and Monte Carlo (MC) techniques to estimate the contribution of each process. Backgrounds are initially calculated before requiring a $b$-tagged jet (pretag), and the predicted number of $b$-tagged events is then derived from the pretag estimate. For the pretag prediction, $Z + $jets, diboson, and single top quark events are generated using ALPGEN, PYTHIA, and MADEVENT, respectively, where PYTHIA is used to model parton showering and the underlying event for all generated samples [12–16]. CTEQ6.6 parton distribution functions (PDF) are used in all MC simulations [17]. CDFSIM, a GEANT-based simulation, is used to model the CDF detector response [18,19]. The $Z + $jets, diboson, and single top quark events are normalized to their respective theoretical cross sections [20,21]. QCD multijet background is difficult to model using MC simulations, and therefore a data-driven approach is taken, which is described in the cited literature [22]. Acceptance of $t\bar{t}$ events is modeled by PYTHIA, where the pole mass of the top quark ($M_t$) is set to 172.5 GeV/$c^2$. The $t\bar{t}$ cross section, for the pretag estimate, is preliminarily set to the standard model expectation [1]. The contri-
bution from $W + \text{jets}$ is normalized to the total number of pretag events in data minus the estimate for $t\bar{t}$, QCD multijet, diboson, single-top, and $Z + \text{jets}$ events. With the pretag estimate for all processes in hand, the number of events with at least one $b$-tagged jet for $Z + \text{jets}$, diboson, and single-top events is found by applying a MC-based tagging efficiency to all pretag estimates. For $W + \text{jets}$, the relative fraction of jets associated with heavy flavor (HF) is found to be underpredicted in the MC simulation. A correction factor, to be applied on all the $W + \text{jets}$ samples, is obtained using the experimental data by measuring the $W + \text{HF}$ content in $W + \text{single jet}$ events, using an artificial neural network (ANN) trained to discriminate HF from light flavor (LF) jets, and comparing it to the prediction for the corresponding simulated samples [23,24]. The number of $W$ plus HF events with at least one $b$-tagged jet is estimated by applying this correction factor and a tagging efficiency to the predicted number of pretag $W + \text{HF}$ events. Events with a $W$ boson associated with LF jets enter into the data sample when a jet is wrongly identified as a HF jet (mistagged jet). This is the result of poorly reconstructed tracks in the detector which happen to form a displaced secondary vertex, and is difficult to model in the simulation. Instead, the probability that a jet is mistagged is determined using independent multijet data and parametrized by $E_T$, $\eta$, $\phi$, number of tracks in the jet, and sum of the $E_T$ in the detector. The fraction of mistagged events in the $b$-tagged data sample is found by applying the mistag parametrization to the pretag data. The number of QCD multijet events with a $b$-tagged jet is calculated in the same manner as the pretag multijet estimate.

To measure the $t\bar{t}$ cross section, a likelihood is formed from the data, the $t\bar{t}$ cross section, and the predicted background for that cross section. Using collected data corresponding to an integrated luminosity of 4.3 fb$^{-1}$, the result is $\sigma_{t\bar{t}} = 7.22 \pm 0.35_{\text{stat}} \pm 0.56_{\text{syst}} \pm 0.44_{\text{hunc}}$ pb. The predicted number of events for each background process, along with the number of expected $t\bar{t}$ events at the measured cross section, is shown compared to data in Fig. 1. The largest systematic uncertainties, shown in Table I, come from the measured luminosity, the correction to the $W + \text{HF}$ background, and the $b$-tag modeling in the simulation.

The topological measurement uses an ANN to discriminate $t\bar{t}$ events from background by exploiting differences in their kinematics [23]. Because of the large mass of the top quark, $t\bar{t}$ events are more energetic, central, and isotropic compared with the dominant backgrounds such as $W + \text{jets}$ and QCD multijet events, whose kinematics are more influenced by the boost from the momentum distribution of the colliding partons. To exploit these kinematic differences, seven different kinematic distributions are used as an input to an ANN: $H_T$; the aplanarity [25] of the event; $\sum p_z / \sum E_T$ of jets; $\sum E_T$ of jets excluding the two highest $E_T$; minimum invariant mass between 4-vectors of any two jets; minimum angle between any two jets; and the maximum $|\eta|$ of any jet. $W + \text{jets}$ events are the dominant background process in the pretag data sample, and therefore the ANN is trained using only $t\bar{t}$ and $W + \text{jets}$ simulated samples. Templates of the ANN output distributions are obtained from PYTHIA $t\bar{t}$ and ALPGEN $W + \text{jets}$ MC samples, as well as the same data-derived model for QCD multijet background as in the $b$-jet tagging measurement. The templates are fit to the ANN output distribution of data events. The absolute normalizations of the $W + \text{jets}$ and $t\bar{t}$ distributions are considered unknown and allowed to float in the fit. The QCD multijet normalization is obtained using a similar method to the $b$-jet tagging measurement. The templates are used in a binned likelihood fit of the ANN output to extract the $t\bar{t}$ cross section. Figure 2 shows the output of the ANN for signal and background templates fit to the data.

### Table I. Systematic uncertainties ($\Delta \sigma/\sigma\%$) on the measured $t\bar{t}$ and $Z/\gamma^* \rightarrow ll$ cross sections.

<table>
<thead>
<tr>
<th>Systematic</th>
<th>$t_\text{tag}$</th>
<th>$t_\text{ANN}$</th>
<th>$Z/\gamma^* \rightarrow ll$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity</td>
<td>6.1</td>
<td>5.8</td>
<td>5.9</td>
</tr>
<tr>
<td>$b$-tag modeling</td>
<td>4.7</td>
<td>4.0</td>
<td>4.0</td>
</tr>
<tr>
<td>$W + \text{HF}$ correction</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>4.1</td>
<td>2.9</td>
<td>2.9</td>
</tr>
<tr>
<td>Monte Carlo generator</td>
<td>2.7</td>
<td>2.6</td>
<td>2.6</td>
</tr>
<tr>
<td>Initial or final state radiation</td>
<td>0.6</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>PDF</td>
<td>0.6</td>
<td>0.9</td>
<td>1.4</td>
</tr>
<tr>
<td>Background shape model</td>
<td>0.2</td>
<td>1.9</td>
<td>0.3</td>
</tr>
<tr>
<td>Lepton ID or trigger</td>
<td>1.3</td>
<td>1.3</td>
<td>1.1</td>
</tr>
<tr>
<td>Total</td>
<td>10.0</td>
<td>7.5</td>
<td>6.2</td>
</tr>
<tr>
<td>Total $\sigma_{t\bar{t}}/\sigma_{Z/\gamma^* \rightarrow ll}$</td>
<td>8.2</td>
<td>4.7</td>
<td>4.7</td>
</tr>
</tbody>
</table>
Using collected data corresponding to an integrated luminosity of 4.6 fb⁻¹, the result of the topological measurement is \( \sigma_{\ell} = 7.71 \pm 0.37_{\text{stat}} \pm 0.36_{\text{syst}} \pm 0.45_{\text{lum}} \text{ pb} \). Because \( b \) tagging is not used in this measurement, it is insensitive to two of the largest sources of systematic uncertainty of the \( b \)-jet tagging measurement, as shown in Table I.

The large luminosity uncertainty on the \( tt \) cross section measurements, which is due to the uncertainty on the inelastic \( pp \) cross section and acceptance of the luminosity counters, can be effectively removed by measuring them relative to the inclusive \( Z/\gamma^{*} \rightarrow \ell\ell \) cross section, and multiplying by the theoretical \( Z/\gamma^{*} \rightarrow \ell\ell \) cross section. The uncertainties on the theoretical and measured \( Z/\gamma^{*} \rightarrow \ell\ell \) cross sections are propagated to the final \( tt \) cross section measurement, but are small compared to the luminosity uncertainty.

The inclusive \( Z/\gamma^{*} \rightarrow \ell\ell \) cross section is measured using consistent trigger requirements and lepton identification with the corresponding \( tt \) cross section measurement so that the integrated luminosity is the same. Because silicon tracking is not always active during detector operation, the \( b \)-jet tagging measurement uses a slightly smaller integrated luminosity than the topological measurement. Therefore, the \( Z/\gamma^{*} \rightarrow \ell\ell \) cross section is measured for two nonidentical data samples.

Events are selected using two oppositely charged electrons or muons with an invariant mass \( (M_{\ell\ell}) \) between 66 and 116 GeV/\( c^2 \). The \( Z/\gamma^{*} \rightarrow \ell\ell \) signal acceptance is modeled by an inclusive PYTHIA MC simulation where \( Z/\gamma^{*} \) decays to \( e^-e^+ \) and \( \mu^-\mu^+ \) final states. Although the \( Z/\gamma^{*} \rightarrow \ell\ell \) process is a clean signal, there are some small backgrounds from diboson, \( t\bar{t}, W + \) jet, and \( Z/\gamma^{*} \rightarrow \ell\ell \) events from outside the mass range. Diboson and \( t\bar{t} \) contributions are modeled from inclusive PYTHIA MC calculations and fixed to their respective theoretical cross sections [1,20]. A small number of QCD multijet and \( W + \) jets events pass through selection when at least one jet is misreconstructed as a lepton. We estimate this contribution by studying like-charge events in data that pass our event selection.

The measured cross section times branching ratio for \( Z/\gamma^{*} \rightarrow \ell\ell \) events in the invariant mass range of 66–116 GeV/\( c^2 \) is \( \sigma_{Z/\gamma^{*} \rightarrow \ell\ell} = 247.8 \pm 0.8_{\text{stat}} \pm 4.4_{\text{syst}} \pm 14.6_{\text{lum}} \text{ pb} \) for the integrated luminosity used in both the \( b \)-jet-tagging and topological measurements. This is consistent with the standard model prediction \( \sigma_{Z/\gamma^{*} \rightarrow \ell\ell} = 251.3 \pm 5.0 \text{ pb} \) [7]. The largest systematic uncertainty on the measured \( Z/\gamma^{*} \rightarrow \ell\ell \) cross section comes from the measured luminosity, as shown in Table I.

The measured ratio of the \( tt \) to \( Z/\gamma^{*} \rightarrow \ell\ell \) cross sections for the \( b \)-tagging (topological) measurement is \( 2.77 \pm 0.15_{\text{stat}} \pm 0.25_{\text{syst}} (3.12 \pm 0.15_{\text{stat}} \pm 0.16_{\text{syst}}) \). Multiplying this ratio by the theoretical \( Z/\gamma^{*} \rightarrow \ell\ell \) cross section, the \( tt \) cross sections using \( b \)-tagging and event topologies are \( \sigma_{\ell} = 7.32 \pm 0.36_{\text{stat}} \pm 0.59_{\text{syst}} \pm 0.14_{\text{theory}} \text{ pb} \) and \( \sigma_{\ell} = 7.82 \pm 0.38_{\text{stat}} \pm 0.37_{\text{syst}} \pm 0.15_{\text{theory}} \text{ pb} \), respectively. The luminosity systematic uncertainty for both measurements has been replaced by a small uncertainty from the theoretical \( Z/\gamma^{*} \rightarrow \ell\ell \) cross section. The correlations between the uncertainties in lepton identification, trigger efficiencies, and parton distribution functions for the \( tt \) and \( Z/\gamma^{*} \rightarrow \ell\ell \) cross section measurements are positive and have been taken into account in the ratio. As jets are not used in the measurement of the \( Z/\gamma^{*} \rightarrow \ell\ell \) cross section, all other systematic uncertainties are found to be independent.

The two measurements are combined using a best linear unbiased estimate [26]. A covariance matrix is constructed from statistical and systematic uncertainties for each result. The matrix is inverted to extract a weight for each of the two results, and the results are combined using the corresponding weight. The combined cross section for \( tt \) production is \( \sigma_{tt} = 7.70 \pm 0.52 \text{ pb} \) for a top-quark mass \( M_{t} = 172.5 \text{ GeV}/c^2 \). The result is consistent with the standard model next-to-leading order prediction \( \sigma_{tt} = 7.45^{+0.72}_{-0.62} \text{ pb} \) [1].
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[8] CDF uses a cylindrical coordinate system with the z axis along the proton beam axis. Pseudorapidity is \( \eta = -\ln[\tan(\theta/2)] \), where \( \theta \) is the polar angle, and \( \phi \) is the azimuthal angle relative to the proton beam direction, while \( p_T = |p| \sin(\theta) \), \( E_T = E \sin(\theta) \).
[9] Missing transverse energy \( E_T \) is defined as the magnitude of the vector \( -\sum_i E_i \hat{n}_i \), where \( E_i \) are the magnitudes of transverse energy contained in each calorimeter tower \( i \) and \( \hat{n}_i \) is the unit vector from the interaction vertex to the tower in the transverse \((x, y)\) plane.