Exact and efficient calculation of Lagrange multipliers in biological polymers with constrained bond lengths and bond angles: Proteins and nucleic acids as example cases
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Abstract

In order to accelerate molecular dynamics simulations, it is very common to impose holonomic constraints on the hardest degrees of freedom. In this way, the time step used to integrate the equations of motion can be increased, thereby, in principle, allowing longer total simulation times. The imposition of such constraints results in an additional set of \( N_c \) equations (the equations of constraint) and unknowns (their associated Lagrange multipliers), whose solution is closely related to any algorithm implementing the constraints in Euclidean coordinates. In this work it is shown that, due to the essentially linear structure of typical biological polymers, such as nucleic acids or proteins, the algebraic equations that need to be solved involve a matrix which is not only sparse, but also banded if the constraints are indexed in a skillful way. This allows the Lagrange multipliers to be obtained through a non-iterative procedure, which can be considered exact up to machine precision, and which takes \( O(N_c) \) operations, instead of the usual \( O(N_c^3) \) for generic molecular systems. We develop the formalism, and describe the appropriate indexing for a number of simple model molecules and also for alkanes, proteins and DNA. Finally, we provide a numerical example of the technique in a series of polyalanine peptides of different lengths using the AMBER force field. Although it is well known that a use of the Lagrange multipliers without any modification in the solution of the underlying ordinary differential equations yields unstable integration algorithms, the central role of these quantities makes their efficient calculation useful for the improvement of methods that correctly enforce the exact satisfaction of the constraints at each time step. We provide several examples of this.

∗Email: garcia.risueno@gmail.com
1 Introduction

Due to the high frequency of the fastest internal motions in molecular systems, the discrete time step for molecular dynamics simulations must be very small (of the order of femtoseconds), while the actual span of biochemical processes typically require the choice of relatively long total times for simulations (e.g., from microseconds to milliseconds for protein folding processes). In addition, since biologically interesting molecules (such as proteins and DNA) consist of thousands of atoms, their trajectories in configuration space are essentially chaotic, and therefore reliable quantities can be obtained from the simulation only after statistical analysis. In order to cope with these two requirements, which necessitate the computation of a large number of dynamic steps in order for predictions to be made, great effort is being made towards both hardware and software solutions. In fact, it is only very recently that simulations for interesting systems of hundreds of thousand of atoms in the millisecond scale are starting to become affordable, since, as already mentioned, the main limitation of these computational techniques is the large difference between the elemental time step used to integrate the equations of motion and the total time span needed to obtain useful information. In this context, strategies to increase the time step are very valuable.

A widely used method to this end is to constrain some of the internal degrees of freedom of a molecule (typically bond lengths, sometimes bond angles and rarely dihedral angles). For a Verlet-like integrator, stability requires the time step to be at least about five times smaller than the period of the fastest vibration in the studied system. Here is where constraints come into play. By constraining the hardest degrees of freedom, the fastest vibrational motions are frozen, and thus larger time steps still produce stable simulations. If constraints are imposed on bond lengths involving hydrogens, the time step can typically be increased by a factor of 2 to 3 (from 1 fs to 2 or 3 fs). Constraining additional internal degrees of freedom, such as heavy atoms bond lengths and bond angles, allows even larger timesteps, but one has to be careful since, as more and softer degrees of freedom are constrained, the more likely it is that the physical properties of the simulated system could be severely distorted.

Essential ingredients in the calculation of the forces produced by the imposition of constraints are the so-called Lagrange multipliers, and their efficient numerical evaluation (or that of related quantities, as modified Lagrange multipliers which avoid any drift on constraints) is therefore of the utmost importance. In this work, we show that the fact that many interesting biological molecules are essentially linear polymers allows the Lagrange multipliers to be calculated in order $N_c$ operations (for a molecule where $N_c$ constraints are imposed) in an exact (up to machine precision), non-iterative way. Moreover, we provide a method to do so which is based on a skilful ordering of the constraints indices, and in a recently introduced algorithm for solving linear banded systems.

There exist some previous works which comment that solving this kind of linear problems (or related ones) is costly (but without giving further details), and some other
works explicitly state that such a computation must take $O(N^3)$ or $O(N^2)$ operations. We prove here that this can be done in $O(N_c)$ steps.

In a more related family of works, linear algebra techniques for sparse systems have been used to tackle the problem of constrained molecular dynamics in the same spirit as this work. The most prominent examples use sparse linear algebra codes (SPARSPAK and MA28) to achieve more efficient matrix factorizations. They use a matrix equation similar to the one appearing in SHAKE, which is derived from the equation $\sigma(t + \Delta t) = 0$. Then, the sparse algebra algorithms reorder the rows and columns of this matrix in a way which makes Gaussian elimination efficient (i.e., which generates few fill-ins). Simpler sparse techniques are used in other methods, as those in Ref. 12, 24, 26–28. In the constant matrix approximation introduced in Ref. 12, small value entries of the inverse of a given sparse matrix are neglected, and this sparse approximation to the inverse is used in an iterative procedure in the search for modified Lagrange Multipliers which satisfy the constraints without any drift. In P-SHAKE, the sparseness of some different but related matrices is also used to accelerate the computation of matrix-vector products with the same aim. In a parallel implementation of the well-known SHAKE method, a conjugate gradient minimization step is made efficient due, again, to sparse matrix-vector products. Coming to not only sparse systems but banded ones, we can mention the work by Mazars, who showed that the Lagrange multipliers can be computed analytically for the simple linear chain by inverting a tridiagonal matrix (a particular case of the more general calculations introduced in the present paper). The method known as MILC-SHAKE, takes the efficient inversion of this tridiagonal matrix to the practical arena, introducing a method to implement constraints based on SHAKE. However, this method, as the calculations in Ref. 29, is only applicable to a very small family of systems (linear chains and rings). MILCH-SHAKE neglects small entries in the coordinate matrix to invert so that it is tridiagonal, and uses its solution as starting guess for an iterative procedure. Also, in Ref. 30, the overdamped Langevin dynamics of a molecular system is considered, and a banded matrix appears which involves the constraints as well as the friction. This matrix, which is different from the one discussed in this work, can also be inverted using similar techniques. It is also worth mentioning that the idea of avoiding operating on zeros to reduce the scaling of the solution of sparse systems has a long history and has been used in other contexts. For example, in Ref. 31, the “nested dissection” method is introduced. This approach is related to the solution of a linear system related to a finite-differences problem in a regular mesh, and the matrix $A$ to invert is $N \times N$, with $N = (n + 1)^2$, being $n$ the size of the mesh. Since each row/column of this matrix contains approximately $n \approx N^{1/2}$ non-zero elements, the solution of the associated linear system needs of the order of $n^3$ operations, or $N^{3/2}$, which is harsher than the case of a linear polymer presented in our work, in which we have an $N$-independent number of non-zero elements per row/column, and hence can achieve order $N$ scaling. Also, a theorem by Rose mentioned in this work indicates that our approach is close to optimal for the given problem we are dealing with. Finally, in the field of robot kinematics, many $O(N_c)$ algorithms have been devised to deal with different aspects of constrained physical systems (robots in this case), but none of them tackles the exact calculation of the Lagrange multipliers themselves.

In summary, despite these previous developments along similar lines to the one followed in this work, as far as we are aware, the method introduced here represents the first time in which the matrix to invert in order to find the Lagrange multipliers is explicitly...
constructed for a general biological polymer, in such a way that it is not only sparse but also banded, therefore allowing to solve the associated linear problem in just $O(N_c)$ steps.

This work is structured as follows. In sec. 2, we introduce the basic formalism for the calculation of constraint forces and Lagrange multipliers. In sec. 3, we apply the introduced technique to a series of polyalanine peptides using the AMBER force field, comparing the relative efficiency between the calculation of the Lagrange multipliers in the traditional way ($O(N^3_c)$) and in the new way presented here ($O(N_c)$). It is also worth pointing out that it is well-known that the use of the exact Lagrange multipliers (the ones computed by the new method discussed in this work) to solve the underlying ordinary differential equations behind the differential-algebraic problem introduced in sec. 2 produces unstable algorithms in which the system abandons the constrained subspace $^{19,30,36}$. However, the Lagrange multipliers and the matrix that needs to be inverted to find them are quantities that are intricately related with every formalism dealing with constraints, therefore participating of the methods that do solve the problem correctly, i.e., exactly enforcing the constraints at each time step $^{19,37}$. This makes the calculations presented here potentially very useful for the improvement of many of these methods. In sec. 4, we not only summarize the main conclusions of this work, but we also outline a number of examples in which the new technique can be applied in practical algorithms.

Finally, note that, in the supplementary material, we explain how to index the constraints in order for the resulting linear system of equations to be banded with the minimal bandwidth (which is essential to solve it efficiently). We do this by starting with very simple toy systems and building on complexity as we move forward towards the final discussion about DNA and proteins; this way of proceeding is intended to help the reader build the corresponding indexing for molecules not covered in this work.

2 Calculation of the Lagrange multipliers

If holonomic, rheonomous constraints are imposed on a classical system of $n$ atoms, and the D’Alembert’s principle is assumed to hold, its motion is the solution of the following system of differential equations $^{17,38}$:

$$
m_{\alpha} \frac{d^2 \mathbf{x}_\alpha(t)}{dt^2} = F_\alpha^e(\mathbf{x}(t)) + \sum_{I=1}^{N_c} \lambda_I(t) \nabla_\sigma I(\mathbf{x}(t)), \quad \alpha = 1, \ldots, n, \quad \text{(2.1a)}$$

$$\sigma^I(\mathbf{x}(t)) = 0, \quad I = 1, \ldots, N_c, \quad \text{(2.1b)}$$

$$\mathbf{x}(t_0) = \mathbf{x}_0, \quad \text{(2.1c)}$$

$$\frac{d\mathbf{x}(t_0)}{dt} = \dot{\mathbf{x}}_0, \quad \text{(2.1d)}$$

where (2.1a) is the modified Newton’s second law and (2.1b) are the equations of the constraints themselves; $\lambda_I$ are the Lagrange multipliers associated with the constraints; $F^e_\alpha$ represents the external force acting on atom $\alpha$, $\mathbf{x}_\alpha$ is its Euclidean position, and $\mathbf{x}$ collectively denote the set of all such coordinates. We assume $F^e_\alpha$ to be conservative, i.e., to come from the gradient of a scalar potential function $V(\mathbf{x})$; and $\sum_{I=1}^{N_c} \lambda_I \nabla_\sigma^I(\mathbf{x})$ should be regarded as the force of constraint acting on atom $\alpha$.

Also, in the above expression and in this whole document we will use the following notation for the different indices:
• $\alpha, \beta, \gamma, \epsilon, \zeta = 1, \ldots, n$ (except if otherwise stated) for atoms.

• $\mu, \nu = 1, \ldots, 3n$ (except if otherwise stated) for the atoms coordinates when no explicit reference to the atom index needs to be made.

• $I, J = 1, \ldots, N_c$ for constraints and the rows and columns of the associated matrices.

• $k, l$ as generic indices for products and sums.

The existence of $N_c$ constraints turns a system of $N = 3n$ differential equations with $N$ unknowns into a system of $N + N_c$ algebraic-differential equations with $N + N_c$ unknowns. The constraints equations in (2.1b) are the new equations, and the Lagrange multipliers are the new unknowns whose value must be found in order to solve the system.

If the functions $\sigma^I(x)$ are analytical, the system of equations in (2.1) is equivalent to the following one:

$$m_{\alpha} \frac{d^2 \vec{x}_{\alpha}(t)}{dt^2} = F_{\alpha}(x(t)) + \sum_{I=1}^{N_c} \lambda_I(t) \nabla_{\alpha} \sigma^I(x(t)),$$

(2.2a)

$$\sigma^I(x(t_0)) = 0,$$

(2.2b)

$$\frac{d \sigma^I(x(t_0))}{dt} = 0,$$

(2.2c)

$$\frac{d^2 \sigma^I(x(t))}{dt^2} = 0, \quad \forall t,$$

(2.2d)

$$x(t_0) = x_0,$$

(2.2e)

$$\frac{dx(t_0)}{dt} = \dot{x}_0.$$

(2.2f)

In this new form, there exists a more direct path for the solution of the Lagrange multipliers: If we explicitly calculate the second derivative in eq. (2.2d) and then substitute eq. (2.2a) where the accelerations appear, we arrive at

$$\frac{d^2 \sigma^I}{dt^2} = \sum_{\mu} \frac{1}{m_\mu} \left( F_\mu + \sum_j \lambda_j \frac{\partial \sigma^I}{\partial x^j} \frac{\partial \sigma^I}{\partial x^\mu} + \sum_{\mu, \nu} \frac{dx^\mu}{dt} \frac{dx^\nu}{dt} \frac{\partial^2 \sigma^I}{\partial x^\mu \partial x^\nu} \right),$$

(2.3)

where we have implicitly defined

$$p^I := \sum_{\mu} \frac{1}{m_\mu} F_\mu \frac{\partial \sigma^I}{\partial x^\mu} = \sum_{\alpha} \frac{1}{m_\alpha} \vec{F}_\alpha \cdot \nabla_{\alpha} \sigma^I,$$

(2.4a)

$$q^I := \sum_{\mu, \nu} \frac{dx^\mu}{dt} \frac{dx^\nu}{dt} \frac{\partial^2 \sigma^I}{\partial x^\mu \partial x^\nu},$$

(2.4b)

$$R_{IJ} := \sum_{\mu} \frac{1}{m_\mu} \frac{\partial \sigma^I}{\partial x^\mu} \frac{\partial \sigma^J}{\partial x^\mu} = \sum_{\alpha} \frac{1}{m_\alpha} \nabla_{\alpha} \sigma^I \cdot \nabla_{\alpha} \sigma^J,$$

(2.4c)

and it becomes clear that, at each $t$, the Lagrange multipliers $\lambda_J$ are actually a known function of the positions and the velocities.
We shall use the shorthand

\[ o^I := p^I + q^I, \quad I = 1, \ldots, N_c, \]  

and, \( o, p, \) and \( q \) to denote the whole \( N_c \)-tuples, as usual.

Now, in order to obtain the Lagrange multipliers \( \lambda_J \), we just need to solve

\[ \sum_I R_{IJ} \lambda_J = -(p^I + q^I) \Rightarrow R \lambda = -o. \]  

This is a linear system of \( N_c \) equations and \( N_c \) unknowns. In the following, we will prove that the solution to it, when constraints are imposed on typical biological polymers, can be found in \( O(N_c) \) operations without the use of any iterative or truncation procedure, i.e., in an exact way up to machine precision. To show this, first we will prove that the value of the vectors \( p \) and \( q \) can be obtained in \( O(N_c) \) operations. Then, we will show that the same is true for all the non-zero entries of matrix \( R \), and finally we will briefly discuss the results in \(^{18}\), where we introduced an algorithm to solve the system in (2.6) also in \( O(N_c) \) operations.

It is worth remarking at this point that, in this work, we will only consider constraints that hold the distance between pairs of atoms constant, i.e.,

\[ \sigma^{I(\alpha,\beta)}(x) := |\vec{x}_\alpha - \vec{x}_\beta|^2 - (a_{\alpha,\beta})^2, \]  

where \( a_{\alpha,\beta} \) is a constant number, and the fact that we can establish a correspondence between constrained pairs \( (\alpha,\beta) \) and the constraints indices has been explicitly indicated by the notation \( I(\alpha,\beta) \).

This can represent a constraint on:

- a bond length between atoms \( \alpha \) and \( \beta \),
- a bond angle between atoms \( \alpha, \beta \) and \( \gamma \), if both \( \alpha \) and \( \beta \) are connected to \( \gamma \) through constrained bond lengths,
- a principal dihedral angle involving \( \alpha, \beta, \gamma \) and \( \delta \) (see\(^{39}\) for a rigorous definition of the different types of internal coordinates), if the bond lengths \( (\alpha,\beta), (\beta,\gamma) \) and \( (\gamma,\delta) \) are constrained, as well as the bond angles \( (\alpha,\beta,\gamma) \) and \( (\beta,\gamma,\delta) \),
- or a phase dihedral angle involving \( \alpha, \beta, \gamma \) and \( \delta \) if the bond lengths \( (\alpha,\beta), (\beta,\gamma) \) and \( (\beta,\delta) \) are constrained, as well as the bond angles \( (\alpha,\beta,\gamma) \) and \( (\alpha,\beta,\delta) \).

This way of constraining degrees of freedom is called triangularization. If no triangularization is desired (as, for example, if we want to constrain dihedral angles but not bond angles), different explicit expressions from those in the following paragraphs must be written down, but the basic concepts introduced here are equally valid and the main conclusions still hold. If the constrains are complicated functions of the atomic positions (not simple lengths) but still involve each one of them a small number of atoms (such as the cosine of a dihedral angle), we can see from the definition of matrix \( R \) in eq. (2.4c) that the associated linear system will be again sparse.
Now, from eq. (2.7), we obtain
\[
\hat{\nabla}_y \sigma^{I(\alpha, \beta)} = 2(x^\alpha - \hat{x}_\beta)(\delta_{\gamma, \alpha} - \delta_{\gamma, \beta}) .
\]  
(2.8)

where \(\delta\) represents the Kroenecker delta. Inserting this into (2.4a), we get a simple expression for \(p^{I(\alpha, \beta)}\)
\[
p^{I(\alpha, \beta)} := \sum_\mu \frac{1}{m_\mu} F_\mu \frac{\partial \sigma^{I(\alpha, \beta)}}{\partial x^\mu} = \sum_\gamma \frac{1}{m_\gamma} F_\gamma \cdot \hat{\nabla}_y \sigma^{I(\alpha, \beta)}
\]
\[
= \sum_\gamma \frac{2 \hat{F}_\gamma \cdot (\hat{x}_\alpha - \hat{x}_\beta)(\delta_{\gamma, \alpha} - \delta_{\gamma, \beta}) = 2(x^\alpha - \hat{x}_\beta) \cdot \left( \frac{\hat{F}_\alpha}{m_\alpha} - \frac{\hat{F}_\beta}{m_\beta} \right).}
\]  
(2.9)

The calculation of \(q^{I(\alpha, \beta)}\) is more involved, but it also resolves into a simple expression: First, we remember that the indices run as \(\mu, \nu = 1, \ldots, 3n\), and \(\alpha = 1, \ldots, n\), and we produce the following trivial relationship:
\[
x^\alpha = x^{3a-2} \hat{i} + x^{3a-1} \hat{j} + x^{3a} \hat{k} \\
\Rightarrow \frac{\partial x^\alpha}{\partial x^\mu} = \frac{\partial(x^{3a-2} \hat{i} + x^{3a-1} \hat{j} + x^{3a} \hat{k})}{\partial x^\mu} = \delta_{3a-2, \mu} \hat{i} + \delta_{3a-1, \mu} \hat{j} + \delta_{3a, \mu} \hat{k},
\]  
(2.10)

where \(\hat{i}, \hat{j}\) and \(\hat{k}\) are the unitary vectors along the \(x, y\) and \(z\) axes, respectively.

Therefore, we can compute the first derivative of \(\sigma^{I(\alpha, \beta)}\):
\[
\frac{\partial \sigma^{I(\alpha, \beta)}}{\partial x^\mu} = \frac{\partial((\hat{x}_\alpha - \hat{x}_\beta)^2 - a_{\alpha, \beta}^2)}{\partial x^\mu} = 2(\hat{x}_\alpha - \hat{x}_\beta) \cdot [(\delta_{3a-2, \mu} \hat{i} + \delta_{3a-1, \mu} \hat{j} + \delta_{3a, \mu} \hat{k}) - (\delta_{3b-2, \mu} \hat{i} + \delta_{3b-1, \mu} \hat{j} + \delta_{3b, \mu} \hat{k})],
\]  
(2.11)

and also the second derivative:
\[
\frac{\partial^2 \sigma^{I(\alpha, \beta)}}{\partial x^\mu \partial x^\nu} = 2[(\delta_{3a-2, \nu} \hat{i} + \delta_{3a-1, \nu} \hat{j} + \delta_{3a, \nu} \hat{k}) - (\delta_{3b-2, \nu} \hat{i} + \delta_{3b-1, \nu} \hat{j} + \delta_{3b, \nu} \hat{k})] \\
\cdot [(\delta_{3a-2, \mu} \hat{i} + \delta_{3a-1, \mu} \hat{j} + \delta_{3a, \mu} \hat{k}) - (\delta_{3b-2, \mu} \hat{i} + \delta_{3b-1, \mu} \hat{j} + \delta_{3b, \mu} \hat{k})]
\]
\[
= 2(\delta_{3a-2, \mu} \delta_{3a-2, \nu} + \delta_{3b-2, \mu} \delta_{3b-2, \nu} - \delta_{3a-2, \mu} \delta_{3b-2, \nu} - \delta_{3b-2, \mu} \delta_{3a-2, \nu} + \delta_{3a-1, \mu} \delta_{3a-1, \nu} + \delta_{3b-1, \mu} \delta_{3b-1, \nu} - \delta_{3a-1, \mu} \delta_{3b-1, \nu} - \delta_{3b-1, \mu} \delta_{3a-1, \nu} + \delta_{3a, \mu} \delta_{3a, \nu} + \delta_{3b, \mu} \delta_{3b, \nu} - \delta_{3a, \mu} \delta_{3b, \nu} - \delta_{3b, \mu} \delta_{3a, \nu}).
\]  
(2.12)

Taking this into the original expression for \(q^{I(\alpha, \beta)}\) in eq. (2.4b) and playing with the
sums and the deltas, we arrive at

\[ q^{I(\alpha,\beta)} := \sum_{\mu,\nu} dx^{\mu} dx^{\nu} \frac{\partial^2 \sigma^{I(\alpha,\beta)}}{\partial x^{\mu} \partial x^{\nu}} \]

\[ = 2 \left( \frac{dx^3}{dt} \right)^2 + 2 \left( \frac{dx^3}{dt} - 2 \frac{dx^3}{dt} \right)^2 - 4 \left( \frac{dx^3}{dt} \frac{dx^3}{dt} \right) \]

\[ + 2 \left( \frac{dx^3}{dt} \right)^2 + 2 \left( \frac{dx^3}{dt} - 2 \frac{dx^3}{dt} \right)^2 - 4 \left( \frac{dx^3}{dt} \frac{dx^3}{dt} \right) \]

\[ + 2 \left( \frac{dx^3}{dt} \right)^2 + 2 \left( \frac{dx^3}{dt} - 2 \frac{dx^3}{dt} \right)^2 - 4 \left( \frac{dx^3}{dt} \frac{dx^3}{dt} \right) \]

\[ = 2 \left| \begin{array}{c} \frac{dx_\alpha}{dt} - \frac{dx_\beta}{dt} \\ \frac{dx_\beta}{dt} \end{array} \right|^2. \quad (2.13) \]

Now, eqs. (2.5), (2.9) and (2.13) can be gathered together to become

\[ o^{I(\alpha,\beta)} = 2 \left| \begin{array}{c} \frac{dx_\alpha}{dt} - \frac{dx_\beta}{dt} \\ \frac{dx_\beta}{dt} \end{array} \right|^2 + 2 \left( \frac{dx_\alpha}{dt} - \frac{dx_\beta}{dt} \right) \cdot \left( \frac{\vec{F}_\alpha}{m_\alpha} - \frac{\vec{F}_\beta}{m_\beta} \right), \quad (2.14) \]

where we can see that the calculation of \( o^{I(\alpha,\beta)} \) always takes the same number of operations, independently of the number of atoms in our system, \( n \), and the number of constraints imposed on it, \( N_c \). Therefore, calculating the whole vector \( o \) in eq. (2.6) scales like \( N_c \).

In order to obtain an explicit expression for the entries of the matrix \( R \), we now introduce eq. (2.8) into its definition in eq. (2.4c):

\[ R_{I(\alpha,\beta);J(\gamma,\epsilon)} := \sum_{\zeta=1}^n \frac{1}{m_\zeta} \vec{\nabla}_\zeta o^{I(\alpha,\beta)} \cdot \vec{\nabla}_\zeta o^{J(\gamma,\epsilon)} \]

\[ = \sum_{\zeta=1}^n \frac{4}{m_\zeta} (\vec{x}_\alpha - \vec{x}_\beta) \cdot (\vec{x}_\gamma - \vec{x}_\epsilon) (\delta_{\zeta,\alpha} - \delta_{\zeta,\beta})(\delta_{\zeta,\gamma} - \delta_{\zeta,\epsilon}) \]

\[ = 4(\vec{x}_\alpha - \vec{x}_\beta) \cdot (\vec{x}_\gamma - \vec{x}_\epsilon) \left( \frac{\delta_{\alpha,\gamma}}{m_\alpha} - \frac{\delta_{\alpha,\epsilon}}{m_\alpha} - \frac{\delta_{\beta,\gamma}}{m_\beta} + \frac{\delta_{\beta,\epsilon}}{m_\beta} \right), \quad (2.15) \]

where we have used that

\[ \sum_{\zeta=1}^n \delta_{\zeta,\alpha} \delta_{\zeta,\beta} = \delta_{\alpha,\beta}. \quad (2.16) \]

Looking at this expression, we can see that a constant number of operations (independent of \( n \) and \( N_c \)) is required to obtain the value of every entry in \( R \). The terms proportional to the Kroenecker deltas imply that, as we will see later, in a typical biological polymer, the matrix \( R \) will be sparse (actually banded if the constraints are appropriately ordered as we describe in the following sections), being the number of non-zero entries actually proportional to \( N_c \). More precisely, the entry \( R_{IJ} \) will only be non-zero if the constraints \( I \) and \( J \) share an atom.

Now, since both the vector \( o \) and the matrix \( R \) in eq. (2.6) can be computed in \( O(N_c) \) operations, it only remains to be proved that the solution of the linear system of equations...
is also an $O(N_c)$ process, but this is a well-known fact when the matrix defining the system is banded. In\textsuperscript{18}, we introduced a new algorithm to solve this kind of banded systems which is faster and more accurate than existing alternatives. Essentially, we showed that the linear system of equations

$$Ax = b,$$  \hspace{1cm} (2.17)

where $A$ is a $d \times d$ matrix, $x$ is the $d \times 1$ vector of the unknowns, $b$ is a given $d \times 1$ vector and $A$ is banded, i.e., it satisfies that for known $m < n$

$$A_{I,I+K} = 0 \hspace{0.5cm} \forall \hspace{0.2cm} K > m , \forall I, \hspace{1cm} (2.18)$$

$$A_{I+L,J} = 0 \hspace{0.5cm} \forall \hspace{0.2cm} L > m , \forall I, \hspace{1cm} (2.19)$$

can be directly solved up to machine precision in $O(d)$ operations.

This can be done using the following set of recursive equations for the auxiliary quantities $\xi_{IJ}$:

$$\xi_{II} = \left( A_{II} - \sum_{M = \max(1, I-m)}^{I-1} \xi_{IM} \xi_{MI} \right)^{-1}, \hspace{1cm} (2.20a)$$

$$\xi_{IJ} = \xi_{II} \left( -A_{IJ} + \sum_{M = \max(1, J-m)}^{J-1} \xi_{IM} \xi_{MJ} \right), \hspace{0.5cm} \text{for} \hspace{0.5cm} I < J, \hspace{1cm} (2.20b)$$

$$\xi_{IJ} = -A_{IJ} + \sum_{M = \max(1, J-m)}^{J-1} \xi_{IM} \xi_{MJ}, \hspace{0.5cm} \text{for} \hspace{0.5cm} I > J, \hspace{1cm} (2.20c)$$

$$c_I = b_I + \sum_{M = \max(I-m, 1)}^{\min(I+m, n)} \xi_{IM} c_M, \hspace{1cm} (2.20d)$$

$$x_I = \xi_{II} c_I + \sum_{K = I+1}^{\min(I+m, n)} \xi_{IK} x_K. \hspace{1cm} (2.20e)$$

In (2.20), the $\xi$ coefficients are related to the process of Gaussian elimination (GE), which is used to solve linear systems of equations by adding their equations multiplied by appropriate terms. In GE, the matrix $A$ in (2.17) is gradually converted to the identity matrix, while the independent term $b$ is consistently modified. In ref.\textsuperscript{18} it is explicitly explained how to derive (2.20).

If the matrix $A$ is symmetric ($A_{IJ} = A_{JI}$), as it is the case with $R$ [see (2.4c)], we can additionally save about one half of the required operations just by using

$$\xi_{IJ} = \xi_{II}/\xi_{JJ}, \hspace{0.5cm} \text{for} \hspace{0.5cm} I > J, \hspace{1cm} (2.21)$$

instead of (2.20c). Eq. (2.21) can be obtained from (2.20) by induction. In GE, the coefficients $\xi_{II}$ are not univocally determined, so their exact expression is to be chosen among infinite proportional ones. We recommend the form given in (2.20) for the $\xi$ coefficients because other valid ones (like, for example, considering $\xi_{IJ} = \xi_{JI}$, $\xi_{II} = 1/\sqrt{A_{II} - \sum_{M = \max(1, J-m)}^{J-1} \xi_{IM} \xi_{MI}}$, which involves square roots) are computationally more expensive.
In the supplementary material, we show how to index the constraints in such a way that nearby indices correspond to constraints where involved atoms are close to each other and likely participate of the same constraints. In such a case, not only will the matrix $R$ in eq. (2.6) be banded, allowing the use of the method described above, but it will also have a minimal bandwidth $m$, which is also an important point, since the computational cost for solving the linear system scales as $O(N,m^2)$ (when the bandwidth is constant).

3 Numerical calculations

In this section, we apply the efficient technique introduced in this work to a series of polyalanine molecules in order to calculate the Lagrange multipliers when bond length constraints are imposed. We also compare our method, both in terms of accuracy and numerical efficiency, to the traditional inversion of the matrix $R$ without taking into account its banded structure. Notice that the example in this section involves constraints only in bond lengths for simplicity, but the whole formalism can be straightforwardly applied to bond angle constraints, as it is clear from the discussion in the previous section and the examples in the supplementary material.

We used the code Avogadro\textsuperscript{40} to build polyalanine chains of $N_{\text{res}}=2, 5, 12, 20, 30, 40, 50, 60, 80, 90$ and 100 residues, and we chose their initial conformation to be approximately an alpha helix, i.e., with the values of the Ramachandran angles in the backbone $\phi = -60^\circ$ and $\psi = -40^\circ$.\textsuperscript{1} Next, for each of these chains, we used the molecular dynamics package AMBER\textsuperscript{41} to produce the atoms positions ($x$), velocities ($v$) and external forces ($F$) needed to calculate the Lagrange multipliers (see sec. 2) after a short equilibration molecular dynamics simulations. We chose to constrain all bond lengths, but our method is equally valid for any other choice, as the more common constraining only of bonds that involve hydrogens.

In order to produce reasonable final conformations, we repeated the following process for each of the chains:

- Solvation with explicit water molecules.
- Minimization of the solvent positions holding the polypeptide chain fixed (3,000 steps).
- Minimization of all atoms positions (3,000 steps), without constraints.
- Thermalization: changing the temperature from 0 K to 300 K during 10,000 molecular dynamics steps. With constraints.
- Stabilization: 20,000 molecular dynamics steps at a constant temperature of 300 K. With constraints.
- Measurement of $x$, $v$ and $F$.

Neutralization is not necessary, because our polyalanine chains are themselves neutral. In all calculations we used the force field described in\textsuperscript{42}, chose a cutoff for Coulomb interactions of 10 Å and a time step equal to 0.002 ps, and imposed constraints on all
bond lengths as mentioned. In the thermostated steps, we used Langevin dynamics with a collision frequency of 1 ps\(^{-1}\).

Using the information obtained and the indexing of the constraints described in this work, we constructed the matrix \( R \) and the vector \( o \) and proceeded to find the Lagrange multipliers using eq. (2.6). Since (2.6) is a linear problem, one straightforward way to solve it is to use traditional Gauss-Jordan elimination or LU factorization\(^{17,43} \). But these methods have a drawback: they scale with the cube of the size of the system, i.e., if we imposed \( N_c \) constraints on our system (and therefore we needed to obtain \( N_c \) Lagrange multipliers), the number of floating point operations that these methods would require is proportional to \( N_c^3 \). However, as we showed in the previous sections, the fact that many biological molecules, and proteins in particular, are essentially linear, allows the constraints to be indexed in such a way that the matrix \( R \) in eq. (2.6) is banded, and different techniques to be used for solving the problem which require only \( O(N_c) \) floating point operations\(^{18} \).

![Figure 3.1: Comparison of a) numerical complexity (measured as execution time) and b) accuracy (given by (3.1)) between a traditional Gauss-Jordan solver (solid line) and the banded algorithm described in this work (dashed line), for the calculation of the Lagrange multipliers on a series of polyalanine chains as a function of their number of residues \( N_{\text{res}} \). Note that the slopes in a) are approximately 1 and 3, since the slopes in log vs. log plots are the scaling exponent.](image-url)
Table 1: Comparison of numerical complexity and accuracy between a traditional Gauss-Jordan solver and the banded algorithm described just before this, for the calculation of the Lagrange multipliers on a series of polyalanine chains as a function of their number of residues \( N_{\text{res}} \).

<table>
<thead>
<tr>
<th>( N_{\text{res}} )</th>
<th>Gauss-Jordan Error</th>
<th>Banded Alg. Error</th>
<th>Gauss-Jordan ( t_{\text{exec}} ) (s)</th>
<th>Banded Alg. ( t_{\text{exec}} ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>( 1.355 \cdot 10^{-15} )</td>
<td>( 4.193 \cdot 10^{-16} )</td>
<td>( 2.185 \cdot 10^{-4} )</td>
<td>( 6.500 \cdot 10^{-3} )</td>
</tr>
<tr>
<td>5</td>
<td>( 1.829 \cdot 10^{-15} )</td>
<td>( 4.897 \cdot 10^{-16} )</td>
<td>( 2.263 \cdot 10^{-3} )</td>
<td>( 1.059 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>12</td>
<td>( 4.660 \cdot 10^{-15} )</td>
<td>( 7.244 \cdot 10^{-16} )</td>
<td>( 2.733 \cdot 10^{-2} )</td>
<td>( 1.897 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>20</td>
<td>( 4.413 \cdot 10^{-15} )</td>
<td>( 9.160 \cdot 10^{-16} )</td>
<td>( 0.1239 )</td>
<td>( 2.407 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>30</td>
<td>( 4.340 \cdot 10^{-15} )</td>
<td>( 9.975 \cdot 10^{-16} )</td>
<td>( 0.4075 )</td>
<td>( 3.115 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>40</td>
<td>( 4.318 \cdot 10^{-15} )</td>
<td>( 8.591 \cdot 10^{-16} )</td>
<td>( 0.9669 )</td>
<td>( 3.975 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>50</td>
<td>( 5.113 \cdot 10^{-15} )</td>
<td>( 9.209 \cdot 10^{-16} )</td>
<td>( 1.877 )</td>
<td>( 4.811 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>60</td>
<td>( 4.761 \cdot 10^{-15} )</td>
<td>( 7.906 \cdot 10^{-16} )</td>
<td>( 3.457 )</td>
<td>( 5.751 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>70</td>
<td>( 5.026 \cdot 10^{-15} )</td>
<td>( 9.868 \cdot 10^{-16} )</td>
<td>( 5.381 )</td>
<td>( 6.664 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>80</td>
<td>( 5.271 \cdot 10^{-15} )</td>
<td>( 8.843 \cdot 10^{-16} )</td>
<td>( 8.63 )</td>
<td>( 7.605 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>90</td>
<td>( 5.448 \cdot 10^{-15} )</td>
<td>( 9.287 \cdot 10^{-16} )</td>
<td>( 13.42 )</td>
<td>( 8.527 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>100</td>
<td>( 5.091 \cdot 10^{-15} )</td>
<td>( 9.342 \cdot 10^{-16} )</td>
<td>( 19.69 )</td>
<td>( 9.484 \cdot 10^{-4} )</td>
</tr>
</tbody>
</table>

In fig. 3.1 and table 3, we compare both the execution time (a) and the accuracy (b) of the two different methods: Gauss-Jordan elimination, and the banded recursive solution advocated here and made possible by the appropriate indexing of the constraints. The calculations have been run on a Mac OS X laptop with a 2.26 GHz Intel Core 2 Duo processor, and the errors were measured using the normalized deviation of \( R\lambda \) from \( -o \), i.e., if we denote by \( \lambda \) the solution provided by the numerical method,

\[
\text{Error} := \frac{\sum_{i=1}^{N_c} \left| \sum_{j=1}^{N_c} R_{ij} \lambda_j + o_i \right|}{\sum_{j=1}^{N_c} |\lambda_j|}. \tag{3.1}
\]

From the obtained results, we can see that both methods produce an error which is very small (close to machine precision), being the accuracy of the banded algorithm advocated in this work slightly higher. Regarding the computational cost, as expected, the Gauss-Jordan method presents an effort that approximately scales with the cube of the number of constraints \( N_c \) (which is approximately proportional to \( N_{\text{res}} \)), while the banded technique allowed by the particular structure of the matrix \( R \) follows a fairly accurate linear scaling. Although it is typical that, when two such different behaviours meet, there exists a range of system sizes for which the method that scales more rapidly is faster and then, at a given system size, a crossover takes place and the slower scaling method becomes more efficient from there on, in this case, and according to the results obtained, the banded technique is less time-consuming for all the explored molecules, and the crossover should exist at a very small system size (if it exists at all). This is very relevant for any potential uses of the methods introduced in this work.
Figure 4.1: Comparison of the efficiencies to solve the linear sparse system (2.17). It is expressed as the quotient of the number of flops of the banded algorithm (ILVES, based on (2.20)) divided by that of the approximation $(I - B)^{-1} \approx I + B + B^2 + B^3 + B^4$ (LINCS) as a function of the semi-band width $m$ of the sparse banded matrix $B$.

4 Conclusions

We have shown that, if we are dealing with typical biological polymers, whose covalent connectivity is that of essentially linear objects, the Lagrange multipliers that need to be computed when $N_c$ constraints are imposed on their internal degrees of freedom (such as bond lengths, bond angles, etc.) can be obtained in $O(N_c)$ steps as long as the constraints are indexed in a convenient way and banded algorithms are used to solve the associated linear system of equations. This path has been traditionally regarded as too costly in the literature\textsuperscript{19–25}, and, therefore, our showing that it can be implemented efficiently could have profound implications in the design of future molecular dynamics algorithms.

Since it is well-known that the use of the exact Lagrange multipliers to solve the underlying ordinary differential equations produces unstable algorithms\textsuperscript{19,36}, the field of imposition of constraints in molecular dynamics simulations is dominated by methods that ensure that the system stays exactly on the constrained subspace as the simulation proceeds, being some of the most popular approaches SHAKE\textsuperscript{19}, RATTLE\textsuperscript{44} and LINCS\textsuperscript{37}. The technique introduced in this work can be used to improve this type of methods:

- SHAKE and RATTLE consider a system of equations ($\sigma = 0$) which ensures that constraints are satisfied for every time step within a given tolerance. To this end, they iteratively solve an approximated linear problem. Although they do not explicitly calculate the exact Lagrange multipliers, but approximations to them that enforce the satisfaction of the constraints, the (non-symmetric) matrices appearing in both algorithms can be expressed as banded matrices if the constraints are cleverly ordered (see supplementary material), and therefore they can be inverted with a banded algorithm like the one described here.

- LINCS does use the same equation ($\frac{d^2\sigma}{dt^2} = 0$) as we do to calculate the Lagrange multipliers, and then adds a correction term to ensure that the constraints are satisfied in every time step. But instead of explicitly inverting $R$ in (2.6), LINCS con-
siders $B := I - R$ (being $I$ the identity matrix), and then approximates $(I - B)^{-1} \approx I + B + B^2 + B^3 + B^4$. This assumption is very efficient, but is only valid when the absolute value of all eigenvalues of $B$ is less than 1, what in practice precludes the imposition of constraints on bond angles. Our banded method can efficiently solve the system without having this drawback, thus allowing to be inserted into LINCS to constrain bond angles. We call this method ILVES (Finnish word for “lynx”).

The number of flops required by ILVES and LINCS (taken as an estimation of their numerical complexities) is similar for the step of solving the linear system, as it can be seen in fig. 4.1. We calculated the number of flops as follows. For ILVES (as can be seen in 18, where the banded operations are described), getting the diagonal $\xi$’s in (2.20) takes about $2mN_c$ flops, being $m$ the semi-band width of the matrix $R$; calculating the $\xi$’s above the diagonal takes about $m^2 N_c$ flops, and calculating those below the diagonal only $mN_c$ flops using (2.21). Once all $\xi$’s are known, solving the system takes about $8mN_c$ flops. Therefore, ILVES takes about $(m^2 + 11m)N_c$ flops to solve the linear banded system. If we use $(I - B)^{-1} \approx I + B + B^2 + B^3 + B^4$ being $B$ a banded matrix with semi-band width $m$, we first have to build $B$ from $R$, what takes $N_c$ flops. Then matrix-vector products are performed, each taking about $(2m + 1)N_c$ products and $2mN_c$ additions. Since it has to be done four times, and the corresponding terms have to be added, the total number of flops will be about $(16m + 9)N_c$. The quotient between both numerical complexities increases as a function of $m$, but in the most interesting cases of biological polymers, $m$ will not be very large, as we have shown in the previous sections. Notice that, in fig. 4.1, we are not comparing the total number of operations of ILVES and LINCS, but only the part of them in which $R^{-1}o$ is computed. Building the matrix $R$ and the calculation of the subsequent correcting terms are common steps in both algorithms.

It is worth mentioning that the accuracy up to which constraints are satisfied depends on the method to implement them. SHAKE and RATTLE rely on an iterative procedure, which is repeated until every constraint is satisfied within a chosen arbitrary tolerance. The accuracy of LINCS depends on the order used in the expansion $(I - B)^{-1} \approx I + B + B^2 + B^3 + B^4 + \ldots$. For MD calculations a fourth order in the expansion is normally enough, while for Brownian dynamics (with longer time steps) an eighth order expansion may be necessary. In any case, higher accuracies require more time-consuming calculations (this increase in the cost can be very high). Therefore, an equilibrium between accuracy and numerical complexity has to be sought by an appropriate choice of the parameters present in any method (except for methods such as the one introduced here, which does not contain any parameter). To this end, prior to any simulation, some tests have to be performed. These tests (which can be run either on the system we are going to simulate or on a toy one) must measure the accuracy of a series of observable quantity as a function of the parameter contained in the method (like TOL in Amber’s SHAKE, shake_tol in Gromacs’ SHAKE or lincs_order in Gromacs’ LINCS). With this data, together with the computational cost as a function of the same parameter, a practical decision must be taken based on available resources and desired accuracy.

It is clear from the presented examples that, in addition to its application to SHAKE, RATTLE and LINCS, the new techniques introduced here can be applied to many of the rest of approaches mentioned in sec. 1, as well as to the development of new such techniques.
Finally, we are exploring an extension of the ideas introduced here to the calculation not only of the Lagrange multipliers but also of their time derivatives, to be used in higher order integrators than Verlet. Since the sparsity of the matrices to calculate these derivatives is the same as that of the matrix $R$ in this work, the same banded techniques can be used to solve the problem.
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