COURSE

EFFECTIVE FIELD THEORY

Antonio Pich

Departament de Física Teòrica, IFIC, Universitat de València — CSIC
Dr. Moliner 50, E-46100 Burjassot, València, Spain
Photograph of Lecturer
Contents

1. Introduction 5
2. Momentum Expansion 7
  2.1. The Euler–Heisenberg Lagrangian 7
  2.2. Rayleigh Scattering 8
  2.3. The Fermi Theory of Weak Interactions 9
  2.4. Relevant, Irrelevant and Marginal 11
  2.5. Principles of Effective Field Theory 13
3. Quantum Loops 14
  3.1. Renormalization 17
  3.2. Decoupling 22
  3.3. Matching 24
  3.4. Scaling 28
  3.5. Wilson Coefficients 30
  3.6. Evolving from High to Low Energies 34
4. Chiral Perturbation Theory 36
  4.1. Chiral Symmetry 37
  4.2. Effective Chiral Lagrangian at Lowest Order 38
  4.3. ChPT at $\mathcal{O}(p^4)$ 44
  4.4. Low–Energy Phenomenology at $\mathcal{O}(p^4)$ 48
  4.5. The Role of Resonances in ChPT 54
  4.6. Short–Distance Estimates of ChPT Parameters 59
  4.7. $U(3)_L \otimes U(3)_R$ ChPT 61
5. Non-Leptonic Kaon Decays 63
  5.1. Weak Chiral Lagrangian 65
  5.2. $K \to 2\pi, 3\pi$ Decays 66
  5.3. Radiative $K$ Decays 68
6. Heavy Quark Effective Theory 78
  6.1. Spectroscopic Implications 80
  6.2. Effective Lagrangian 80
  6.3. $1/M_Q$ Expansion 82
  6.4. Renormalization and Matching 84
  6.5. Hadronic Matrix Elements 87
  6.6. $V_{ck}$ Determination 91
7. Electroweak Chiral Effective Theory 92
  7.1. Effective Lagrangian 93
  7.2. Matching Conditions 97
  7.3. Non-Decoupling 97
8. Summary 100
References 101
1. Introduction

The dream of modern physics is to achieve a simple understanding of all observed phenomena in terms of some fundamental dynamics among the basic constituents of nature, which would unify the different kinds of interactions: the so-called theory of everything. However, even if such a marvelous theory is found at some point, a quantitative analysis at the most elementary level is going to be of little use for providing a comprehensive description of nature at all physical scales.

The complicated laws of chemistry have their origin in the well-known electromagnetic interaction; however, it does not seem very appropriate to attempt a quantitative analysis starting from the fundamental Quantum Electrodynamics (QED) among quarks and leptons. A simplified description in terms of non-relativistic electrons orbiting around the nuclear Coulomb potential turns out to be more suitable to understand in a simple way the most relevant physics at the atomic scale. Thus, to a first approximation, the rules governing the chemical bond among atoms can be understood in terms of the electron mass $m_e$ and the fine structure constant $\alpha \approx 1/137$, while only the proton mass $m_p$ is needed to estimate the dominant corrections. But, even this simplified description becomes too cumbersome to provide a useful understanding of condensed matter phenomena or biological systems.

In order to analyze a particular physical system amid the impressive richness of the surrounding world, it is necessary to isolate the most relevant ingredients from the rest, so that one can obtain a simple description without having to understand everything. The crucial point is to make an appropriate choice of variables, able to capture the physics which is most important for the problem at hand.

Usually, a physics problem involves widely separated energy scales; this allows us to study the low-energy dynamics, independently of the details of the high-energy interactions. The basic idea is to identify those parameters which are very large (small) compared with the relevant energy scale of the physical system and to put them to infinity (zero). This provides a sensible approximation to the problem, which can always be improved by
taking into account the corrections induced by the neglected energy scales as small perturbations.

Effective field theories are the appropriate theoretical tool to describe low-energy physics, where low is defined with respect to some energy scale $\Lambda$. They only take explicitly into account the relevant degrees of freedom, i.e. those states with $m \ll \Lambda$, while the heavier excitations with $M \gg \Lambda$ are integrated out from the action. One gets in this way a string of non-renormalizable interactions among the light states, which can be organized as an expansion in powers of energy/$\Lambda$. The information on the heavier degrees of freedom is then contained in the couplings of the resulting low-energy Lagrangian. Although effective field theories contain an infinite number of terms, renormalizability is not an issue since, at a given order in the energy expansion, the low-energy theory is specified by a finite number of couplings; this allows for an order-by-order renormalization.

The theoretical basis of effective field theory (EFT) can be formulated as a theorem [1,2]:

\begin{quote}
For a given set of asymptotic states, perturbation theory with the most general Lagrangian containing all terms allowed by the assumed symmetries will yield the most general S-matrix elements consistent with analyticity, perturbative unitarity, cluster decomposition and the assumed symmetries.
\end{quote}

These lectures provide an introduction to the basic ideas and methods of EFT, and a description of a few interesting phenomenological applications in particle physics. The main conceptual foundations are discussed in sections 2 and 3, which cover the momentum expansion and the most important issues associated with the renormalization process. Section 4 presents an overview of Chiral Perturbation Theory (ChPT), the low–energy realization of Quantum Chromodynamics (QCD) in the light quark sector. The ChPT framework is applied to weak transitions in section 5, where the physics of non-leptonic kaon decays is analyzed. The so-called Heavy Quark Effective Theory (HQET) is briefly discussed in section 6; further details on this EFT can be found in the lectures of M.B. Wise [3]. The electroweak chiral EFT is described in section 7, which contains a brief overview of the effective Lagrangian associated with the spontaneous electroweak symmetry breaking; this subject is analyzed in much more detail in the lectures of R.S. Chivukula [4]. Some summarizing comments are finally given in section 8.

To prepare these lectures, I have made extensive use of several reviews and lecture notes [5–18] already existing in the literature. Further details on particular subjects can be found in those references.
2. Momentum Expansion

To build an EFT describing physics at a given energy scale \( E \), one makes an expansion in powers of \( E/\Lambda_i \), where \( \Lambda_i \) are the various scales involved in the problem which are larger than \( E \). One writes the most general effective Lagrangian involving the relevant light degrees of freedom, which is consistent with the underlying symmetries. This Lagrangian can be organized in powers of momentum or, equivalently, in terms of an increasing number of derivatives. In the low-energy domain we are interested in, the terms with lower dimension will dominate.

2.1. The Euler–Heisenberg Lagrangian

A simple example of EFT is provided by QED at very low energies, \( E_\gamma \ll m_e \). In this limit, one can describe the light-by-light scattering using an effective Lagrangian in terms of the electromagnetic field only. Gauge, Lorentz, Charge Conjugation and Parity invariance constrain the possible structures present in the effective Lagrangian:

\[
L_{\text{eff}} = -\frac{1}{4} F^{\mu\nu} F_{\mu\nu} + \frac{a}{m_e^4} (F^{\mu\nu} F_{\mu\nu})^2 + \frac{b}{m_e^4} F^{\mu\nu} F_{\sigma\rho} F^{\sigma\rho} F_{\mu\nu} + \mathcal{O}(F^6/m_e^8).
\]  

(2.1)

In the low-energy regime, all the information on the original QED dynamics is embodied in the values of the two low-energy couplings \( a \) and \( b \). The values of these constants can be computed, by explicitly integrating out the electron field from the original QED generating functional (or equivalently, by computing the relevant light-by-light box diagrams). One then gets the well-known result [19,20]:

\[
a = -\frac{\alpha^2}{36}, \quad b = \frac{7\alpha^2}{90}.
\]  

(2.2)

The important point to realize is that, even in the absence of an explicit computation of the couplings \( a \) and \( b \), the Lagrangian (2.1) contains non-trivial information, which is a consequence of the imposed symmetries. The dominant contributions to the amplitudes for different low-energy photon reactions can be directly obtained from \( L_{\text{eff}} \). Moreover, the order of magnitude of the constants \( a, b \) can also be easily estimated through a naïve counting of powers of the electromagnetic coupling and combinatorial and loop \([1/(16\pi^2)]\) factors.

A simple dimensional analysis allows us to derive the scaling behaviour of a given process. For instance, the \( \gamma\gamma \rightarrow \gamma\gamma \) scattering amplitude should
be proportional to $\alpha^2 E^4/m_e^4$ since each photon carries a factor $e$ and each gradient produces a power of energy. The corresponding cross-section must have dimension $-2$, so the phase space is proportional to $1/E^2$. Therefore,

$$\sigma(\gamma\gamma \rightarrow \gamma\gamma) \propto \frac{\alpha^4 E^6}{m_e^8}.$$  \hspace{1cm} (2.3)

Higher-order corrections will induce a relative uncertainty of $\mathcal{O}(E^2/m_e^2)$.

2.2. Rayleigh Scattering

Let us consider the low–energy scattering of photons with neutral atoms in their ground state. Here, low energy means that the photon energy is small enough not to excite the internal states of the atom, i.e.

$$E_\gamma \ll \Delta E \ll a_0^{-1} \ll M_A,$$  \hspace{1cm} (2.4)

where $\Delta E \sim \alpha^2 m_e$ is the atom excitation energy, $a_0^{-1} \sim \alpha m_e$ the inverse Bohr radius and $M_A$ the atom mass. Thus, the scattering is necessarily elastic. Moreover, since $E_\gamma/M_A \ll 1$, a non-relativistic description of the atomic field is appropriate.∗

Denoting by $\psi(x)$ the field operator that creates an atom at the point $x$, the effective Lagrangian for the atom has the form

$$\mathcal{L} = \psi^\dagger \left( i \partial_t - \frac{p^2}{2M_A} \right) \psi + \mathcal{L}_{\text{int}}.$$  \hspace{1cm} (2.5)

Since the atom is neutral, the interaction term $\mathcal{L}_{\text{int}}$ will involve the field strength $F_{\mu\nu} = (E, B)$ (gauge invariance forbids a direct dependence on the vector potential $A_\mu$). The lowest–dimensional interaction Lagrangian contains two possible terms [8]:

$$\mathcal{L}_{\text{int}} = a_0^3 \psi^\dagger \psi \left( c_1 E^2 + c_2 B^2 \right) + \ldots$$  \hspace{1cm} (2.6)

We have put an explicit factor $a_0^3$, so that the couplings $c_i$ are dimensionless ($\psi$ has dimension $3/2$ and the electromagnetic field strength tensor has dimension $2$). Extremely low-energy photons cannot probe the internal structure of the atom; therefore, the cross-section ought to be classical and the typical momentum scale of the elastic scattering is set by the atom size $a_0$. The couplings $c_i$ are then expected to be of $\mathcal{O}(1)$.

∗ A Lorentz–covariant description of this process, using the velocity–dependent formalism for heavy fields (see section 6) can be found in ref. [7].
The interaction (2.6) produces a scattering amplitude $A \sim c_1 a_0^3 E^2 \gamma$. The corresponding cross-section,
\[\sigma \propto a_0^6 E^4 \gamma,\]
scales as the fourth power of the photon energy. Thus, the blue light is scattered more strongly than the red one, which explains why the sky looks blue.

Note that we have obtained the correct energy dependence of the Rayleigh scattering cross-section, without doing any calculation. Once the correct degrees of freedom have been identified, dimensional analysis is good enough to understand qualitatively the main properties of the process.

Higher–dimension operators induce corrections to (2.7) of $O(E \gamma / \Lambda)$, with $\Lambda \sim \Delta E, a_0^{-1}, M_A$. Since $\Delta E$ is the smallest scale, one expects our approximations to break down as $E \gamma$ approaches $\Delta E$.

2.3. The Fermi Theory of Weak Interactions

In the Standard Model, weak decays proceed at lowest order through the exchange of a $W^\pm$ boson between two fermionic left–handed currents (except for the heavy quark top which decays into a real $W^+$. The momentum transfer carried by the intermediate $W$ is very small compared to $M_W$. Therefore, the vector–boson propagator reduces to a contact interaction:
\[\frac{-g_{\mu\nu} + q_{\mu}q_{\nu}/M_W^2}{q^2 - M_W^2} \times \frac{g_{\mu\nu}}{M_W^2}.\]
These flavour–changing transitions can then be described through an effective local 4–fermion Hamiltonian,
\[H_{\text{eff}} = \frac{G_F}{\sqrt{2}} \mathcal{J}_\mu \mathcal{J}_\mu^\dagger,\]
where
\[\mathcal{J}_\mu = \sum_{ij} \bar{u}_i \gamma_\mu (1 - \gamma_5) V_{ij} d_j + \sum_l \bar{\nu}_l \gamma_\mu (1 - \gamma_5) l,\]
with $V_{ij}$ the Cabibbo–Kobayashi–Maskawa mixing matrix, and
\[\frac{G_F}{\sqrt{2}} = \frac{g^2}{8M_W^2}\]
the so-called Fermi coupling constant.

At low energies ($E \ll M_W$), there is no reason to include the $W$ field in the theory, because there is not enough energy to produce a physical
The transition amplitudes corresponding to the different weak decays of leptons and quarks are well described by the effective 4-fermion Hamiltonian (2.9), which contains operators of dimension 6 and, therefore, a coupling with dimension $-2$. Equation (2.11) establishes the relation between the effective coupling and the parameters $(g, M_W)$ of the underlying electroweak theory (this is technically called a matching condition).

Expanding further the $W$ propagator in powers of $q^2/M_W^2$, one would get fermionic operators of higher dimensions, which generate corrections to (2.9). We can neglect those contributions, provided we are satisfied with an accuracy not better than $m_f^2/M_W^2$, where $m_f$ is the mass of the decaying fermion.

Let us consider the leptonic decay $l \rightarrow \nu_l l' \bar{\nu}_{l'}$. The decay width can be easily computed, with the result:

$$\Gamma(l \rightarrow \nu_l l' \bar{\nu}_{l'}) = \frac{G_F^2 m_l^5}{192\pi^3} f(m_{l'}^2/m_l^2),$$

(2.12)

where $f(x) = 1 - 8x + 8x^3 - x^4 - 12x^2 \ln x$. The global mass dependence, $\Gamma \sim G_F^2 m_l^5$, results from the known dimension of the Fermi coupling ($\Gamma$ must have dimension 1); it is then a universal property of all weak decays of fermions (except the top) and could have been fixed just by dimensional analysis. The three–body phase space generates a factor $1/(4\pi)^3$; thus, the explicit calculation is only needed to fix the remaining factor of $1/3$ and the dependence with the final lepton mass contained in $f(m_{l'}^2/m_l^2)$.

The Fermi coupling is usually determined in $\mu$ decay; eq. (2.12) provides then a parameter–free prediction for the leptonic $\tau$ decays. Equivalently, the $m_\tau^2$ dependence of the decay width, implies the relation

$$\text{Br}(\tau^- \rightarrow \nu_\tau e^- \bar{\nu}_e) = \Gamma(\tau^- \rightarrow \nu_\tau e^- \bar{\nu}_e) \frac{m_\tau}{m_\mu} \frac{\tau_\tau}{\tau_\mu} = 17.77\%,$$

(2.13)

to be compared with the experimental value $(17.786 \pm 0.072)\%$ [21].

Including the additional 4–fermion operators induced by $Z$ exchange, the effective Hamiltonian can also be used to describe the low–energy neutrino scattering with either quarks or leptons. The same dimensional argument forces the cross-section to scale with energy as

$$\sigma_\nu \sim G_F^2 s,$$

(2.14)

where $s$ is the square of the total energy in the centre-of-mass frame.
2.4. Relevant, Irrelevant and Marginal

An EFT is characterized by some effective Lagrangian,

\[ \mathcal{L} = \sum_i c_i O_i , \]  

(2.15)

where \( O_i \) are operators constructed with the light fields, and the information on any heavy degrees of freedom is hidden in the couplings \( c_i \). The operators \( O_i \) are usually organized according to their dimension, \( d_i \), which fixes the dimension of their coefficients:

\[ [O_i] = d_i \quad \rightarrow \quad c_i \sim \frac{1}{\Lambda^{d_i-4}} , \]  

(2.16)

with \( \Lambda \) some characteristic heavy scale of the system.

At energies below \( \Lambda \), the behaviour of the different operators is determined by their dimension. We can distinguish three types of operators:

- Relevant (\( d_i < 4 \))
- Marginal (\( d_i = 4 \))
- Irrelevant (\( d_i > 4 \))

All the operators we have seen in the previous examples have dimension greater than four. They are called irrelevant because their effects are suppressed by powers of \( E/\Lambda \) and are thus small at low energies. Of course, this does not mean that they are not important. In fact, they usually contain the interesting information about the underlying dynamics at higher scales. The point is that irrelevant operators are weak at low energies.

The interactions induced by the Fermi Hamiltonian (2.9) are suppressed by two powers of \( M_W \), and are thus irrelevant. In spite of being weak, the four–fermion interactions are important because they generate the leading contributions to flavour–changing processes or to low–energy neutrino scattering. However, if the masses of the \( W \) and the \( Z \) bosons were \( 10^{16} \) GeV we would have never seen any signal of the weak interaction.

In contrast a coupling of positive mass dimension gives rise to effects which become large at energies much smaller than the scale of this coupling. Operators of dimension less than four are therefore called relevant, because they become more important at lower energies.

In a four–dimensional relativistic field theory, the number of possible relevant operators is rather low:

- \( d = 0 \): The unit operator
- \( d = 2 \): Boson mass terms (\( \phi^2 \))
- \( d = 3 \): Fermion mass terms (\( \bar{\psi} \psi \)) and cubic scalar interactions (\( \phi^3 \))

Finite mass effects are negligible at very high energies \( (E \gg m) \), however they become relevant when the energy scale is comparable to the mass. The
role of relevant operators at low energies can be easily understood through a simple example. Let us consider two real scalar fields \( \phi \) and \( \Phi \) described by the Lagrangian [7]:

\[
L = \frac{1}{2} \left( \partial \phi \right)^2 + \frac{1}{2} \left( \partial \Phi \right)^2 - \frac{1}{2} m^2 \phi^2 - \frac{1}{2} M^2 \Phi^2 - \frac{\lambda}{2} \phi^2 \Phi .
\] (2.17)

The two kinetic terms are marginal operators, with dimensionless coefficients (the canonical \( \frac{1}{2} \) normalization in this case). The mass terms and the scalar interaction are relevant; therefore, they appear multiplied by coefficients with positive dimension: \([m^2] = [M^2] = 2, [\lambda] = 1\).

Let us assume that \( m, \lambda \ll M \), and consider the tree–level elastic scattering of two light scalar fields \( \phi \phi \rightarrow \phi \phi \), which proceeds through the exchange of a heavy scalar \( \Phi \). The scattering amplitude is proportional to \( \lambda^2 \) divided by the appropriate \( \Phi \) propagator. The behaviour of the cross–section at very high or low energies is given by:

\[
\sigma \sim \frac{1}{E^2} \times \begin{cases} 
(\lambda/E)^4, & (E \gg M) \\
(\lambda/M)^4, & (m \ll E \ll M)
\end{cases} .
\] (2.18)

The factor \( 1/E^2 \) appears because the cross–section should have dimension \(-2\). The different energy behaviour stems from the \( \Phi \) propagator. At energies much greater than \( M \), the cross–section goes rapidly to zero as \( 1/E^6 \). However, when \( m \ll E \ll M \) the heavy propagator can be contracted to a point, generating a contact \( \phi^4 \) interaction with an effective coupling \( \lambda^2/M^2 \).

We have seen a similar situation before with the Fermi theory of weak interactions; but now, since \( \lambda \) has dimension 1, we have got the opposite low–energy behaviour. The \( d = 6 \) four–fermion Hamiltonian predicts a neutrino cross–section proportional to \( E^2 \), which becomes irrelevant at very low energies. In contrast, the relevant \((d = 3)\ \phi^2 \Phi \) interaction generates a \( \phi \phi \rightarrow \phi \phi \) cross–section which, at low energies, increases as \( 1/E^2 \) when the energy decreases.

Operators of dimension 4 are equally important at all energy scales and are called marginal operators. They lie between relevancy and irrelevancy because quantum effects could modify their scaling behaviour on either side. Well–known examples of marginal operators are \( \phi^4 \), the QED and QCD interactions and the Yukawa \( \bar{\psi} \psi \phi \) interactions.

In any situation where there is a large mass gap between the energy scale being analyzed and the scale of any heavier states (i.e. \( m, E \ll M \)), the effects induced by irrelevant operators are always suppressed by powers of \( E/M \), and can usually be neglected. The resulting EFT, which
only contains relevant and marginal operators, is called renormalizable. Its predictions are valid up to \( E/M \) corrections.

Dimensional analysis offers a new perspective on the old concept of renormalizability. QED was constructed to be the most general renormalizable \( (d \leq 4) \) Lagrangian consistent with the electromagnetic \( U(1) \) gauge symmetry. However, there exist other interactions (Z–exchange) contributing to \( e^+e^- \rightarrow e^+e^- \), which at low energies \( (E \ll M_Z) \) generate additional non-renormalizable local couplings of higher dimensions. The lowest–dimensional contribution takes the form of a Fermi \( (\bar{e}\Gamma e)(\bar{e}\Gamma e) \) operator. The reason why QED is so successful to describe the low-energy scattering of electrons with positrons is not renormalizability, but rather the fact that \( M_Z \) is very heavy and the leading non-renormalizable contributions are suppressed by \( E^2/M_Z^2 \).

2.5. Principles of Effective Field Theory

We can summarize the basic ingredients used to build an EFT as a set of general principles:

(i) Dynamics at low energies (large distances) does not depend on details of dynamics at high energies (short distances).

(ii) Choose the appropriate description of the important physics at the considered scale. If there are large energy gaps, put to zero (infinity) the light (heavy) scales, i.e. 
\[
0 \leftarrow m \ll E \ll M \rightarrow \infty.
\]
Finite corrections induced by these scales can be incorporated as perturbations.

(iii) Non-local heavy–particle exchanges are replaced by a tower of local (non-renormalizable) interactions among the light particles.

(iv) The EFT describes the low–energy physics, to a given accuracy \( \epsilon \), in terms of a finite set of parameters:
\[
(E/M)^{(d_i-4)} \gtrsim \epsilon \quad \iff \quad d_i \lesssim 4 + \frac{\log(1/\epsilon)}{\log(M/E)}.
\]

(v) The EFT has the same infra-red (but different ultra-violet) behaviour than the underlying fundamental theory.

(vi) The only remnants of the high–energy dynamics are in the low–energy couplings and in the symmetries of the EFT.
3. Quantum Loops

Our previous dimensional arguments are quite trivial at tree–level. It is less obvious what happens when quantum loop corrections are evaluated. Since the momenta flowing through the internal lines are integrated over all scales, the behaviour of irrelevant operators within loops appears to be problematic. In fact, in order to build well–behaved quantum field theories, irrelevant operators are usually discarded in many textbooks, because they are non-renormalizable: an infinite number of counter-terms is needed to get finite predictions. Thus, at first sight, a Lagrangian including irrelevant operators seems to lack any predictive power.

Let us try to understand the problem with a simple fermionic Lagrangian:

\[ \mathcal{L} = \bar{\psi} (i \gamma^\mu \partial_\mu - m) \psi - \frac{a}{\Lambda^2} (\bar{\psi} \psi)^2 - \frac{b}{\Lambda^4} (\bar{\psi} \Box \psi)(\bar{\psi} \psi) + \cdots \]  

(3.1)

The dimension–six four–fermion interaction generates a divergent contribution to the fermion mass, through the self-energy graph shown in fig. 1:

\[ \delta m \sim 2i \frac{a}{\Lambda^2} m \int \frac{d^4 k}{(2\pi)^4} \frac{1}{k^2 - m^2}. \]  

(3.2)

Since the EFT is valid up to energies of order \( \Lambda \), we could try to estimate the quadratically divergent integral using \( \Lambda \) as a natural momentum cut-off. This gives:

\[ \delta m \sim \frac{m}{\Lambda^2} \Lambda^2 \sim m. \]  

(3.3)

Thus, the irrelevent four–fermion operator generates a quantum correction to the fermion mass, which is not suppressed by any power of the scale \( \Lambda \); i.e. it is \( \mathcal{O}(1) \) in the momentum expansion. Similarly, higher–order terms such as the dimension–eight operator \((\bar{\psi} \Box \psi)(\bar{\psi} \psi)\) are equally important, and the entire expansion breaks down.
This problem can be cured if one adopts a mass–independent renormalization scheme, such as dimensional regularization and minimal subtraction (MS or \( \overline{\text{MS}} \)). Performing the calculation in \( D = 4 + 2\epsilon \) dimensions, the correction to the fermion mass induced by the diagram of fig. 1 takes the form:

\[
\delta m \sim 2am \frac{m^2}{16\pi^2\Lambda^2} \mu^{2\epsilon} \left\{ \frac{1}{\epsilon} + \log\left(\frac{m^2}{\mu^2}\right) - 1 + \mathcal{O}(\epsilon) \right\},
\]

where

\[
\frac{1}{\epsilon} \equiv \frac{1}{\epsilon} + \gamma_E - \log(4\pi),
\]

and \( \gamma_E = 0.577215 \ldots \) is the Euler’s constant. The important thing is that the arbitrary dimensional scale \( \mu \) only appears in the logarithm, and does not introduce any explicit powers such as \( \mu^2 \). The \( 1/\Lambda^2 \) factor weighting the irrelevant operator \( (\bar{\psi}\psi)^2 \) is then necessarily compensated by two powers of a light physical scale, \( m^2 \) in this case. The integral is now of \( \mathcal{O}[m^2/(16\pi^2\Lambda^2)] \), which is small provided \( m \ll \Lambda \).

This is a completely general result. In a mass–independent renormalization scheme, loop integrals do not have a power law dependence on any big scale \( \mu \sim \Lambda \). Thus, one can count powers of \( 1/\Lambda \) directly from the effective Lagrangian. Operators proportional to \( 1/\Lambda^n \) need only to be considered when probing effects of \( \mathcal{O}(1/\Lambda^n) \) or smaller. The EFT produces then a well–defined expansion in powers of momenta over the heavy scale \( \Lambda \).

To a given order in \( E/\Lambda \) the EFT contains only a finite number of operators. Therefore, working to a given accuracy, the EFT behaves for all practical purposes like a renormalizable quantum field theory: only a finite number of counter-terms are needed to reabsorb the divergences.

Of course, physical predictions should be independent of our renormalization conventions. Thus, one should get the same answers using a mass–dependent subtraction scheme, such as our previous momentum cut-off. The only problem is that in the cut-off scheme one needs to consider an infinite number of contributions to each order in \( 1/\Lambda \). If one was able to resum all contributions of a given order, the net effect would be to reproduce the results obtained in a much more simple way using a mass–independent scheme. Within the context of EFT, a mass–independent renormalization scheme is very convenient, because it provides an efficient way of organizing the \( 1/\Lambda \) expansion, so that only a finite number of operators (and Feynman graphs) are needed.

Our toy–model calculation (3.4) shows two additional important features. The first one is the logarithmic dependence on the renormalization
scale $\mu$. The physical content of this type of logarithms will be analyzed in the next subsections, where the concept of renormalization and the associated renormalization–group equations will be briefly discussed.

The second interesting feature is that $\delta m \propto m$. Thus, if $m = 0$ the quantum correction also vanishes. There is a deep symmetry reason behind this fact. The kinetic term and the four–fermion interactions are invariant under the chiral transformation $\psi \to \gamma_5 \psi$, $\bar{\psi} \to -\bar{\psi} \gamma_5$, which, however, is not a symmetry of the mass term. In the $m = 0$ limit, the chiral symmetry of the Lagrangian protects the fermion from acquiring a mass through quantum corrections. It is then natural that the fermion mass might be small, even if there are other heavy scales in the problem such as $\Lambda$.

The behaviour is rather different in scalar theories, because a scalar mass term does not usually break any symmetry. Let us go back to the toy model in eq. (2.17), and consider the self-energy diagram in fig. 2. Even if one takes $m = 0$ at tree level, the coupling to the heavy scalar generates a non-zero contribution to the light mass:

$$\delta m^2 \sim \frac{\lambda^2}{16\pi^2} \mu^2 \left\{ \frac{1}{\epsilon} + \log \left( \frac{M^2}{\mu^2} \right) - 1 + \mathcal{O}(\epsilon) \right\}.$$  

Thus, it is unnatural to have a light scalar mass much smaller than $\lambda/(4\pi)$; that would require a fine tuning between the bare mass and $\lambda$ such that the tree–level and loop contributions cancel each other to all orders. The Lagrangian has however an additional symmetry ($\delta \phi = \text{constant}$) when both $m$ and $\lambda$ are zero [7]; therefore $\phi$ can be light if it does not couple to the heavy scalar.

The problem of naturalness is present in the electroweak symmetry breaking, which, in the Standard Model, is associated with the existence of a scalar sector. While fermion masses can be protected of becoming heavy through some kind of chiral symmetry, the presence of a relatively light scalar Higgs (which presumably couples to some higher new–physics scale) seems unnatural.
3.1. Renormalization

Let us consider the QED vacuum polarization induced by a fermion with electric charge $Q_f$. The corresponding one–loop diagram, shown in fig. 3, is clearly divergent $[\sim \int d^4k (1/k^2)]$. We can define the loop integral through dimensional regularization; i.e. performing the calculation in $D = 4 + 2\epsilon$ dimensions, where the resulting expression is well defined. The ultraviolet divergence is then recovered through the pole of the Gamma function $\Gamma (-\epsilon)$ at $D = 4$.

For simplicity, let us neglect the mass of the internal fermion. Since the loop integration is going to generate logarithms of the external momentum transfer $q^2$, it is convenient to introduce an arbitrary mass scale $\mu$ to compensate the $q^2$ dimensions. The result can then be written as

$$\Pi_{\mu
u} (q) = (-q^2 g^{\mu\nu} + q^\mu q^\nu) \Pi (q^2),$$  

(3.7)

where

$$\Pi (q^2) = -\frac{4}{3} Q_f^2 \frac{\alpha}{4\pi} \mu^{2\epsilon} \left\{ \frac{1}{\epsilon} + \log \left( \frac{-q^2}{\mu^2} \right) - \frac{5}{3} + O(\epsilon) \right\}. $$  

(3.8)

This expression does not depend on $\mu$, but written in this form one has a dimensionless quantity inside the logarithm.

Owing to the ultraviolet divergence, eq. (3.8) does not determine the wanted self-energy contribution. Nevertheless, it does show how this effect changes with the energy scale. If one could fix the value of $\Pi (q^2)$ at some reference momentum transfer $q_0^2$, the result would be known at any other scale:

$$\Pi (q^2) = \Pi (q_0^2) - \frac{4}{3} Q_f^2 \frac{\alpha}{4\pi} \log \left( \frac{q^2}{q_0^2} \right). $$  

(3.9)

We can split the self-energy contribution into a meaningless divergent piece and a finite term, which includes the $q^2$ dependence,

$$\Pi (q^2) \equiv \Delta \Pi_e (\mu^2) + \Pi_R (q^2/\mu^2). $$  

(3.10)
This separation is ambiguous, because the finite $q^2$–independent contributions can be splitted in many different ways. A given choice defines a scheme:

$$\Delta \Pi_e(\mu^2) = -\frac{\alpha Q^2}{3\pi} \mu^{2\epsilon} \times \left\{ \begin{array}{ll}
\left[ \frac{1}{\epsilon} - \frac{5}{3} \right] & (\mu) \\
\frac{1}{\epsilon} & (\text{MS}) \\
\frac{1}{\epsilon} & (\overline{\text{MS}}) 
\end{array} \right\} ,$$

(3.11)

$$\Pi_R(q^2/\mu^2) = -\frac{\alpha Q^2}{3\pi} \times \left\{ \begin{array}{ll}
\log \left( \frac{-q^2}{\mu^2} \right) & (\mu) \\
\log \left( \frac{-q^2}{\mu^2} \right) + \gamma_E - \log(4\pi) - \frac{5}{3} & (\text{MS}) \\
\log \left( \frac{-q^2}{\mu^2} \right) - \frac{5}{3} & (\overline{\text{MS}}) 
\end{array} \right\} .$$

In the $\mu$–scheme, one uses the value of $\Pi(-\mu^2)$ to define the divergent part. MS and $\overline{\text{MS}}$ stand for minimal subtraction [22] and modified minimal subtraction schemes [23]; in the MS case, one subtracts only the divergent $1/\epsilon$ term, while the $\overline{\text{MS}}$ scheme puts also the $\gamma_E - \log(4\pi)$ factor into the divergent piece. Notice that the logarithmic $q^2$–dependence of $\Pi_R(q^2/\mu^2)$ is always the same.

Let us now consider the corrections induced by the photon self-energy on the electromagnetic interaction between two electrons.\* The scattering amplitude takes the form

$$T(q^2) \sim -J^\mu J_\mu \frac{4\pi\alpha}{q^2} \left\{ 1 - \Pi(q^2) + \ldots \right\} ,$$

(3.12)

where $J^\mu$ denotes the electromagnetic fermion current.

The divergent correction generated by quantum loops can be reabsorbed into a redefinition of the coupling:

$$\alpha_B \left\{ 1 - \Delta \Pi_e(\mu^2) - \Pi_R(q^2/\mu^2) \right\} \equiv \alpha_R(\mu^2) \left\{ 1 - \Pi_R(q^2/\mu^2) \right\} ,$$

(3.13)

\* The QED Ward identity, associated with the conservation of the vector current, guarantees that the sum of the corresponding vertex and wave–function corrections is finite. Since we are only interested in the divergent pieces, and their associated logarithmic dependences, we don’t need to specify those contributions.
Effective Field Theory

\[ e^- e^- \gamma q = + + + \ldots \]

**Fig. 4. Photon self-energy contributions to \( e^- e^- \).**

where \( \alpha_B \equiv e^2_B/(4\pi) \) denotes the *bare* QED coupling and

\[
\alpha_R(\mu^2) = \alpha_B \left\{ 1 + Q^2 \frac{\alpha_B}{3\pi} \frac{\mu^2}{\epsilon} \left[ 1 + C_{\text{scheme}} \right] + \ldots \right\}.
\] (3.14)

The resulting scattering amplitude is finite and gives rise to a definite prediction for the cross-section, which can be compared with experiment. Thus, one actually measures the *renormalized coupling* \( \alpha_R(\mu^2) \).

The redefinition (3.13) is meaningful provided that it can be done in a self-consistent way: all ultraviolet divergent contributions to all possible scattering processes should be eliminated through the same redefinition of the coupling (and the fields). The nice thing of gauge theories, such as QED or QCD, is that the underlying gauge symmetry guarantees the renormalizability of the quantum field theory.

The renormalized coupling \( \alpha_R(\mu^2) \) depends on the arbitrary scale \( \mu \) and on the chosen *renormalization scheme* [the constant \( C_{\text{scheme}} \) denotes the corresponding finite terms in eq. (3.11)]. Quantum loops have introduced a scale dependence in a quite subtle way. Both \( \alpha_R(\mu^2) \) and the renormalized self-energy correction \( \Pi_R(q^2/\mu^2) \) depend on \( \mu \), but the physical scattering amplitude \( T(q^2) \) is of course \( \mu \)-independent:

\[
T(q^2) \sim -\frac{\alpha_R(\mu^2)}{q^2} \left\{ 1 + Q^2 \frac{\alpha_R(\mu^2)}{3\pi} \left[ \log \left( \frac{-q^2}{\mu^2} \right) + C'_{\text{scheme}} \right] + \ldots \right\}
= \frac{\alpha_R(Q^2)}{Q^2} \left\{ 1 + Q^2 \frac{\alpha_R(Q^2)}{3\pi} C'_{\text{scheme}} + \ldots \right\},
\] (3.15)

where \( Q^2 \equiv -q^2 \).

The quantity \( \alpha(Q^2) \equiv \alpha_R(Q^2) \) is called the QED *running coupling*. The ordinary fine structure constant \( \alpha \approx 1/137 \) is defined through the classical Thomson formula; therefore, it corresponds to a very low scale \( Q^2 = -m_e^2 \). Clearly, the value of \( \alpha \) relevant for LEP experiments is not the same.
The scale dependence of $\alpha(Q^2)$ is regulated by the so-called $\beta$ function:

$$\mu \frac{d\alpha}{d\mu} \equiv \alpha \beta(\alpha); \quad \beta(\alpha) = \beta_1 \frac{\alpha}{\pi} + \beta_2 \left(\frac{\alpha}{\pi}\right)^2 + \cdots$$  \hfill (3.16)

Only renormalized quantities appear in (3.16); thus, the $\beta$ function is non-singular in the limit $\epsilon \to 0$.

At the one–loop level, the $\beta$ function reduces to the first coefficient, which is fixed by eq. (3.14):

$$\beta_{1}^{\text{QED}} = \frac{2}{3} Q_f^2. \hfill (3.17)$$

The first–order differential equation (3.16) can then be easily solved, with the result:

$$\alpha(Q^2) = \frac{\alpha(Q_0^2)}{1 - \frac{\beta_1 \alpha(Q_0^2)}{2\pi} \log(Q^2/Q_0^2)}.$$

(3.18)

Since $\beta_1 > 0$, the QED running coupling increases with the energy scale:

$$\alpha(Q^2) > \alpha(Q_0^2), \text{ if } Q^2 > Q_0^2; \text{ i.e. } \text{the electromagnetic charge decreases at large distances.}$$

This can be intuitively understood as a screening effect of the virtual fermion–antifermion pairs generated, through quantum effects, around the electron charge. The physical QED vacuum behaves as a polarized dielectric medium.

Notice that taking $\mu^2 = Q^2$ in eq. (3.15) we have eliminated all dependences on $\log(Q^2/\mu^2)$ to all orders in $\alpha$. The running coupling (3.18) makes a resummation of all leading logarithmic corrections, i.e

$$\alpha(Q^2) = \alpha(\mu^2) \sum_{n=0}^{\infty} \left[\frac{\beta_1 \alpha(\mu^2)}{2\pi} \log(Q^2/\mu^2)\right]^n.$$

(3.19)

These higher–order logarithms correspond to the contributions from an arbitrary number of one–loop self-energy insertions along the intermediate photon propagator: $1 - \Pi_R(q^2/\mu^2) + (\Pi_R(q^2/\mu^2))^2 + \cdots$

The renormalization of the QCD coupling proceeds in a similar way. Owing to the non-abelian character of $SU(3)_C$, there are additional contributions involving gluon self-interactions. From the calculation of the relevant one-loop diagrams, shown in fig. 5, one gets the value of the first $\beta$–function coefficient [24,25]:

$$\beta_1 = \frac{2}{3} T_F n_f - \frac{11}{6} C_A = \frac{2n_f - 11N_C}{6}.$$

(3.20)

The positive contribution proportional to the number of quark flavours $n_f$ is generated by the $q\bar{q}$ loops and corresponds to the QED result (except for
the $T_F = \frac{1}{2}$ factor). The gluonic self-interactions introduce the additional \textit{negative} contribution proportional to $C_A = N_C$, where $N_C = 3$ is the number of QCD colours. This second term is responsible for the completely different behaviour of QCD: $\beta_1 < 0$ if $n_f \leq 16$. The corresponding QCD running coupling, decreases at short distances, i.e.

$$\lim_{Q^2 \to \infty} \alpha_s(Q^2) = 0.$$ (3.21)

Thus, for $n_f \leq 16$, QCD has the required property of asymptotic freedom. The gauge self-interactions of the gluons \textit{spread out} the QCD charge, generating an \textit{anti-screening} effect. This could not happen in QED, because photons do not carry electric charge. Only non-abelian gauge theories, where the intermediate gauge bosons are self-interacting particles, have this antiscreening property [26].

Quantum effects have introduced a dependence of the coupling with the energy, modifying the naïve scaling of the \textit{marginal} QED and QCD interactions. Owing to the different sign of their associated $\beta$ functions, these two gauge theories behave differently. Quantum corrections make QED \textit{irrelevant} at low energies ($\lim_{Q^2 \to 0} \alpha(Q^2) = 0$), while the QCD interactions become highly \textit{relevant} ($\lim_{Q^2 \to 0} \alpha_s(Q^2) = \infty$).

Notice that a dynamical scale dependence has been generated, in spite of the fact that we are considering dimensionless interactions among massless fermions. An explicit reference scale can be introduced through the solution of the $\beta$–function differential equation (3.16). At one loop, one gets

$$\log \mu + \frac{\pi}{\beta_1 \alpha(\mu^2)} = \log \Lambda,$$ (3.22)

where $\log \Lambda$ is just an integration constant. Thus,

$$\alpha(\mu^2) = \frac{2\pi}{-\beta_1 \log (\mu^2/\Lambda^2)}.$$ (3.23)

In this way, we have traded the dimensionless coupling by the dimensionful scale $\Lambda$, which indicates when a given energy scale can be considered large or
small. The number of free parameters is the same (1 for massless fermions). Although, eq. (3.18) gives the impression that the scale–dependence of \( \alpha(\mu^2) \) involves two parameters, \( \mu_0^2 \) and \( \alpha(\mu_0^2) \), only the combination (3.22) matters, as explicitly shown in (3.23).

The renormalization of a general EFT is completely analogous to the simpler QED and QCD cases. The only difference is that one needs to deal with as many couplings as operators appearing in the corresponding effective Lagrangian. In a mass–independent subtraction scheme, the number of couplings to be renormalized is finite because only a finite number of operators have to be considered (to a given accuracy).

3.2. Decoupling

Let us consider again the QED vacuum–polarization diagram in fig. 3, and let us study the effects associated with the fermion mass:

\[
\Pi(q^2) = -\frac{\alpha Q_f^2}{3\pi} \left\{ \frac{\mu^2}{\epsilon} + 6 \int_0^1 dx x(1-x) \log \left( \frac{m_f^2 - q^2 x(1-x)}{\mu^2} \right) \right\}.
\]

In a mass–dependent renormalization scheme, such as the \( \mu \)–scheme, the renormalized self-energy takes the form

\[
\Pi_R(q^2/\mu^2) = -Q_f^2 \frac{\alpha}{3\pi} 6 \int_0^1 dx x(1-x) \log \left[ \frac{m_f^2 - q^2 x(1-x)}{m_f^2 + \mu^2 x(1-x)} \right],
\]

while the fermion contribution to the one–loop \( \beta \)–function coefficient is easily found to be

\[
\beta_1 = 4 Q_f^2 \int_0^1 dx \frac{\mu^2 x^2(1-x)^2}{m_f^2 + \mu^2 x(1-x)}.
\]

The mass–dependence of \( \beta_1 \) is plotted in fig. 6. In the limit \( m_f^2 \ll \mu^2, q^2 \) we recover the massless result \( \beta_1 = 2Q_f^2/3 \); while for high masses \( (m_f^2 \gg \mu^2, q^2) \) the fermion contribution to the \( \beta \) function decreases as \( 1/m_f^2 \):

\[
\beta_1 \sim \frac{2}{15} Q_f^2 \frac{\mu^2}{m_f^2}.
\]

The same happens with the heavy–fermion contribution to the renormalized self-energy:

\[
\Pi_R(q^2/\mu^2) \sim Q_f^2 \frac{\alpha}{15\pi} \frac{q^2 + \mu^2}{m_f^2}.
\]
Thus, at energies much smaller than $m_f$ the fermion decouples [27].

In the $\overline{\text{MS}}$ scheme, the $\beta$ function is independent of the mass. Therefore, the fermion generates the same contribution, $\beta_1 = 2Q_f^2/3$, to the running of the QED coupling at all energy scales: a heavy fermion does not decouple as it should. Moreover, the renormalized self-energy,

$$\Pi_R(q^2/\mu^2) = -Q_f^2 \frac{\alpha}{3\pi} 6 \int_0^1 dx \, x(1-x) \log \left[ \frac{m_f^2 - q^2 x(1-x)}{\mu^2} \right],$$  \hspace{1cm} (3.28)

grows as $\log (m_f^2/\mu^2)$. For $\mu \ll m_f$ the logarithm becomes large and perturbation theory breaks down.

The mass-independent subtraction gives rise to an unphysical behaviour when $q^2, \mu^2 \ll m_f^2$. The $\overline{\text{MS}}$ coupling runs incorrectly at low energies, because one is using a wrong $\beta$ function which includes contributions from very high scales. The large logarithm in $\Pi_R(q^2/\mu^2)$ is compensating the wrong running, in such a way that the low-energy ($E \ll m_f$) physical amplitudes are not affected by the heavy-fermion contributions.

Decoupling of heavy particles is not manifest in mass-independent subtraction schemes. This is an important drawback for schemes such as MS or $\overline{\text{MS}}$. However, they are much easier to use than the mass-dependent ones. One way out is to implement decoupling by hand, integrating out the heavy particles [28–30]. At energies above the heavy particle mass one uses the full theory including the heavy field, while a different EFT without the heavy field is used below threshold.

In the previous example, for $\mu > m_f$ one would use the QED Lagrangian with an explicit massive fermion $f$; the corresponding one-loop $\beta$ function
would be $\beta_1 = \frac{2}{3}Q_1^2 + \beta_{1,\text{light}}^\text{light}$, where $\beta_{1,\text{light}}^\text{light}$ stands for the light-field contributions. When $\mu < m_f$, one takes instead QED with the light fields only; i.e. $\beta_1 = \beta_{1,\text{light}}^\text{light}$.

3.3. Matching

The effects of a heavy particle are included in the low–energy theory through higher–dimension operators, which are suppressed by inverse powers of the heavy–particle mass. Around the heavy–threshold region, the physical predictions should be identical in the full and effective theories. Therefore, the two descriptions are related by a matching condition: at $\mu = m_f$, the two EFTs (with and without the heavy field) should give rise to the same $S$–matrix elements for light–particle scattering.

Since the light–particle content is the same, the infra-red properties of the two theories will be identical. The EFT without the heavy field only distorts the high–energy behaviour. The matching conditions mock up the effects of heavy particles and high–energy modes into the low–energy EFT. In practice, one should match all the one–light–particle–irreducible diagrams (those that cannot be disconnected by cutting a single light–particle line) with external light particles.

Thus, in the $\overline{\text{MS}}$ scheme one uses a series of EFTs with different particle content. When running from higher to lower energies, every time a particle threshold is crossed one integrates out the corresponding field and imposes the appropriate matching condition on the resulting low–energy theory. This procedure guarantees the correct decoupling properties, while keeping at the same time the calculational simplicity of mass–independent subtraction schemes.

The following examples illustrate how the matching conditions are implemented.

3.3.1. The $\phi^2\Phi$ interaction

Let us consider again the scalar Lagrangian in eq. (2.17). At energies below the heavy scalar mass $M$, one integrates out the heavy field $\Phi$:

$$\exp\{iZ\} = \int \mathcal{D}\phi \mathcal{D}\Phi \exp\{iS(\phi, \Phi)\} = \int \mathcal{D}\phi \exp\{iS_{\text{eff}}(\phi)\}. \quad (3.29)$$

The resulting EFT, which only contains the light scalar $\phi$, is described by the effective Lagrangian:

$$\mathcal{L}_{\text{eff}} = \frac{1}{2} a (\partial\phi)^2 - \frac{1}{2} b \phi^2 + c \frac{\lambda^2}{8M^2} \phi^4 + \cdots \quad (3.30)$$
The couplings $a, b, c, \ldots$ are fixed by matching the effective Lagrangian with the full underlying scalar theory. At tree level, $a = 1$, $b = m^2$, and the $\phi^4$ interaction is generated through $\Phi$-exchange. The matching condition, shown in fig. 7, implies $c = 1$.

At the quantum level, the matching is slightly more involved:

\begin{align}
    a &= 1 + a_1 \frac{\lambda^2}{16\pi^2 M^2} + \cdots \\
    b &= m^2 + b_1 \frac{\lambda^2}{16\pi^2} + \cdots \\
    c &= 1 + c_1 \frac{\lambda^2}{16\pi^2 M^2} + \cdots
\end{align}

The one-loop matching conditions [7] with both 2 and 4 external $\phi$ fields, shown in fig. 8, determine the coefficients $a_1$, $b_1$ and $c_1$. This calculation is left as an exercise. Nevertheless, it is worth while to stress some general features:

---

The ultra-violet divergences are dealt with in $\overline{\text{MS}}$; the matching conditions relate then well-defined finite quantities.

---

The effective couplings are $\mu$-dependent, where $\mu$ is the renormalization scale. Matching is imposed at the scale $\mu = M$ in order to avoid large $\log (M^2/\mu^2)$ corrections.

---

The two theories have the same infra-red properties, therefore all
infra-red divergences cancel out in the matching conditions. Non-analytic dependences on light–particle masses and momenta (e.g. \( \log m^2 \) or \( \log p^2 \)) also cancel out. \( \mathcal{L}_{\text{eff}} \) has then a local expansion in powers of \( 1/M \).

### 3.3.2. QCD matching

Let us consider the QCD Lagrangian with \( n_f - 1 \) light–quark flavours plus one heavy quark of mass \( M \). At \( \mu < M \), one integrates out the heavy quark; the resulting EFT is \( \mathcal{L}_{\text{QCD}}^{(n_f-1)} \) plus a tower of higher–dimensional operators suppressed by powers of \( 1/M \). The matching conditions relate this EFT to the original QCD Lagrangian with \( n_f \) flavours:

\[
\mathcal{L}_{\text{QCD}}^{(n_f)} \iff \mathcal{L}_{\text{QCD}}^{(n_f-1)} + \sum_{d_i > 4} \frac{\tilde{c}_i}{M^{d_i-4}} O_i. 
\]  

(3.32)

At low energies, one usually neglects the small effect of the irrelevant \( (d_i > 4) \) operators. The EFT reduces then to the normal QCD Lagrangian with \( (n_f - 1) \) quark flavours, which contains all the marginal \( (d = 4) \) and relevant (light–quark mass terms) operators allowed by gauge invariance. Remember that, owing to the quantum corrections, the marginal QCD interaction becomes highly relevant at low scales.

The two QCD theories have different \( \beta \) functions (the \( \beta_i \) coefficients depend explicitly on the number of quark flavours). Thus, the running of the corresponding couplings \( \alpha_s^{(n_f)}(\mu^2) \) and \( \alpha_s^{(n_f-1)}(\mu^2) \) is different. The two effective couplings are related through a matching condition:

\[
\alpha_s^{(n_f)}(\mu^2) = \alpha_s^{(n_f-1)}(\mu^2) \left\{ 1 + \sum_{k=1} \frac{C_k(L)}{\pi} \left( \frac{\alpha_s^{(n_f-1)}(\mu^2)}{\pi} \right)^k \right\},
\]  

(3.33)

where \( L \equiv \log(\mu/M) \). Since we use a mass–independent subtraction scheme (\( \overline{\text{MS}} \)), the neglected higher–dimensional operators \( O_i \) cannot affect this matching condition.

The logarithmic dependence of the \( C_k(L) \) coefficients on the scale \( \mu \) can be easily obtained, by taking the derivative of eq. (3.33) with respect to \( \log \mu \) and using the corresponding \( \beta \)–function equation obeyed by each coupling. At one loop, this gives:

\[
\frac{dC_1(L)}{dL} = \beta_1^{(n_f)} - \beta_1^{(n_f-1)} = \frac{1}{3},
\]  

(3.34)

i.e.

\[
C_1(L) = c_{1,0} + \frac{1}{3} L, \quad c_{1,0} = 0.
\]  

(3.35)
The value of the integration constant $c_{1,0}$ can only be fixed by matching the explicit calculation of some Green function in both effective theories. One easily gets $c_{1,0} = 0$, which corresponds to $\alpha_s^{(n_f)}(M^2) = \alpha_s^{(n_f-1)}(M^2)$.

Similarly, using the calculated value of the two-loop $\beta$-function coefficient in the $\overline{\text{MS}}$ scheme [31,32],

$$\beta_2 = \frac{19}{12} n_f - \frac{51}{4},$$

one obtains [33]:

$$C_2(L) = c_{2,0} + \frac{19}{12} L + \frac{1}{9} L^2. \quad (3.37)$$

The value of the two-loop integration constant is no longer zero. Moreover, it depends on the adopted definition for the heavy quark mass $M$ [34]:

$$c_{2,0} = \begin{cases} -\frac{11}{72}, & [M \equiv M(M^2)] \\ \frac{7}{24}, & [M \equiv M_\text{pole}] \end{cases}. \quad (3.38)$$

In the first case, the quark mass is defined to be the $\overline{\text{MS}}$ running mass, while in the second line $M$ refers to the pole of the perturbative quark propagator. Notice, that the running coupling constant has now a discontinuity at the matching point:

$$\alpha_s^{(n_f)}(M^2) = \alpha_s^{(n_f-1)}(M^2) \left\{ 1 + c_{2,0} \left( \frac{\alpha_s^{(n_f-1)}(M^2)}{\pi} \right)^2 + \cdots \right\}. \quad (3.39)$$

Thus, at the two-loop (or higher) level the $\overline{\text{MS}}$ QCD coupling is not continuous when crossing a heavy-quark threshold. There is nothing wrong with that. The running QCD coupling is not a physical observable; it is just a parameter which depends on our renormalization conditions. Moreover, the couplings $\alpha_s^{(n_f)}(\mu^2)$ and $\alpha_s^{(n_f-1)}(\mu^2)$ are defined in different EFTs; they are different parameters and there is no reason why they should be equal at the matching point. Of course, physical observables should be the same independently of which conventions (or EFT) have been used to compute them. But this is precisely the content of the matching conditions we have imposed, which require a discontinuous coupling.

Analogously, the running masses of the light quarks are defined differently in the two EFTs. The so-called $\gamma$ function, which governs their evolution,

$$\mu \frac{dm}{d\mu} \equiv -m \gamma(\alpha_s); \quad \gamma(\alpha_s) = \gamma_1 \frac{\alpha_s}{\pi} + \gamma_2 \left( \frac{\alpha_s}{\pi} \right)^2 + \cdots \quad (3.40)$$
starts to depend on the flavour number at the two–loop level [35]:

\[ \gamma_1 = 2, \quad \gamma_2 = \frac{101}{12} - \frac{5}{18} n_f. \]  

The quark–mass matching conditions can be easily implemented in the same way as for the strong coupling. Since the \( \beta \) and \( \gamma \) QCD functions are already known to four loops [36,37] the logarithmic scale dependence of the \( \alpha_s^{(n_f)}(\mu^2) \) and \( m^{(n_f)}(\mu^2) \) matching conditions can be worked out at this level in a quite straightforward way [38]. The corresponding non-logarithmic contributions are however only known to three loops [39].

3.4. Scaling

We have seen already that quantum corrections can change the scaling dimension of operators from their classical value. This is especially important for marginal operators because they become either relevant (like QCD) or irrelevant (like QED). Although the effect is less dramatic for operators with dimension different from four, the modified quantum scaling generates sizeable corrections whenever two widely separated physical scales are involved.

The change of the scaling properties is associated with the introduction of the new scale \( \mu \), in the renormalization process. The statement that physical observables should be independent of our renormalization conventions, provides a powerful tool to analyze the quantum scaling, which is called renormalization group [40–43].

Let us consider some Green function \( \Gamma(p_i; \alpha, m) \), where \( p_i \) are physical momenta. To simplify the discussion we assume that \( \Gamma \) depends on a single coupling \( \alpha \) and mass \( m \), but the following arguments are completely general and can be extended to several couplings and masses in a quite straightforward way.

The \textit{renormalized} (\( \Gamma_R \)) and \textit{bare} (\( \Gamma_B \)) Green functions are related through some equation of the form

\[ \Gamma_B(p_i; \alpha_B, m_B; \epsilon) = Z_T(\epsilon, \mu) \Gamma_R(p_i; \alpha, m; \mu), \]  

where \( \alpha_B, m_B (\alpha, m) \) denote the \textit{bare} (\textit{renormalized}) coupling and mass. The appropriate product of renormalization factors is contained in \( Z_T(\epsilon, \mu) \), which reabsorbs the divergences of the \textit{bare} Green function \( \Gamma_B \). The dependence on \( \epsilon \) refers to the dimensional regulator \( (D - 4)/2 \). Obviously, \( Z_T(\epsilon, \mu) \) depends on our choice of renormalization scheme. We have explicitly indicated that both \( Z \) and \( \Gamma_R \) depend on the renormalization scale \( \mu \). Since the \textit{bare} Green function \( \Gamma_B \) does not depend on the arbitrary
The function $\gamma(\alpha)$ is necessarily non-singular, because only renormalized quantities appear in eq. (3.43); moreover, in a mass–independent renormalization scheme [22,44], it only depends on the coupling.

The dependence on $\mu$ can be made more explicit, using the $\beta$– and $\gamma$–function equations (3.16) and (3.40):

\[
\left(\mu \frac{\partial}{\partial \mu} + \beta(\alpha) \frac{\partial}{\partial \alpha} - \gamma(\alpha) m \frac{\partial}{\partial m} + \gamma(\alpha) \right) \Gamma(p_i; \alpha, m; \mu) = 0. \tag{3.45}
\]

Since it is no-longer necessary, we have dropped the subscript $R$.

Using the $\beta$ function to trade the dependence on $\mu$ by $\alpha$, the solution of the renormalization–group equation (3.43) is easily found to be

\[
\Gamma(p_i; \alpha, m; \mu) = \Gamma(p_i; \alpha_0, m_0; \mu_0) \exp \left\{ - \int_{\alpha_0}^{\alpha} \frac{d\alpha}{\alpha} \frac{\gamma(\alpha)}{\beta(\alpha)} \right\}. \tag{3.46}
\]

This equation relates the Green functions obtained at two different renormalization points $\mu$ and $\mu_0$.

The information provided by the renormalization–group equations allows us to relate the values of the Green function at different physical scales. A global scale transformation of all external momenta by a factor $\xi$ will induce the change

\[
\Gamma(\xi p_i; \alpha, m; \mu) = \xi^{d_\Gamma} \Gamma(p_i; \alpha, m/\xi; \mu/\xi), \tag{3.47}
\]

where $d_\Gamma$ is the classical dimension of $\Gamma$. Taking the derivative of this equation with respect to $\log \xi$ and using eq. (3.45), one gets

\[
\left\{ \xi \frac{\partial}{\partial \xi} - \beta(\alpha) \frac{\partial}{\partial \alpha} + [1 + \gamma(\alpha)] m \frac{\partial}{\partial m} - [d_\Gamma + \gamma(\alpha)] \right\} \Gamma(\xi p_i; \alpha, m; \mu) = 0. \tag{3.48}
\]

The general solution of this equation can be obtained with the standard method of characteristics to solve linear partial differential equations. One
obtains the relation
\begin{equation}
\Gamma \left( \xi p_i; \alpha(\mu^2), m(\mu^2); \mu \right) = (3.49)
\end{equation}
\begin{equation}
\xi^{d_\Gamma} \exp \left\{ \int_{\alpha(\mu^2)}^{\alpha(\xi^2 \mu^2)} \frac{d\alpha}{\alpha} \gamma_\Gamma(\alpha) \right\} \Gamma \left( p_i; \alpha(\xi^2 \mu^2), m(\xi^2 \mu^2)/\xi; \mu \right),
\end{equation}
which is the fundamental result of the renormalization group. For a fixed value of the renormalization scale \( \mu \), the behaviour of the Green function under the scaling of all external momenta is given by the corresponding running of the parameters of the theory (couplings and masses) as functions of the scale factor. Moreover, the global scale factor \( \xi^{d_\Gamma} \) is modified by the exponential term. The function \( \gamma_\Gamma(\alpha) \) is called the anomalous dimension of the Green function \( \Gamma \), since it modifies its classical dimension. The usual \( \gamma(\alpha) \) function is the anomalous dimension of the mass. The role of the anomalous dimensions is rather transparent in eq. (3.48) where we see the explicit factors \( [d_\Gamma + \gamma_\Gamma(\alpha)] \) and \( [1 + \gamma(\alpha)] \).

3.5. Wilson Coefficients

Let us consider a low–energy EFT with Lagrangian
\begin{equation}
\mathcal{L} = \sum_i \frac{c_i}{\Lambda^{d_i-4}} O_i, \quad (3.50)
\end{equation}
We have written explicit factors of \( 1/\Lambda \), in order to have dimensionless coefficients \( c_i \). Using the renormalization group, we can learn how these coefficients change with the scale.

To simplify the discussion, let us assume that the operators \( O_i \) do not mix under renormalization (this would be the case if, for instance, there is a single operator for each dimension), i.e.
\begin{equation}
\langle O_i \rangle_B = Z_i(\epsilon, \mu) \langle O_i(\mu) \rangle_R, \quad (3.51)
\end{equation}
where \( \langle O_i \rangle \) denotes the matrix element of the operator \( O_i \) between asymptotic states of the theory. The renormalized operators satisfy then the renormalization–group equation
\begin{equation}
\left( \mu \frac{d}{d\mu} + \gamma_{O_i} \right) \langle O_i \rangle_R = 0, \quad (3.52)
\end{equation}
with
\begin{equation}
\gamma_{O_i} = \mu \frac{dZ_i}{Z_i} = \gamma_{O_i}^{(1)} \frac{\alpha}{\pi} + \gamma_{O_i}^{(2)} \left( \frac{\alpha}{\pi} \right)^2 + \cdots \quad (3.53)
\end{equation}
the corresponding anomalous dimension of the operator $O_i$. Since the product $c_i \langle O_i \rangle$ is scale independent, this implies an analogous equation for the so-called *Wilson coefficients* [45] $c_i$,

$$\left( \mu \frac{d}{d\mu} - \gamma_{O_i} \right) c_i = 0 ,$$

which has the solution:

$$c_i(\mu) = c_i(\mu_0) \exp \left\{ \int_{\alpha_0}^{\alpha} \frac{d\alpha}{\alpha - \beta(\alpha)} \gamma_{O_i}(\alpha) \right\} = c_i(\mu_0) \left[ \frac{\alpha(\mu^2)}{\alpha(\mu_0^2)} \right]^{\gamma_{O_i}(\mu)/\beta_1} \left\{ 1 + \cdots \right\} .$$

### 3.5.1. Operator mixing

In general, there are several operators of the same dimension which mix under renormalization,

$$\langle O_i \rangle_B = \sum_j Z_{ij}(\epsilon, \mu) \langle O_j(\mu) \rangle_R .$$

This complicates slightly the previous derivation, because one has to consider a set of coupled renormalization–group equations.

The anomalous dimensions of the mixed operators are now given by the matrix

$$\gamma_O \equiv Z^{-1} \mu \frac{d}{d\mu} Z .$$

The renormalization–group equations obeyed by the operators and the *Wilson coefficients* are easily found to be:

$$\left( \mu \frac{d}{d\mu} + \gamma_O \right) \langle \vec{O} \rangle_R = 0 , \quad \left( \mu \frac{d}{d\mu} - \gamma_O^T \right) \langle \vec{c} \rangle_R = 0 ,$$

where $\vec{O}$ and $\vec{c}$ are 1–column vectors containing the operators $O_i$ and the coefficients $c_i$ respectively.

With this compact matrix notation, the equations have the same form than in the simpler unmixed case. They can be solved in a straightforward way, diagonalizing the anomalous–dimension matrix:

$$\left( U^{-1} \gamma^T U \right)_{ij} = \delta_{ij} ; \quad \vec{c}_i = U_{ij}^{-1} c_j .$$
The diagonal coefficients $\tilde{c}_i$ obey the unmixed renormalization group equations (3.54), but with the diagonal anomalous dimensions $\tilde{\gamma}_O$. Therefore,

$$c_i(\mu) = \sum_{j,k} U_{ij} \exp \left\{ \int_{\alpha_0}^{\alpha} \frac{d\alpha}{\beta(\alpha)} \tilde{\gamma}_{ij}(\alpha) \right\} U_{jk}^{-1} c_k(\mu_0).$$

(3.60)

3.5.2. Wilson coefficients in the Fermi Theory

We can illustrate how the previous formulae work in practice, with a simple but important example. Let us consider the usual $W$–exchange between two quark lines, which is responsible for the weak decays of hadrons. At energies much lower than the $W$ mass, the interaction is described by the four–quark Fermi coupling

$$\mathcal{L}_{\text{eff}} = \frac{G_F}{\sqrt{2}} V_{12} V_{43}^{\ast} O(1, 2; 3, 4),$$

(3.61)

with

$$O(1, 2; 3, 4) \equiv [\bar{q}_1 \gamma^\mu (1 - \gamma_5) q_2] [\bar{q}_3 \gamma^\mu (1 - \gamma_5) q_4].$$

(3.62)

Gluon exchanges between the quark legs induce important QCD corrections, which are responsible for the very different behaviour observed in strange, charm and beauty decays [all of them governed by an underlying weak interaction of the form (3.61)]. The main qualitative effect generated by the exchanged gluons can be simply understood, if one remembers the following colour [\lambda^a are Gell-Mann’s matrices with $\text{Tr}(\lambda^a \lambda^b) = 2 \delta^{ab}$],

$$\sum_a \lambda^a_{ij} \lambda^a_{kl} = -\frac{2}{N_C} \delta_{ij} \delta_{kl} + 2 \delta_{il} \delta_{kj},$$

(3.63)

and Fierz,

$$[\gamma^\mu (1 - \gamma_5)]_{a\beta} [\gamma^\nu (1 - \gamma_5)]_{\gamma\delta} = -[\gamma^\nu (1 - \gamma_5)]_{a\delta} [\gamma^\mu (1 - \gamma_5)]_{\gamma\beta},$$

(3.64)

algebraic relations. Thus, owing to the colour matrices introduced by the gluonic vertices, a new four–quark operator with a permutation of two quark legs appears. Therefore,

$$\mathcal{L}_{\text{eff}} = \frac{G_F}{2\sqrt{2}} V_{12} V_{43}^{\ast} \{c_+(\mu) Q_+ + c_-(\mu) Q_-\},$$

(3.65)

where

$$Q_{\pm} \equiv O(1, 2; 3, 4) \pm O(1, 4; 3, 2).$$

(3.66)
In the absence of gluons, \( c_+ = c_- = 1 \), and we recover the effective Lagrangian (3.61). The QCD interaction modifies the values of these coefficients, which, moreover, will depend on the chosen renormalization scale (and scheme). We have written the Lagrangian in terms of the operators \( Q_\pm \), because they form a diagonal basis under renormalization.

In order to describe hadronic decays we also need to compute the corresponding matrix elements of the four–quark operators between the asymptotic hadronic states, \( \langle Q_\pm (\mu) \rangle \), which is a difficult non-perturbative problem. At the scale \( M_W \), where the underlying electroweak Lagrangian applies, the short–distance correction induced by the exchanged gluons is small and can be rigorously calculated in perturbation theory; however, it is very difficult to compute the four–quark hadronic matrix elements at such high scale. It seems more feasible to estimate those matrix elements at a typical hadronic scale, where approximate non-perturbative hadronic tools are available. The final result for the physical amplitude \( \langle \mathcal{L}_{\text{eff}} \rangle \) should not depend on the chosen renormalization scale. Changing the value of \( \mu \) we are just shifting corrections between the hadronic matrix elements and their Wilson coefficients. The idea is to put all calculable short–distance (\( k > \mu \)) contributions into the coefficients \( c_i(\mu) \) and leave the remaining long–distance (\( k < \mu \)) pieces in the matrix elements, for which a non-perturbative calculation is required.

The calculational procedure goes as follows:

(i) One computes the QCD corrections perturbatively at the scale \( M_W \), using the full Standard Model.

(ii) One performs a matching with the four–quark operator description (3.65). This gives the coefficients \( c_\pm (M_W) \).

(iii) The renormalization group tells us how the short–distance coefficients change with the scale, which allows us to compute \( c_\pm (\mu) \) at low energies.

(iv) Finally, we choose any available non-perturbative tools to calculate the hadronic matrix elements at the scale \( \mu \).

The scale \( \mu \) should be chosen low enough that we can apply hadronic methods to estimate matrix elements, but high enough that our perturbative approach can still be trusted.

At lowest order, the calculation is very simple. Since the coupling \( \alpha_s(M_W^2) \) is small, the uncorrected Wilson coefficients provide a very good approximation at the \( M_W \) scale, i.e. \( c_\pm (M_W) \approx 1 \). To evolve these values to lower scales, we need to know the corresponding one–loop anomalous
dimensions; this only requires to compute the divergent gluonic contributions. Moreover, owing to the conservation (for massless quarks) of the quark currents, the vertex and wave–function contributions cancel among them. Thus, we only need to consider gluonic exchanges between the two currents. The explicit calculation of the diagrams in fig. 9 gives:

\[
Z_+ = 1 + \frac{\alpha_s}{2\pi \hat{\epsilon}} + \cdots; \quad Z_- = 1 - \frac{\alpha_s}{\pi \hat{\epsilon}} + \cdots
\]

(3.67)

i.e.

\[
\gamma_+ = \frac{\alpha_s}{\pi} + \cdots; \quad \gamma_- = -\frac{2\alpha_s}{\pi} + \cdots
\]

(3.68)

Therefore,

\[
c_\pm(\mu) = c_\pm(M_W) \exp \left\{ \int_{\alpha_s(M_W^2)}^{\alpha_s(\mu^2)} \frac{d\alpha_s}{\alpha_s(\mu^2)} \frac{\gamma_\pm(\alpha_s)}{\beta(\alpha_s)} \right\}
\approx \left( \frac{\alpha_s(M_W^2)}{\alpha_s(\mu^2)} \right)^{a_\pm},
\]

(3.69)

where \( a_\pm \equiv -\gamma_\pm(1)/\beta_1 \). From eqs (3.68) and (3.20), one gets:

\[
a_+ = \frac{6}{33 - 2n_f}; \quad a_- = \frac{-12}{33 - 2n_f}.
\]

(3.70)

Thus, when running to lower energies, the QCD interaction enhances the coefficient \( c_-(\mu) \) and suppresses \( c_+(\mu) \) \([46,47]\). Taking \( \mu = 1 \) GeV and \( N_f = 4 \), we get \( c_- \approx 1.8 \) and \( c_+ \approx 0.7 \). This is one of the crucial ingredients in the understanding of the famous \( \Delta I = 1/2 \) rule observed in non-leptonic kaon decays.

A much more detailed analysis of the QCD interplay in weak transitions (including higher–order corrections, quark–mass effects, additional operators, \ldots) is given in the lectures of A.J. Buras \([48]\).

3.6. Evolving from High to Low Energies

Figure 10 shows schematically the general procedure to evolve down in energy. At some high scale, the physics is described by a field (or set of
fields) $\Phi$, with the heaviest mass $M$, and a set of light–particle fields $\phi_i$. The Lagrangian,

$$\mathcal{L}(\phi_i) + \mathcal{L}(\phi_i, \Phi),$$

has a piece $\mathcal{L}(\phi_i)$, which only contains light fields, while $\mathcal{L}(\phi_i, \Phi)$ encodes the dependences on the heavy field $\Phi$ and its interactions with the lighter particles.

Using the renormalization group, one can evolve down to lower energies up to scales of the order of the heavy mass $M$. To proceed further down in energy, one should integrate out the field $\Phi$; i.e. one should change to a different EFT which only contains the light fields $\phi_i$. The Lagrangian of this new EFT takes the form

$$\mathcal{L}(\phi_i) + \delta\mathcal{L}(\phi_i),$$

where $\delta\mathcal{L}(\phi_i)$ contains a tower of operators constructed with the light fields only, with coefficients which scale as powers of $1/M$. Matching the high– and low–energy theories at the scale $\mu = M$, determines the coefficients of the new interactions. Thus, $\delta\mathcal{L}(\phi_i)$ encodes the information on the heavy field $\Phi$. The parameters of $\mathcal{L}(\phi_i)$ are not the same in the high– and low–energy theories; the differences are also given by the matching conditions.
Once the matching has been performed, one can continue the evolution down to lower scales, using the renormalization–group equations associated with the EFT (3.72). This evolution will follow until a new particle threshold is encountered. Then the whole procedure of integrating the new heavy scale and matching to another EFT starts again.

In this picture, the physics is described by a chain of different EFTs, with different particle content, which match each other at the corresponding boundary (heavy threshold). Each theory is the low–energy EFT of the previous underlying theory. Going backwards in this evolution, one goes from an effective to a more fundamental theory containing heavier scales. One could wonder whether going up in energy should bring us at some point to the ultimate fundamental theory of everything. Clearly, we would stop the process at the highest physical scale we are aware of. Thus, the word fundamental would only apply within the context of our limited knowledge of nature.

4. Chiral Perturbation Theory

QCD is nowadays the established theory of the strong interactions. Owing to its asymptotic–free nature, perturbation theory can be applied at short distances; the resulting predictions have achieved a remarkable success, explaining a wide range of phenomena where large momentum transfers are involved. In the low–energy domain, however, the growing of the running QCD coupling and the associated confinement of quarks and gluons make very difficult to perform a thorough analysis of the QCD dynamics in terms of these fundamental degrees of freedom. A description in terms of the hadronic asymptotic states seems more adequate; unfortunately, given the richness of the hadronic spectrum, this is also a formidable task.

At very low energies, a great simplification of the strong–interaction dynamics occurs. Below the resonance region \((E < M_\rho)\), the hadronic spectrum only contains an octet of very light pseudoscalar particles \((\pi, K, \eta)\), whose interactions can be easily understood with global symmetry considerations. This has allowed the development of a powerful theoretical framework, Chiral Perturbation Theory (ChPT) [1,49], to systematically analyze the low–energy implications of the QCD symmetries. This formalism is based on two key ingredients: the chiral symmetry properties of QCD and the concept of EFT.
Effective Field Theory

4.1. Chiral Symmetry

In the absence of quark masses, the QCD Lagrangian \( [g = \text{column}(u,d,\ldots)] \)
\[
\mathcal{L}_{\text{QCD}}^0 = -\frac{1}{4} G_{\mu\nu}^a G^{\mu\nu}_a + i \bar{q}_L \gamma^\mu D_\mu q_L + i \bar{q}_R \gamma^\mu D_\mu q_R
\]  
(4.1)
is invariant under independent global \( G \equiv SU(n_f)_L \otimes SU(n_f)_R \) transformations* of the left– and right–handed quarks in flavour space:
\[
q_L \xrightarrow{G} g_L q_L, \quad q_R \xrightarrow{G} g_R q_R, \quad g_{L,R} \in SU(n_f)_{L,R}.
\]  
(4.2)
The Noether currents associated with the chiral group \( G \) are:
\[
J_{a\mu}^X = \bar{q}_X \gamma^\mu \frac{\lambda^a}{2} q_X, \quad (X = L,R; \quad a = 1, \ldots, 8).
\]  
(4.3)
The corresponding Noether charges \( Q_a^X = \int d^3 x J_{a\mu}^X(x) \) satisfy the familiar commutation relations
\[
[Q_a^X, Q_b^Y] = i \delta_{XY} f_{abc} Q_c^X,
\]  
(4.4)
which were the starting point of the Current–Algebra methods [50,51] of the sixties.

This chiral symmetry, which should be approximately good in the light quark sector \((u,d,s)\), is however not seen in the hadronic spectrum. Although hadrons can be nicely classified in \( SU(3)_V \) representations, degenerate multiplets with opposite parity do not exist. Moreover, the octet of pseudoscalar mesons happens to be much lighter than all the other hadronic states. To be consistent with this experimental fact, the ground state of the theory (the vacuum) should not be symmetric under the chiral group. The \( SU(3)_L \otimes SU(3)_R \) symmetry spontaneously breaks down to \( SU(3)_{L+R} \) and, according to Goldstone’s theorem [52], an octet of pseudoscalar massless bosons appears in the theory.

More specifically, let us consider a Noether charge \( Q \), and assume the existence of an operator \( O \) that satisfies
\[
\langle 0 | [Q, O] | 0 \rangle \neq 0;
\]  
(4.5)
this is clearly only possible if \( Q|0\rangle \neq 0 \). Goldstone’s theorem then tells us that there exists a massless state \( |G\rangle \) such that
\[
\langle 0 | J^0 | G \rangle \langle G | O | 0 \rangle \neq 0.
\]  
(4.6)

* Actually, the Lagrangian (4.1) has a larger \( U(n_f)_L \otimes U(n_f)_R \) global symmetry. However, the \( U(1)_A \) part is broken by quantum effects \([U(1)_A \text{ anomaly}]\), while the quark–number symmetry \( U(1)_V \) is trivially realized in the meson sector.
The quantum numbers of the Goldstone boson are dictated by those of $J^0$ and $O$. The quantity in the left–hand side of eq. (4.5) is called the order parameter of the spontaneous symmetry breakdown.

Since there are eight broken axial generators of the chiral group, $Q_A^a = Q_R^a - Q_L^a$, there should be eight pseudoscalar Goldstone states $|G^a⟩$, which we can identify with the eight lightest hadronic states ($\pi^+$, $\pi^−$, $\pi^0$, $\eta$, $K^+$, $K^−$, $K^0$ and $\bar{K}^0$); their small masses being generated by the quark–mass matrix, which explicitly breaks the global symmetry of the QCD Lagrangian. The corresponding $O^a$ must be pseudoscalar operators. The simplest possibility are $O^a = \bar{q}γ^5λ^aq$, which satisfy

$$\langle 0|Q_A^a, \bar{q}γ^5λ^aq|0⟩ = -\frac{1}{2} \langle 0|\bar{q}\{λ^a,λ^b\}q|0⟩ = -\frac{2}{3} δ_{ab} \langle 0|\bar{q}q|0⟩.$$  \hspace{1cm} (4.7)$$

The quark condensate

$$\langle 0|\bar{u}u|0⟩ = \langle 0|\bar{d}d|0⟩ = \langle 0|\bar{s}s|0⟩ \neq 0 \hspace{1cm} (4.8)$$

is then the natural order parameter of Spontaneous Chiral Symmetry Breaking (SCSB).

### 4.2. Effective Chiral Lagrangian at Lowest Order

The Goldstone nature of the pseudoscalar mesons implies strong constraints on their interactions, which can be most easily analyzed on the basis of an effective Lagrangian. Since there is a mass gap separating the pseudoscalar octet from the rest of the hadronic spectrum, we can build an EFT containing only the Goldstone modes. Our basic assumption is the pattern of SCSB:

$$G \equiv SU(3)_L \otimes SU(3)_R \xrightarrow{\text{SCSB}} H \equiv SU(3)_V.$$  \hspace{1cm} (4.9)$$

Let us denote $φ^a$ ($a = 1, \ldots, 8$) the coordinates describing the Goldstone fields in the coset space $G/H$, and choose a coset representative $ξ(φ) \equiv (ξ_L(φ), ξ_R(φ)) \in G$. The change of the Goldstone coordinates under a chiral transformation $g \equiv (g_L, g_R) \in G$ is given by

$$ξ_L(φ) \xrightarrow{g} g_L ξ_L(φ) h^1(φ, g), \hspace{1cm} ξ_R(φ) \xrightarrow{g} g_R ξ_R(φ) h^1(φ, g), \hspace{1cm} (4.10)$$

where $h(φ, g) \in H$ is a compensating transformation which is needed to return to the given choice of coset representative $ξ$; in general, $h$ depends both on $φ$ and $g$. Since the same transformation $h(φ, g)$ occurs in the left and right sectors (the two chiral sectors can be related by a parity
transformation, which obviously leaves \( H \) invariant), we can get rid of it by combining the two chiral relations in (4.10) into the simpler form
\[
U(\phi) \rightarrow g_R \, U(\phi) \, g_L^\dagger, \quad U(\phi) \equiv \xi_R(\phi) \xi_L^\dagger(\phi).
\] (4.11)
Moreover, without lost of generality, we can take a canonical choice of coset representative such that \( \xi_R(\phi) = \xi_L^\dagger(\phi) \equiv u(\phi) \). The 3 \times 3 unitary matrix
\[
U(\phi) = u(\phi)^2 = \exp\left\{ i\sqrt{2}\Phi/f \right\}
\] (4.12)
gives a very convenient parametrization of the Goldstone fields
\[
\Phi(x) \equiv \frac{\vec{\lambda}}{\sqrt{2}} \phi = \begin{pmatrix}
\frac{1}{\sqrt{2}} \pi^0 + \frac{1}{\sqrt{6}} \eta_8 & \pi^+ & K^+
\pi^- & \frac{1}{\sqrt{2}} \pi^0 + \frac{1}{\sqrt{6}} \eta_8 & K^0
K^- & K^0 & \frac{2}{\sqrt{6}} \eta_8
\end{pmatrix}.
\] (4.13)
Notice that \( U(\phi) \) transforms linearly under the chiral group, but the induced transformation on the Goldstone fields \( \phi \) is highly non-linear.

To get a low–energy effective Lagrangian realization of QCD, for the light–quark sector (\( u, d, s \)), we should write the most general Lagrangian involving the matrix \( U(\phi) \), which is consistent with chiral symmetry. The Lagrangian can be organized in terms of increasing powers of momentum or, equivalently, in terms of an increasing number of derivatives (parity conservation requires an even number of derivatives):
\[
L_{\text{eff}}(U) = \sum_n L_{2n}.
\] (4.14)
Due to the unitarity of the \( U \) matrix, \( U U^\dagger = I \), at least two derivatives are required to generate a non-trivial interaction. To lowest order, the effective chiral Lagrangian is uniquely given by the term
\[
L_2 = \frac{f^2}{4} \langle \partial_\mu U^\dagger \partial^\mu U \rangle,
\] (4.15)
where \( \langle A \rangle \) denotes the trace of the matrix \( A \).

Expanding \( U(\phi) \) in a power series in \( \Phi \), one obtains the Goldstone kinetic terms plus a tower of interactions involving an increasing number of pseudoscalars. The requirement that the kinetic terms are properly normalized fixes the global coefficient \( f^2/4 \) in eq. (4.15). All interactions among the Goldstones can then be predicted in terms of the single coupling \( f \):
\[
L_2 = \frac{1}{2} \langle \partial_\mu \Phi \partial^\mu \Phi \rangle + \frac{1}{12f^2} \langle (\Phi \partial_\mu \Phi) (\Phi \partial^\mu \Phi) \rangle + O(\Phi^6/f^4).
\] (4.16)
To compute the $\pi\pi$ scattering amplitude, for instance, is now a trivial perturbative exercise. One gets the well–known [53] result $\left[ t = (p'_+ - p_+)^2 \right]$ 

$$T(\pi^+\pi^0 \rightarrow \pi^+\pi^0) = \frac{t}{T^2}. \quad (4.17)$$

Similar results can be obtained for $\pi\pi \rightarrow 4\pi, 6\pi, 8\pi, \ldots$ The non-linearity of the effective Lagrangian relates amplitudes with different numbers of Goldstone bosons, allowing for absolute predictions in terms of $f$.

The EFT technique becomes much more powerful if one introduces couplings to external classical fields. Let us consider an extended QCD Lagrangian, with quark couplings to external Hermitian matrix–valued fields $v_\mu, a_\mu, s, p$:

$$L_{QCD} = L_{QCD}^0 + \bar{q}\gamma^\mu(v_\mu + \gamma_5 a_\mu)q - \bar{q}(s - i\gamma_5 p)q. \quad (4.18)$$

The external fields will allow us to compute the effective realization of general Green functions of quark currents in a very straightforward way. Moreover, they can be used to incorporate the electromagnetic and semileptonic weak interactions, and the explicit breaking of chiral symmetry through the quark masses:

$$r_\mu \equiv v_\mu + a_\mu = eQA_\mu + \ldots$$
$$\ell_\mu \equiv v_\mu - a_\mu = eQA_\mu + \frac{e}{\sqrt{2}\sin\theta_W}(W^\dagger_\mu T_+ + \text{h.c.}) + \ldots \quad (4.19)$$
$$s = M + \ldots$$

Here, $Q$ and $M$ denote the quark–charge and quark–mass matrices, respectively,

$$Q = \frac{1}{3} \text{diag}(2, -1, -1), \quad M = \text{diag}(m_u, m_d, m_s). \quad (4.20)$$

and $T_+$ is a $3 \times 3$ matrix containing the relevant quark–mixing factors

$$T_+ = \begin{pmatrix} 0 & V_{ud} & V_{us} \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \quad (4.21)$$

The Lagrangian (4.18) is invariant under the following set of local $SU(3)_L \otimes SU(3)_R$ transformations:

$$q_L \rightarrow g_L q_L, \quad q_R \rightarrow g_R q_R, \quad s + ip \rightarrow g_R (s + ip) g_L^\dagger,$$
$$\ell_\mu \rightarrow g_L \ell_\mu g_L^\dagger + ig_L \partial_\mu g_L^\dagger, \quad r_\mu \rightarrow g_R r_\mu g_R^\dagger + ig_R \partial_\mu g_R^\dagger. \quad (4.22)$$
We can use this symmetry to build a generalized effective Lagrangian for the Goldstone bosons, in the presence of external sources. Note that to respect the local invariance, the gauge fields $v_\mu$, $a_\mu$ can only appear through the covariant derivatives

$$D_\mu U = \partial_\mu U - iv_\mu U + iU \ell_\mu, \quad \bar{D}_\mu U = \partial_\mu U + iU^\dagger r_\mu - i\ell_\mu U^\dagger,$$

and through the field strength tensors

$$F_\mu^{\nu L} = \partial_\mu \ell_\nu - \partial_\nu \ell_\mu - i[\ell_\mu, \ell_\nu], \quad F_\mu^{\nu R} = \partial_\mu r_\nu - \partial_\nu r_\mu - i[r_\mu, r_\nu].$$

At lowest order, the most general effective Lagrangian consistent with Lorentz invariance and (local) chiral symmetry has the form [49]:

$$L_2 = \frac{f^2}{4} \langle D_\mu U^\dagger D^\mu U + U^\dagger \chi + \chi U \rangle,$$

where

$$\chi = 2B_0 (s + ip),$$

and $B_0$ is a constant, which, like $f$, is not fixed by symmetry requirements alone.

Once special directions in flavour space, like the ones in eq. (4.19), are selected for the external fields, chiral symmetry is of course explicitly broken. The important point is that (4.25) then breaks the symmetry in exactly the same way as the fundamental short-distance Lagrangian (4.18) does.

The power of the external field technique becomes obvious when computing the chiral Noether currents. The Green functions are obtained as functional derivatives of the generating functional $Z[v, a, s, p]$, defined via the path–integral formula

$$\exp \{iZ\} = \int Dq \, D\bar{q} \, DG_\mu \exp \left\{ i \int d^4x \, L_{QCD} \right\} = \int DU \, \exp \left\{ i \int d^4x \, L_{\text{eff}} \right\},$$

At lowest order in momenta, the generating functional reduces to the classical action $S_2 = \int d^4x \, L_2$; therefore, the currents can be trivially computed by taking the appropriate derivatives with respect to the external fields:

$$J_\mu^L = \frac{\delta S_2}{\delta \ell_\mu} = \frac{i}{2} f^2 D_\mu U^\dagger U = \frac{f}{\sqrt{2}} D_\mu \Phi - \frac{i}{2} \left( \Phi \bar{D}^\mu \Phi \right) + O(\Phi^3/f),$$

$$J_\mu^R = \frac{\delta S_2}{\delta r_\mu} = \frac{i}{2} f^2 D_\mu U U^\dagger = -\frac{f}{\sqrt{2}} D_\mu \Phi - \frac{i}{2} \left( \Phi \bar{D}^\mu \Phi \right) + O(\Phi^3/f).$$
The physical meaning of the chiral coupling \( f \) is now obvious; at \( \mathcal{O}(p^2) \), \( f \) equals the pion decay constant, \( f = f_\pi = 92.4 \text{ MeV} \), defined as

\[
\langle 0 | (J_A^\mu)^{12} | \pi^+ \rangle \equiv i \sqrt{2} f_\pi p^\mu.
\] (4.29)

Similarly, by taking derivatives with respect to the external scalar and pseudoscalar sources,

\[
\bar{q}^i_L q^i_L \equiv - \frac{\delta S_2}{\delta (s - ip)^{ji}} = - \frac{f^2}{2} B_0 U(\phi)^{ij},
\]

\[
\bar{q}^i_R q^i_R \equiv - \frac{\delta S_2}{\delta (s + ip)^{ji}} = - \frac{f^2}{2} B_0 U(\phi)^{ij},
\] (4.30)

we learn that the constant \( B_0 \) is related to the quark condensate:

\[
\langle 0 | \bar{q}^i q^i | 0 \rangle = - f^2 B_0 \delta^{ij}.
\] (4.31)

The Goldstone bosons, parametrized by the matrix \( U(\phi) \), correspond to the zero–energy excitations over this vacuum condensate.

Taking \( s = M \) and \( p = 0 \), the \( \chi \) term in eq. (4.25) gives rise to a quadratic pseudoscalar mass term plus additional interactions proportional to the quark masses. Expanding in powers of \( \Phi \) (and dropping an irrelevant constant), one has:

\[
\frac{f^2}{4} 2 B_0 \langle \mathcal{M}(U + U^\dagger) \rangle = B_0 \left\{ - \langle \mathcal{M} \Phi^2 \rangle + \frac{1}{6 f^2} \langle \mathcal{M} \Phi^4 \rangle + \mathcal{O} \left( \frac{\Phi^6}{f^4} \right) \right\} .
\] (4.32)

The explicit evaluation of the trace in the quadratic mass term provides the relation between the physical meson masses and the quark masses:

\[
M_{\pi^\pm}^2 = 2 \hat{m} B_0, \quad M_{\pi^0}^2 = 2 \hat{m} B_0 - \varepsilon + \mathcal{O}(\varepsilon^2),
\]

\[
M_{K^\pm}^2 = (m_u + m_s) B_0, \quad M_{K^0}^2 = (m_d + m_s) B_0,
\]

\[
M_{\eta_8}^2 = \frac{2}{3} (\hat{m} + 2m_s) B_0 + \varepsilon + \mathcal{O}(\varepsilon^2),
\] (4.33)

where

\[
\hat{m} = \frac{1}{2} (m_u + m_d), \quad \varepsilon = \frac{B_0 (m_u - m_d)^2}{4 (m_s - \hat{m})}.
\] (4.34)

* The \( \mathcal{O}(\varepsilon) \) corrections to \( M_{\pi^0}^2 \) and \( M_{\eta_8}^2 \) originate from a small mixing term between the \( \pi^0 \) and \( \eta_8 \) fields:

\[
-B_0 \langle \mathcal{M} \Phi^2 \rangle \longrightarrow -(B_0/\sqrt{3}) (m_u - m_d) \pi^0 \eta_8.
\]

The diagonalization of the quadratic \( \pi^0, \eta_8 \) mass matrix, gives the mass eigenstates, \( \pi^0 = \cos \delta \phi^3 + \sin \delta \phi^8 \) and \( \eta_8 = - \sin \delta \phi^3 + \cos \delta \phi^8 \), where \( \tan (2\delta) = \sqrt{3}(m_d - m_u)/(2(m_s - \hat{m})) \).
Chiral symmetry relates the magnitude of the meson and quark masses to the size of the quark condensate. Using the result (4.31), one gets from the first equation in (4.33) the relation [54]

$$f_\pi^2 M_\pi^2 = -\hat{m} \langle 0 | \bar{u}u + \bar{d}d | 0 \rangle.$$  \hspace{1cm} (4.35)

Taking out the common $B_0$ factor, eqs. (4.33) imply the old Current–Algebra mass ratios [54,55],

$$\frac{M_\pi^2}{2\hat{m}} = \frac{M_{K^0}^2}{(m_u + m_s)} = \frac{M_{K^0}}{(m_d + m_s)} \approx \frac{3M_{\eta_s}^2}{(2\hat{m} + 4m_s)},$$  \hspace{1cm} (4.36)

and (up to $O(m_u - m_d)$ corrections) the Gell-Mann–Okubo [56,57] mass relation,

$$3M_{\eta_s}^2 = 4M_K^2 - M_\pi^2.$$  \hspace{1cm} (4.37)

Note that the chiral Lagrangian automatically implies the successful quadratic Gell-Mann–Okubo mass relation, and not a linear one. Since $B_0 m_q \propto M_\phi^2$, the external field $\chi$ is counted as $O(p^2)$ in the chiral expansion.

Although chiral symmetry alone cannot fix the absolute values of the quark masses, it gives information about quark–mass ratios. Neglecting the tiny $O(\varepsilon)$ effects, one gets the relations

$$\frac{m_d - m_u}{m_d + m_u} = \frac{(M_{K^0}^2 - M_{K^+}^2) - (M_{\pi^0}^2 - M_{\pi^+}^2)}{M_{\pi^0}^2} = 0.29,$$  \hspace{1cm} (4.38)

$$\frac{m_s - \hat{m}}{2\hat{m}} = \frac{M_{K^0}^2 - M_{\pi^0}^2}{M_{\pi^0}^2} = 12.6.$$  \hspace{1cm} (4.39)

In eq. (4.38) we have subtracted the pion square–mass difference, to take into account the electromagnetic contribution to the pseudoscalar–meson self-energies; in the chiral limit ($m_u = m_d = m_s = 0$), this contribution is proportional to the square of the meson charge and it is the same for $K^+$ and $\pi^+$ [58]. The mass formulae (4.38) and (4.39) imply the quark–mass ratios advocated by Weinberg [55]:

$$m_u : m_d : m_s = 0.55 : 1 : 20.3.$$  \hspace{1cm} (4.40)

Quark–mass corrections are therefore dominated by $m_s$, which is large compared with $m_u, m_d$. Notice that the difference $m_d - m_u$ is not small compared with the individual up and down quark masses; in spite of that, isospin turns out to be a very good symmetry, because isospin–breaking effects are governed by the small ratio $(m_d - m_u)/m_s$. 

The $\Phi^4$ interactions in eq. (4.32) introduce mass corrections to the $\pi\pi$ scattering amplitude (4.17),

$$T(\pi^+\pi^0 \rightarrow \pi^+\pi^0) = \frac{t - M^2}{f^2},$$

in perfect agreement with the Current–Algebra result [53]. Since $f = f_\pi$ is fixed from pion decay, this result is now an absolute prediction of chiral symmetry.

The lowest–order chiral Lagrangian (4.25) encodes in a very compact way all the Current–Algebra results obtained in the sixties [50,51]. The nice feature of the EFT approach is its elegant simplicity. Moreover, it allows us to estimate higher–order corrections in a systematic way.

### 4.3. ChPT at $\mathcal{O}(p^4)$

At next-to-leading order in momenta, $\mathcal{O}(p^4)$, the computation of the generating functional $Z[v,a,s,p]$ involves three different ingredients:

(i) The most general effective chiral Lagrangian of $\mathcal{O}(p^4)$, $\mathcal{L}_4$, to be considered at tree level.

(ii) One–loop graphs associated with the lowest–order Lagrangian $\mathcal{L}_2$.


#### 4.3.1. $\mathcal{O}(p^4)$ Lagrangian

At $\mathcal{O}(p^4)$, the most general Lagrangian, invariant under parity, charge conjugation and the local chiral transformations (4.22), is given by [49]

$$\mathcal{L}_4 = L_1 \langle D_\mu U^\dagger D^\mu U \rangle^2 + L_2 \langle D_\mu U^\dagger D_\nu U \rangle \langle D^\mu U^\dagger D^\nu U \rangle$$

$$+ L_3 \langle D_\mu U^\dagger D^\mu U D_\nu U^\dagger D^\nu U \rangle + L_4 \langle D_\nu U^\dagger D^\mu U \rangle \langle U^\dagger \chi + \chi^\dagger U \rangle$$

$$+ L_5 \langle D_\nu U^\dagger D^\mu U (U^\dagger \chi + \chi^\dagger U) \rangle + L_6 \langle U^\dagger \chi + \chi^\dagger U \rangle^2$$

$$+ L_7 \langle U^\dagger \chi - \chi^\dagger U \rangle^2 + L_8 \langle \chi^\dagger U_{\chi^\dagger} U + U^\dagger \chi U_{\chi^\dagger} \rangle$$

$$- i L_9 \langle F_{\mu\nu}^{\mu\nu} D_\mu U D_\nu U^\dagger + F_{\mu\nu}^{\mu\nu} D_\nu U D_\mu U^\dagger \rangle + L_{10} \langle U^\dagger F_{\mu\nu}^{\mu\nu} F_{\mu\nu} \rangle$$

$$+ H_1 \langle F_{\mu\nu}^{\mu\nu} F_{\mu\nu}^{\mu\nu} + F_{\mu\nu}^{\mu\nu} F_{\mu\nu}^{\mu\nu} \rangle + H_2 \langle \chi^\dagger \chi \rangle.$$

* Since we will only need $\mathcal{L}_4$ at tree level, the general expression of this Lagrangian has been simplified, using the $\mathcal{O}(p^2)$ equations of motion obeyed by $U$. Moreover, a $3 \times 3$ matrix relation has been used to reduce the number of independent terms. For the two–flavour case, not all of these terms are independent [49,61].
The terms proportional to $H_1$ and $H_2$ do not contain the pseudoscalar fields and are therefore not directly measurable. Thus, at $\mathcal{O}(p^4)$ we need ten additional coupling constants $L_i$ to determine the low–energy behaviour of the Green functions. These constants parametrize our ignorance about the details of the underlying QCD dynamics. In principle, all the chiral couplings are calculable functions of $\Lambda_{\text{QCD}}$ and the heavy–quark masses. At the present time, however, our main source of information about these couplings is low–energy phenomenology.

### 4.3.2. Chiral loops

ChPT is a quantum field theory, perfectly defined through eq. (4.27). As such, we must take into account quantum loops with Goldstone–boson propagators in the internal lines. The chiral loops generate non-polynomial contributions, with logarithms and threshold factors, as required by unitarity.

The loop integrals are homogeneous functions of the external momenta and the pseudoscalar masses occurring in the propagators. A simple dimensional counting shows that, for a general connected diagram with $N_d$ vertices of $\mathcal{O}(p^d)$ ($d = 2, 4, \ldots$) and $L$ loops, the overall chiral dimension is given by [1]

$$D = 2L + 2 + \sum_d N_d (d - 2).$$  \hfill (4.43)

Each loop adds two powers of momenta; this power suppression of loop diagrams is at the basis of low–energy expansions, such as ChPT. The leading $D = 2$ contributions are obtained with $L = 0$ and $d = 2$, i.e. only tree–level graphs with $L_2$ insertions. At $\mathcal{O}(p^4)$, we have tree–level contributions from $L_4$ ($L = 0$, $d = 4$, $N_4 = 1$) and one–loop graphs with the lowest–order Lagrangian $L_2$ ($L = 1$, $d = 2$).

The Goldstone loops are divergent and need to be renormalized. If we use a regularization which preserves the symmetries of the Lagrangian, such as dimensional regularization, the counter-terms needed to renormalize the theory will be necessarily symmetric. Since by construction the full effective Lagrangian contains all terms permitted by the symmetry, the divergences can then be absorbed in a renormalization of the coupling constants occurring in the Lagrangian. At one loop (in $L_2$), the ChPT divergences are $\mathcal{O}(p^4)$ and are therefore renormalized by the low–energy couplings in eq. (4.42):

$$L_i = L_i^\chi(\mu) + \Gamma_i \frac{\mu_{2\epsilon}^2}{32\pi^2} \left\{ \frac{1}{\epsilon} - 1 \right\}, \quad H_i = H_i^\chi(\mu) + \tilde{\Gamma}_i \frac{\mu_{2\epsilon}^2}{32\pi^2} \left\{ \frac{1}{\epsilon} - 1 \right\}. \hfill (4.44)$$
The explicit calculation* of the one–loop generating functional $Z_4$ [49] gives:

$$
\begin{align*}
\Gamma_1 &= \frac{3}{32}, & \Gamma_2 &= \frac{3}{16}, & \Gamma_3 &= 0, & \Gamma_4 &= \frac{1}{8}, & \Gamma_5 &= \frac{3}{8}, & \Gamma_6 &= \frac{11}{144}, \\
\Gamma_7 &= 0, & \Gamma_8 &= \frac{5}{48}, & \Gamma_9 &= \frac{1}{4}, & \Gamma_{10} &= -\frac{1}{4}, & \Gamma_1 &= -\frac{1}{8}, & \Gamma_2 &= \frac{5}{24}.
\end{align*}
$$

The renormalized couplings $L^r_i(\mu)$ depend on the arbitrary scale of dimensional regularization $\mu$. This scale dependence is of course cancelled by that of the loop amplitude, in any measurable quantity.

A typical $O(p^4)$ amplitude will then consist of a non-polynomial part, coming from the loop computation, plus a polynomial in momenta and pseudoscalar masses, which depends on the unknown constants $L_i$. The non-polynomial part (the so-called chiral logarithms) is completely predicted as a function of the lowest–order coupling $f$ and the Goldstone masses.

This chiral structure can be easily understood in terms of dispersion relations. Given the lowest–order Lagrangian $L_2$, the non-trivial analytic behaviour associated with some physical intermediate state is calculable without the introduction of new arbitrary chiral coefficients. Analyticity then allows us to reconstruct the full amplitude, through a dispersive integral, up to a subtraction polynomial. ChPT generates (perturbatively) the correct dispersion integrals and organizes the subtraction polynomials in a derivative expansion.

ChPT is an expansion in powers of momenta over some typical hadronic scale, usually called the scale of chiral symmetry breaking $\Lambda_\chi$. The variation of the loop contribution under a rescaling of $\mu$, by say $e$, provides a natural order–of–magnitude estimate of $\Lambda_\chi$ [1,62]: $\Lambda_\chi \sim 4\pi f_\pi \sim 1.2$ GeV.

### 4.3.3. The chiral anomaly

Although the QCD Lagrangian (4.18) is invariant under local chiral transformations, this is no longer true for the associated generating functional. The anomalies of the fermionic determinant break chiral symmetry at the quantum level [63–65]. The fermionic determinant can always be defined with the convention that $Z[v, a, s, p]$ is invariant under vector transformations. Under an infinitesimal chiral transformation

$$
\begin{align*}
g_{L,R} &= 1 + i\alpha \mp i\beta + \ldots
\end{align*}
$$

* Notice that the divergent pieces are defined with the factor $\frac{1}{\hat{\epsilon}} - 1$. This slight modification of the $\overline{\text{MS}}$ scheme is usually adopted in ChPT calculations.
the anomalous change of the generating functional is then given by \[64\]:

\[
\delta Z[v, a, s, p] = -\frac{N_C}{16\pi^2} \int d^4x \langle \beta(x) \Omega(x) \rangle,
\]

(4.46)

where \((\varepsilon_{0123} = 1)\)

\[
\Omega(x) = \varepsilon^{\mu \nu \sigma \rho} \left[ v_{\mu \nu} v_{\sigma \rho} + \frac{4}{3} \nabla_\mu a_\nu \nabla_\sigma a_\rho + \frac{2}{3} i \left\{ v_{\mu \nu}, a_\sigma a_\rho \right\} + \frac{8}{3} i a_\mu a_\nu a_\sigma a_\rho \right. 

+ \frac{4}{3} a_\mu a_\nu a_\sigma a_\rho \right],
\]

(4.47)

and

\[
v_{\mu \nu} = \partial_\mu v_\nu - \partial_\nu v_\mu - i [v_\mu, v_\nu], \quad \nabla_\mu a_\nu = \partial_\mu a_\nu - i [v_\mu, a_\nu].
\]

(4.48)

Note that \(\Omega(x)\) only depends on the external fields \(v_\mu\) and \(a_\mu\). This anomalous variation of \(Z\) is an \(\mathcal{O}(p^4)\) effect in the chiral counting.

So far, we have been imposing chiral symmetry to construct the effective ChPT Lagrangian. Since chiral symmetry is explicitly violated by the anomaly at the fundamental QCD level, we need to add a functional \(Z_A\) with the property that its change under a chiral gauge transformation reproduces (4.46). Such a functional was first constructed by Wess and Zumino [59], and reformulated in a nice geometrical way by Witten [60]. It has the explicit form:

\[
S[U, \ell, r]_{\text{wzw}} = -\frac{i N_C}{240 \pi^2} \int d\sigma^{ijklm} \langle \Sigma^L_i \Sigma^L_j \Sigma^L_k \Sigma^L_m \rangle 

- \frac{i N_C}{48 \pi^2} \int d^4x \varepsilon_{\mu \nu \alpha \beta} \left( W(U, \ell, r)^{\mu \nu \alpha \beta} - W(1, \ell, r)^{\mu \nu \alpha \beta} \right),
\]

(4.49)

\[
W(U, \ell, r)^{\mu \nu \alpha \beta} = \left\langle U \ell_\mu \ell_\nu \ell_\alpha U^\dagger r_\beta + \frac{1}{4} U \ell_\mu U^\dagger r_\alpha U \ell_\nu U^\dagger r_\beta 

+ i U \partial_\mu \ell_\nu \ell_\alpha U^\dagger r_\beta + i \partial_\mu r_\nu U \ell_\alpha U^\dagger r_\beta - i \Sigma^L_{\mu \ell_\nu} U^\dagger r_\alpha U \ell_\beta 

+ \Sigma^L_{\mu \nu} U^\dagger \partial_\alpha r_\beta - \Sigma^L_{\mu \nu} \Sigma^L_{\ell_\alpha} U^\dagger r_\alpha U \ell_\beta + \Sigma^L_{\mu \ell_\nu} \partial_\alpha \ell_\beta + \Sigma^L_{\mu \ell_\nu} \partial_\alpha \ell_\beta 

- i \Sigma^L_{\mu \ell_\nu} \Sigma^L_{\ell_\alpha} \ell_\beta + \frac{1}{2} \Sigma^L_{\mu \ell_\nu} \Sigma^L_{\ell_\alpha} \ell_\beta - i \Sigma^L_{\mu \ell_\nu} \Sigma^L_{\ell_\alpha} \ell_\beta \right\rangle - (L \leftrightarrow R),
\]

(4.50)

where

\[
\Sigma^L_\mu = U^\dagger \partial_\mu U, \quad \Sigma^R_\mu = U \partial_\mu U^\dagger,
\]

(4.51)
and \((L \leftrightarrow R)\) stands for the interchanges \(U \leftrightarrow U^\dagger\), \(\ell_\mu \leftrightarrow r_\mu\) and \(\Sigma^L_\mu \leftrightarrow \Sigma^R_\mu\).

The integration in the first term of eq. (4.49) is over a five–dimensional manifold whose boundary is four–dimensional Minkowski space. The integrand is a surface term; therefore both the first and the second terms of \(S_{\text{WZW}}\) are \(O(p^4)\), according to the chiral counting rules.

Since anomalies have a short–distance origin, their effect is completely calculable. The translation from the fundamental quark–gluon level to the effective chiral level is unaffected by hadronization problems. In spite of its considerable complexity, the anomalous action (4.49) has no free parameters.

The anomaly functional gives rise to interactions that break the intrinsic parity. It is responsible for the \(\pi^0 \to 2\gamma\), \(\eta \to 2\gamma\) decays, and the \(\gamma 3\pi\), \(\gamma\pi^+\pi^-\eta\) interactions; a detailed analysis of these processes has been given in ref. [66]. The five–dimensional surface term generates interactions among five or more Goldstone bosons.

4.4. Low–Energy Phenomenology at \(O(p^4)\)

At lowest order in momenta, the predictive power of the chiral Lagrangian was really impressive; with only two low–energy couplings, it was possible to describe all Green functions associated with the pseudoscalar–meson interactions. The symmetry constraints become less powerful at higher orders. Ten additional constants appear in the \(\mathcal{L}_4\) Lagrangian, and many more* would be needed at \(O(p^6)\). Higher–order terms in the chiral expansion are much more sensitive to the non-trivial aspects of the underlying QCD dynamics.

With \(p \lesssim M_K (M_\pi)\), we expect \(O(p^4)\) corrections to the lowest–order amplitudes at the level of \(p^2/\Lambda^2_\chi \lesssim 20\% (2\%).\) We need to include those corrections if we aim to increase the accuracy of the ChPT predictions beyond this level. Although the number of free constants in \(\mathcal{L}_4\) looks quite big, only a few of them contribute to a given observable. In the absence of external fields, for instance, the Lagrangian reduces to the first three terms; elastic \(\pi\pi\) and \(\pi K\) scatterings are then sensitive to \(L_{1,2,3}\). The two–derivative couplings \(L_{4,5}\) generate mass corrections to the meson decay constants (and mass–dependent wave–function renormalizations). Pseudoscalar masses are affected by the non-derivative terms \(L_{6,7,8}; L_9\) is mainly responsible for the charged–meson electromagnetic radius and \(L_{10}\), finally,

\* According to a recent analysis [67], \(\mathcal{L}_6\) involves 111 (32) independent terms of even (odd) intrinsic parity.
only contributes to amplitudes with at least two external vector or axial–vector fields, like the radiative semileptonic decay $\pi \rightarrow e\nu\gamma$.

Table 1 [68] summarizes the present status of the phenomenological determination of the constants $L_i$. The quoted numbers correspond to the renormalized couplings, at a scale $\mu = M_\rho$. The values of these couplings at any other renormalization scale can be trivially obtained, through the logarithmic running implied by (4.44):

$$L_i(\mu_2) = L_i(\mu_1) + \frac{\Gamma_i}{(4\pi)^2} \log \left( \frac{\mu_1}{\mu_2} \right).$$

(4.52)

Table 1
Phenomenological values of the renormalized couplings $L_i(M_\rho)$.
The last column shows the source used to get this information.

<table>
<thead>
<tr>
<th>i</th>
<th>$L_i(M_\rho) \times 10^3$</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4 ± 0.3</td>
<td>$K_{e4}, \pi\pi \rightarrow \pi\pi$</td>
</tr>
<tr>
<td>2</td>
<td>1.4 ± 0.3</td>
<td>$K_{e4}, \pi\pi \rightarrow \pi\pi$</td>
</tr>
<tr>
<td>3</td>
<td>−3.5 ± 1.1</td>
<td>$K_{e4}, \pi\pi \rightarrow \pi\pi$</td>
</tr>
<tr>
<td>4</td>
<td>−0.3 ± 0.5</td>
<td>Zweig rule</td>
</tr>
<tr>
<td>5</td>
<td>1.4 ± 0.5</td>
<td>$F_K : F_\pi$</td>
</tr>
<tr>
<td>6</td>
<td>−0.2 ± 0.3</td>
<td>Zweig rule</td>
</tr>
<tr>
<td>7</td>
<td>−0.4 ± 0.2</td>
<td>Gell-Mann–Okubo, $L_5$, $L_8$</td>
</tr>
<tr>
<td>8</td>
<td>0.9 ± 0.3</td>
<td>$M_{K^0} - M_{K^+}$, $L_5$, $(m_s - \hat{m}) : (m_d - m_u)$</td>
</tr>
<tr>
<td>9</td>
<td>6.9 ± 0.7</td>
<td>$\langle \tau^2 \rangle_\nu$</td>
</tr>
<tr>
<td>10</td>
<td>−5.5 ± 0.7</td>
<td>$\pi \rightarrow e\nu\gamma$</td>
</tr>
</tbody>
</table>

Comparing the Lagrangians $L_2$ and $L_4$, one can make an estimate of the expected size of the couplings $L_i$ in terms of the scale of SCSB. Taking $\Lambda_\chi \sim 4\pi f_\pi \sim 1.2$ GeV, one would get

$$L_i \sim \frac{f_\pi^2/4}{\Lambda_\chi^2} \sim \frac{1}{4(4\pi)^2} \sim 2 \times 10^{-3},$$

(4.53)
in reasonable agreement with the phenomenological values quoted in table 1. This indicates a good convergence of the momentum expansion below the resonance region, i.e. $p < M_\rho$.

The chiral Lagrangian allows us to make a good book–keeping of phenomenological information with a few couplings. Once these couplings have been fixed, we can predict many other quantities. In addition, the information contained in table 1 is very useful to easily test different QCD–inspired models. Given any particular model aiming to correctly describe QCD at
low energies, we no longer need to make an extensive phenomenological analysis to test its reliability; it suffices to calculate the low–energy couplings predicted by the model, and compare them with the values in table 1.

An exhaustive description of the chiral phenomenology at $\mathcal{O}(p^4)$ is beyond the scope of these lectures. Instead, I will just present a few examples to illustrate both the power and limitations of the ChPT techniques.

### 4.4.1. Decay constants

In the isospin limit ($m_u = m_d = \hat{m}$), the $\mathcal{O}(p^4)$ calculation of the meson decay constants gives [49]:

$$f_\pi = f \left\{ 1 - 2\mu_\pi - \mu_K + \frac{4M_\pi^2}{f^2}L_5^r(\mu) + \frac{8M_K^2 + 4M_\pi^2}{f^2}L_4^r(\mu) \right\},$$

$$f_K = f \left\{ 1 - \frac{3}{4}\mu_\pi - \frac{3}{2}\mu_K - \frac{3}{4}\mu_{\eta_8} + \frac{4M_K^2}{f^2}L_5^r(\mu) + \frac{8M_K^2 + 4M_\pi^2}{f^2}L_4^r(\mu) \right\},$$

$$f_{\eta_8} = f \left\{ 1 - 3\mu_K + \frac{4M_{\eta_8}^2}{f^2}L_5^r(\mu) + \frac{8M_K^2 + 4M_\pi^2}{f^2}L_4^r(\mu) \right\},$$

where

$$\mu_P = \frac{M_P^2}{32\pi^2f^2} \log \left( \frac{M_P^2}{\mu^2} \right).$$

The result depends on two $\mathcal{O}(p^4)$ couplings, $L_4$ and $L_5$. The $L_4$ term generates a universal shift of all meson decay constants, $\delta f^2 = 16L_4B_0(M)$, which can be eliminated taking ratios. From the experimental value [69]

$$\frac{f_K}{f_\pi} = 1.22 \pm 0.01,$$

one can then fix $L_5(\mu)$; this gives the result quoted in table 1. Moreover, one gets the absolute prediction [49]

$$\frac{f_{\eta_8}}{f_\pi} = 1.3 \pm 0.05.$$

Taking into account isospin violations, one can also predict [49] a tiny difference between $f_{K^\pm}$ and $f_{K^0}$, proportional to $m_d - m_u$.

### 4.4.2. Electromagnetic form factors

At $\mathcal{O}(p^2)$ the electromagnetic coupling of the Goldstone bosons is just the minimal one, obtained through the covariant derivative. The next–order corrections generate a momentum–dependent form factor:

$$F_V^{\phi^\pm}(q^2) = 1 + \frac{1}{6} \langle r^2 \rangle_V^{\phi^\pm} q^2 + \ldots; \quad F_V^{\phi^0}(q^2) = \frac{1}{6} \langle r^2 \rangle_V^{\phi^0} q^2 + \ldots$$

(4.58)
The meson electromagnetic radius \( \langle r^2 \rangle^\phi_V \) gets local contributions from the \( L_9 \) term, plus logarithmic loop corrections [49]:

\[
\langle r^2 \rangle^\phi_V = \frac{12L_9^0(\mu)}{f^2} - \frac{1}{32\pi^2 f^2} \left\{ 2 \log \left( \frac{M_\pi^2}{\mu^2} \right) + \log \left( \frac{M_K^2}{\mu^2} \right) + 3 \right\},
\]

where

\[
\langle r^2 \rangle^0_V = -\frac{1}{16\pi^2 f^2} \log \left( \frac{M_K}{M_\pi} \right),
\]

\[
\langle r^2 \rangle^K_V = \langle r^2 \rangle^\pi_V + \langle r^2 \rangle^K_0_V.
\]

Since neutral bosons do not couple to the photon at tree level, \( \langle r^2 \rangle^K_0_V \) only gets a loop contribution, which is moreover finite (there cannot be any divergence because there exists no counter-term to renormalize it). The predicted value, \( \langle r^2 \rangle^K_0_V = -0.04 \pm 0.03 \text{fm}^2 \), is in perfect agreement with the experimental determination [70] \( \langle r^2 \rangle^K_0_V = -0.054 \pm 0.026 \text{fm}^2 \).

The measured electromagnetic pion radius, \( \langle r^2 \rangle^\pi_V = 0.439 \pm 0.008 \text{fm}^2 \) [71], is used as input to estimate the coupling \( L_9 \). This observable provides a good example of the importance of higher–order local terms in the chiral expansion [72]. If one tries to ignore the \( L_9 \) contribution, using instead some physical cut-off \( p_{\text{max}} \) to regularize the loops, one needs \( p_{\text{max}} \approx 60 \text{GeV} \), in order to reproduce the experimental value; this is clearly nonsense. The pion charge radius is dominated by the \( L_9 \) contribution, for any reasonable value of \( \mu \).

The measured \( K^+ \) charge radius [73], \( \langle r^2 \rangle^K_V = 0.28 \pm 0.07 \text{fm}^2 \), has a larger experimental uncertainty. Within present errors, it is in agreement with the parameter–free relation in eq. (4.59).

4.4.3. \( K_{13} \) decays

The semileptonic decays \( K^+ \to \pi^0 l^+ \nu_l \) and \( K^0 \to \pi^- l^+ \nu_l \) are governed by the corresponding hadronic matrix elements of the vector current,

\[
\langle \pi|\bar{s}\gamma^\mu u|K \rangle = C_\pi \left[ (P_K + P_\pi)^\mu f^K_{+\pi}(t) + (P_K - P_\pi)^\mu f^K_{-\pi}(t) \right],
\]

where \( t \equiv (P_K - P_\pi)^2 \), \( C_{K^+\pi^0} = -1/\sqrt{2} \) and \( C_{K^0\pi^-} = -1 \). At lowest order, the two form factors reduce to trivial constants: \( f^K_{+\pi}(t) = 1 \) and \( f^K_{-\pi}(t) = 0 \). There is however a sizeable correction to \( f^K_{+\pi^0}(t) \), due to \( \pi^0\eta \) mixing, which is proportional to \( (m_d - m_u) \),

\[
f^K_{+\pi^0}(0) = 1 + \frac{3}{4} \frac{m_d - m_u}{m_s - m} = 1.017.
\]

This number should be compared with the experimental ratio

\[
\frac{f^K_{+\pi^0}(0)}{f^K_{+\pi^-}(0)} = 1.028 \pm 0.010.
\]
The $\mathcal{O}(p^4)$ corrections to $f_+^{K\pi}(0)$ can be expressed in a parameter–free manner in terms of the physical meson masses [49]. Including those contributions, one gets the more precise values

$$f_+^{K^0\pi^0}(0) = 0.977,$$

$$\frac{f_+^{K^+\pi^0}(0)}{f_+^{K^0\pi^0}(0)} = 1.022,$$

which are in perfect agreement with the experimental result (4.62). The accurate ChPT calculation of these quantities allows us to extract [69] the most precise determination of the Cabibbo–Kobayashi–Maskawa matrix element $V_{us}$:

$$|V_{us}| = 0.2196 \pm 0.0023.$$  (4.64)

At $\mathcal{O}(p^4)$, the form factors get momentum–dependent contributions. Since $L_9$ is the only unknown chiral coupling occurring in $f_+^{K\pi}(t)$ at this order, the slope $\lambda_+$ of this form factor can be fully predicted:

$$\lambda_+ \equiv \frac{1}{6} \left(r^2\right)_V^{K\pi} M_\pi^2 = 0.031 \pm 0.003.$$  (4.65)

This number is in excellent agreement with the experimental determinations [74], $\lambda_+ = 0.0300 \pm 0.0016 \left(K_{30}^0\right)$ and $\lambda_+ = 0.0286 \pm 0.0022 \left(K_{3}^0\right)$.

Instead of $f_0^{K\pi}(t)$, it is usual to parametrize the experimental results in terms of the so-called scalar form factor

$$f_0^{K\pi}(t) = f_+^{K\pi}(t) + \frac{t}{M_K^2 - M_\pi^2} f_+^{K\pi}(t).$$  (4.66)

The slope of this form factor is determined by the constant $L_5$, which in turn is fixed by $f_K/f_\pi$. One gets the result [49]:

$$\lambda_0 \equiv \frac{1}{6} \left(r^2\right)_S^{K\pi} M_\pi^2 = 0.017 \pm 0.004.$$  (4.67)

The experimental situation concerning the value of this slope is far from clear. The Particle Data Group [74] quotes a world average $\lambda_0 = 0.025 \pm 0.006$.

4.4.4. Meson and quark masses

The mass relations (4.33) get modified at $\mathcal{O}(p^4)$. The additional contributions depend on the low–energy constants $L_4$, $L_5$, $L_6$, $L_7$ and $L_8$. It is possible, however, to obtain one relation between the quark and meson masses, which does not contain any of the $\mathcal{O}(p^4)$ couplings. The dimensionless ratios

$$Q_1 \equiv \frac{M_K^2}{M_\pi^2}, \quad Q_2 \equiv \frac{(M_K^2 - M_{K^*}^2)_{\text{QCD}}}{M_K^2 - M_\pi^2},$$  (4.68)
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get the same $O(p^4)$ correction [49]:

\[
Q_1 = \frac{m_s + \hat{m}}{2\hat{m}} \{ 1 + \Delta_M \},
Q_2 = \frac{m_d - m_u}{m_s - \hat{m}} \{ 1 + \Delta_M \},
\]

where

\[
\Delta_M = -\mu + \mu_p + \frac{8}{f^2} (M_K^2 - M_T^2) \left[ 2L_8^r(\mu) - L_8^z(\mu) \right].
\]

Therefore, at this order, the ratio $Q_1/Q_2$ is just given by the corresponding ratio of quark masses,

\[
\frac{Q_2}{Q_1} = \frac{m_s^2 - \hat{m}^2}{m_u^2 - m_d^2}.
\]  

(4.71)

To a good approximation, eq. (4.71) can be written as an ellipse, which constrains the quark–mass ratios:

\[
\left( \frac{m_u}{m_d} \right)^2 + \frac{1}{Q^2} \left( \frac{m_s}{m_d} \right)^2 = 1.
\]  

(4.72)

Obviously, the quark–mass ratios (4.40), obtained at $O(p^2)$, satisfy this elliptic constraint. At $O(p^4)$, however, it is not possible to make a separate determination of $m_u/m_d$ and $m_s/m_d$ without having additional information on some of the $L_i$ couplings.

In order to determine the individual quark–mass ratios from eqs. (4.69), we would need to fix the constant $L_8$. However, there is no way to find an observable that isolates this coupling. The reason is an accidental symmetry of the Lagrangian $\mathcal{L}_2 + \mathcal{L}_4$, which remains invariant under the following simultaneous change [75] of the quark–mass matrix and some of the chiral couplings:

\[
\begin{align*}
\mathcal{M}' &= \alpha \mathcal{M} + \beta (\mathcal{M}^\dagger)^{-1} \det \mathcal{M}, \quad B_0' = B_0/\alpha, \\
L_6' &= L_6 - \zeta, \quad L_7' = L_7 - \zeta, \quad L_8' = L_8 + 2\zeta,
\end{align*}
\]

(4.73)

where $\alpha$ and $\beta$ are arbitrary constants, and $\zeta = \beta f^2 / (32\alpha B_0)$. The only information on the quark–mass matrix $\mathcal{M}$ that we used to construct the effective Lagrangian was that it transforms as $\mathcal{M} \rightarrow g_R \mathcal{M} g_L^\dagger$. The matrix $\mathcal{M}'$ transforms in the same manner; therefore, symmetry alone does not allow us to distinguish between $\mathcal{M}$ and $\mathcal{M}'$. Since only the product $B_0 \mathcal{M}$ appears in the Lagrangian, $\alpha$ merely changes the value of the constant $B_0$. The term proportional to $\beta$ is a correction of $O(M^2)$; when inserted in $\mathcal{L}_2$, it generates a contribution to $\mathcal{L}_4$, which is reabsorbed by the redefinition...
of the $O(p^4)$ couplings. All chiral predictions will be invariant under the transformation (4.73); therefore it is not possible to separately determine the values of the quark masses and the constants $B_0$, $L_6$, $L_7$ and $L_8$. We can only fix those combinations of chiral couplings and masses that remain invariant under (4.73).

We can resolve the ambiguity by obtaining one additional information from outside the pseudoscalar–meson chiral Lagrangian framework. For instance, by analyzing the isospin breaking in the baryon mass spectrum and the $\rho$–$\omega$ mixing [76], it is possible to fix the ratio

$$R = \frac{m_s - \hat{m}}{m_d - m_u} = 43.7 \pm 2.7.$$  

(4.74)

Inserting this number in (4.71), the two separate quark–mass ratios can be obtained. Moreover, one can then determine $L_8$ from (4.69).

The meson masses in (4.68) refer to pure QCD; using the Dashen theorem [58] \((\Delta M^2_K - \Delta M^2_\pi)_{em} \equiv (M^2_{K^+} - M^2_{K^0} - M^2_{\pi^+} + M^2_{\pi^0})_{em} = 0\) to correct for the electromagnetic contributions, the observed values of the meson masses give $Q = 24$. Taking the conservative range \((\Delta M^2_K - \Delta M^2_\pi)_{em} = (0.75 \pm 0.75) \times 10^{-3} \text{GeV}^2\) as an estimate of the violation of Dashen theorem at $O(e^2 M)$, one gets the corrected value $Q = 22.7 \pm 1.4$. This implies [11]:

$$\frac{m_s}{m} = 22.6 \pm 3.3, \quad \frac{m_d - m_u}{2\hat{m}} = 0.25 \pm 0.04.$$  

(4.75)

4.5. The Role of Resonances in ChPT

It seems rather natural to expect that the lowest–mass resonances, such as $\rho$ mesons, should have an important impact on the physics of the pseudoscalar bosons. Below the $\rho$ mass scale, the singularity associated with the pole of the resonance propagator is replaced by the corresponding momentum expansion; therefore, the exchange of virtual $\rho$ mesons generates derivative Goldstone couplings proportional to powers of $1/M^2_{\rho}$.

A systematic analysis of the role of resonances in the ChPT Lagrangian was performed in ref. [77]. One writes first a general chiral–invariant Lagrangian $L(U, V, A, S, P)$, describing the couplings of meson resonances of the type $V(1^{--})$, $A(1^{++})$, $S(0^{++})$ and $P(0^{-+})$ to the Goldstone bosons, at lowest–order in derivatives. The coupling constants of this Lagrangian are phenomenologically extracted from physics at the resonance mass scale. One has then an effective chiral theory defined in the intermediate energy region. The generating functional (4.27) is given in this theory by the
path-integral formula

$$\exp \{ iZ \} = \int DU(\phi) DV DA DS DP \exp \left\{ i \int d^4 x \mathcal{L}(U, V, A, S, P) \right\}.$$ 

The integration of the heavy fields leads to a low–energy theory with only Goldstone bosons. At lowest order, this integration can be explicitly performed by expanding around the classical solution for the resonance fields. Expanding the resulting non-local action in powers of momenta, one gets then the local ChPT Lagrangian.

The formal procedure to introduce higher–mass states in the chiral Lagrangian was first discussed by Coleman et al [78,79]. The wanted ingredient for a non-linear representation of the chiral group is the compensating $SU(3)_V$ transformation $h(\phi, g)$ which appears under the action of $G$ on the coset representative $u(\phi)$ [see eqs. (4.10) to (4.12)]:

$$u(\phi) \xrightarrow{G} g_R u(\phi) h^\dagger(\phi, g) = h(\phi, g) u(\phi) g_R^\dagger.$$  \hspace{1cm} (4.76)

In practice, we shall only be interested in resonances transforming as octets or singlets under $SU(3)_V$. Denoting the resonance multiplets generically by $R = \bar{\mathcal{R}}/\sqrt{2}$ (octet) and $R_1$ (singlet), the non-linear realization of $G$ is given by

$$R \xrightarrow{G} h(\phi, g) R h(\phi, g)^\dagger, \hspace{1cm} R_1 \xrightarrow{G} R_1.$$  \hspace{1cm} (4.77)

Since the action of $G$ on the octet field $R$ is local, we are led to define a covariant derivative

$$\nabla_\mu R = \partial_\mu R + [\Gamma_\mu, R],$$  \hspace{1cm} (4.78)

with

$$\Gamma_\mu = \frac{1}{2} \left\{ u^\dagger (\partial_\mu - i r_\mu) u + u (\partial_\mu - i l_\mu) u^\dagger \right\}.$$  \hspace{1cm} (4.79)

ensuring the proper transformation

$$\nabla_\mu R \xrightarrow{G} h(\phi, g) \nabla_\mu R h(\phi, g)^\dagger.$$  \hspace{1cm} (4.80)

Without external fields, $\Gamma_\mu$ is the usual natural connection on coset space.

To determine the resonance–exchange contributions to the effective chiral Lagrangian, we need the lowest–order couplings to the pseudoscalar Goldstones which are linear in the resonance fields. It is useful to define objects transforming as $SU(3)_V$ octets:

$$u_\mu \equiv i u^\dagger D_\mu U u^\dagger = u_\mu^\dagger,$$

$$\chi_\pm \equiv u^\dagger \chi u^\dagger \pm u \chi^\dagger u,$$

$$f_\mu^{\mu\nu} = u F_\mu^{\mu\nu} u^\dagger \pm u^\dagger F_\mu^{\mu\nu} u.$$  \hspace{1cm} (4.81)
A. Pich

Invoking $P$ and $C$ invariance, the relevant lowest-order Lagrangian can be written as [77]

$$\mathcal{L}_R = \sum_{R=V,A,S,P} \{ \mathcal{L}_{\text{Kin}}(R) + \mathcal{L}_2(R) \}, \quad (4.82)$$

with kinetic terms*

$$\mathcal{L}_{\text{Kin}}(R = V, A) = -\frac{1}{2} \langle \nabla^\lambda R_{\lambda \nu} \nabla^\mu R^{\nu \mu} - \frac{M_R^2}{2} R_{\mu \nu} R^{\mu \nu} \rangle - \frac{1}{2} \partial^\lambda R_{1, \lambda \mu} \partial^\nu R_{1}^{\nu \mu} + \frac{M_R^2}{4} R_{1, \mu \nu} R_{1}^{\mu \nu}, \quad (4.83)$$

$$\mathcal{L}_{\text{Kin}}(R = S, P) = \frac{1}{2} \langle \nabla^\mu R \nabla_\mu R - M_R^2 R^2 \rangle + \frac{1}{2} \partial^\mu R_{1} \partial^\nu R_{1} - \frac{M_R^2}{2} R_{1}^2,$$

where $M_R$, $M_{R1}$ are the corresponding masses in the chiral limit. The interactions $\mathcal{L}_2(R)$ read

$$\mathcal{L}_2[V(1^-)] = \frac{F_V}{2\sqrt{2}} (V_{\mu \nu} f_{\mu \nu}^+ + iG_V (V_{\mu \nu} u^\mu u^\nu),$$

$$\mathcal{L}_2[A(1^{++})] = \frac{F_A}{2\sqrt{2}} (A_{\mu \nu} f_{\mu \nu}^-), \quad (4.84)$$

$$\mathcal{L}_2[S(0^{++})] = c_d \langle S u_{\mu} u^\mu \rangle + c_m \langle S \chi^+ \rangle + \tilde{c}_d S_1 \langle u_{\mu} u^\mu \rangle + \tilde{c}_m S_1 \langle \chi^+ \rangle,$$

$$\mathcal{L}_2[P(0^{--})] = id_m \langle P \chi^- \rangle + \tilde{id}_m P_1 \langle \chi^- \rangle.$$  

All coupling constants are real. The octet fields are written in the usual matrix notation

$$V_{\mu \nu} = \frac{\bar{X}_V}{\sqrt{2}} = \left( \begin{array}{ccc} \rho_{\mu \nu}^0 + \frac{1}{\sqrt{6}} \omega_{8, \mu \nu}^- & \rho_{\mu \nu}^+ & K_{\mu \nu}^+ \\ -\frac{1}{\sqrt{2}} \rho_{\mu \nu}^0 + \frac{1}{\sqrt{6}} \omega_{8, \mu \nu}^- & K_{\mu \nu}^- & \rho_{\mu \nu}^0 \\ K_{\mu \nu}^0 & -\frac{1}{\sqrt{6}} \omega_{8, \mu \nu}^+ & K_{\mu \nu}^0 \end{array} \right),$$

and similarly for the other octets. We observe that for $V$ and $A$ only octets can couple whereas both octets and singlets appear for $S$ and $P$ (always to lowest order $p^2$).

Vector–meson exchange generates contributions to $L_1$, $L_2$, $L_3$, $L_9$ and $L_{10}$ [77,80], while $A$ exchange only contributes to $L_{10}$ [77]:

$$L_1^V = \frac{G_V^2}{8M_V^2}, \quad L_2^V = 2L_1^V, \quad L_3^V = -6L_1^V,$$

$$L_9^V = \frac{F_V G_V}{2M_V^2}, \quad L_{10}^{V+A} = -\frac{F_V^2}{4M_V^2} + \frac{F_A^2}{4M_A^2}. \quad (4.85)$$

* The vector and axial–vector mesons are described in terms of antisymmetric tensor fields $V_{\mu \nu}$ and $A_{\mu \nu}$ [61,77] instead of the more familiar vector fields.
To fix the vector–meson parameters, one takes $M_V = M_\rho$, $|F_V| = 154$ MeV (from $\rho^0 \to e^+e^-$) and $|G_V| = 53$ MeV (from the electromagnetic pion radius, i.e. from $L_9$) [77]. The axial parameters can be determined using the old Weinberg sum rules [81,82]: $F_A^2 = F_V^2 - f_\pi^2 = (123 \text{MeV})^2$ and $M_A^2 = M_V^2 F_A^2 / F_V^2 = (968 \text{MeV})^2$. The resulting values of the $L_i$ couplings [77] are summarized in table 2, which compares the different resonance–exchange contributions with the phenomenologically determined values of $L_i^\pi(M_\rho)$. The results shown in the table clearly establish a chiral version of vector (and axial–vector) meson dominance: whenever they can contribute at all, $V$ and $A$ exchange seem to completely dominate the relevant coupling constants.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$L_i^\pi(M_\rho)$</th>
<th>$V$</th>
<th>$A$</th>
<th>$S$</th>
<th>$S_1$</th>
<th>$\eta_1$</th>
<th>Total</th>
<th>Total$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4 ± 0.3</td>
<td>0.6</td>
<td>0</td>
<td>−0.2</td>
<td>0.2$^b$</td>
<td>0</td>
<td>0.6</td>
<td>0.9</td>
</tr>
<tr>
<td>2</td>
<td>1.4 ± 0.3</td>
<td>1.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.2</td>
<td>1.8</td>
</tr>
<tr>
<td>3</td>
<td>−3.5 ± 1.1</td>
<td>−3.6</td>
<td>0</td>
<td>0.6</td>
<td>0</td>
<td>0</td>
<td>−3.0</td>
<td>−4.9</td>
</tr>
<tr>
<td>4</td>
<td>−0.3 ± 0.5</td>
<td>0</td>
<td>0</td>
<td>−0.5</td>
<td>0.5$^b$</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>1.4 ± 0.5</td>
<td>0</td>
<td>0</td>
<td>1.4$^a$</td>
<td>0</td>
<td>0</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>6</td>
<td>−0.2 ± 0.3</td>
<td>0</td>
<td>0</td>
<td>−0.3</td>
<td>0.3$^b$</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>7</td>
<td>−0.4 ± 0.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−0.3</td>
<td>−0.3</td>
<td>−0.3</td>
<td>−0.3</td>
</tr>
<tr>
<td>8</td>
<td>0.9 ± 0.3</td>
<td>0</td>
<td>0</td>
<td>0.9$^a$</td>
<td>0</td>
<td>0</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>9</td>
<td>6.9 ± 0.7</td>
<td>6.9$^a$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6.9</td>
<td>7.3</td>
</tr>
<tr>
<td>10</td>
<td>−5.5 ± 0.7</td>
<td>−10.0</td>
<td>4.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−6.0</td>
<td>−5.5</td>
</tr>
</tbody>
</table>

$^a$) Input. $^b$) Large–$N_C$ estimate. $^c$) With (4.87).

There are different phenomenologically successful models in the literature for $V$ and $A$ resonances (tensor–field description [61,77], massive Yang–Mills [83], hidden gauge formulation [84], etc.). It can be shown [85] that all models are equivalent (i.e. they give the same contributions to the $L_i$), provided they incorporate the appropriate QCD constraints at high energies. Moreover, with additional QCD–inspired assumptions of high–energy behaviour, such as an unsubtracted dispersion relation for the pion electromagnetic form factor, all $V$ and $A$ couplings can be expressed in terms of $f_\pi$ and $M_V$ only [85]:

$$F_V = \sqrt{2}f_\pi, \quad G_V = f_\pi/\sqrt{2}, \quad F_A = f_\pi, \quad M_A = \sqrt{2}M_V. \quad (4.86)$$

In that case, one has

$$L_1^V = L_2^V / 2 = -L_3^V / 6 = L_9^V / 8 = -L_{10}^{V+A} / 6 = f_\pi^2 / (16M_V^2). \quad (4.87)$$
The last column in table 2 shows the predicted numerical values of the $L_i$ couplings, using the relations (4.87).

The exchange of scalar resonances generates the contributions [77]:

\[
L_1^{S+S_1} = -\frac{c_d^2}{6M_S^2} + \frac{c_d^2}{2M_{S_1}^2}, \quad L_3^S = \frac{c_d^2}{2M_S^2},
\]

\[
L_4^{S+S_1} = -\frac{\tilde{c}_d\tilde{c}_m}{3M_S^2} + \frac{\tilde{c}_d\tilde{c}_m}{M_{S_1}^2}, \quad L_5^S = \frac{c_d c_m}{M_S^2},
\]

\[
L_6^{S+S_1} = -\frac{c_m^2}{6M_S^2} + \frac{\tilde{c}_m^2}{2M_{S_1}^2}, \quad L_8^S = \frac{c_m^2}{2M_S^2}.
\]

(4.88)

Since the experimental information is quite scarce in the scalar sector, one needs to assume that the couplings $L_5$ and $L_8$ are due exclusively to scalar–octet exchange, to determine the couplings $c_d$ and $c_m$. The $S_1$–exchange contributions can be expressed in terms of the octet parameters using large–$N_C$ arguments. For $N_C = \infty$, $M_{S_1} = M_S$, $|\tilde{c}_d| = |c_d|/\sqrt{3}$ and $|\tilde{c}_m| = |c_m|/\sqrt{3}$ [77]; therefore, octet– and singlet–scalar exchange cancel in $L_1$, $L_4$ and $L_6$. Taking $M_S = M_{a_0} = 983$ MeV, one gets then the numbers in table 2. Although these results cannot be considered as a proof for scalar dominance, they provide at least a convincing demonstration of its consistency.

Neglecting the higher–mass $0^{-+}$ resonances, the only remaining meson–exchange is the one associated with the $\eta_1$, which generates a sizeable contribution to $L_7$ [49,77]:

\[
L_7^{\eta_1} = -\frac{\tilde{d}_m^2}{2M_{\eta_1}^2}.
\]

(4.89)

The magnitude of this contribution can be calculated from the quark–mass expansion of $M_S^2$ and $M_{\eta_1}^2$, which fixes the $\eta_1$ parameters in the large $N_C$ limit [77]: $M_{\eta_1} = 804$ MeV, $|\tilde{d}_m| = 20$ MeV. The final result for $L_7$ is in close agreement with its phenomenological value.

The combined resonance contributions appear to saturate the $L_i$ almost entirely [77]. Within the uncertainties of the approach, there is no need for invoking any additional contributions. Although the comparison has been made for $\mu = M_\rho$, a similar conclusion would apply for any value of $\mu$ in the low–lying resonance region between 0.5 and 1 GeV.

The observed resonance saturation can be understood with large–$N_C$ considerations. In the limit of a large number of colours, the QCD amplitudes reduce to tree–level hadron exchanges [86]; loop effects being suppressed by powers of $1/N_C$. Although in principle an infinite tower of reso-
nance exchanges should contribute to the low–energy chiral couplings, the dominant contributions come from the lowest–mass states due to the $1/M_R^2$ suppression factor. Nevertheless, $1/N_C$ corrections could be sizeable, especially in cases such as the scalar sector where final–state interactions (loop effects) are known to be important [87].

4.6. Short–Distance Estimates of ChPT Parameters

All chiral couplings are in principle calculable from QCD. Unfortunately, we are not able at present to make such a first–principle computation. Although the integral over the quark fields in (4.27) can be done explicitly, we do not know how to perform analytically the remaining integration over the gluon fields.

Lattice calculations [88–90] offer a promising numerical tool to investigate the matching between the underlying QCD theory and the effective chiral Lagrangian; however, the present techniques are not good enough to face this difficult problem in a reliable way. On the other side, a perturbative evaluation of the gluonic contribution would obviously fail in reproducing the correct dynamics of SCSB. A possible way out is to parametrize phenomenologically the SCSB and make a weak gluon–field expansion around the resulting physical vacuum.

The simplest parametrization is obtained by adding to the QCD Lagrangian the chiral invariant term [91]

$$\Delta \mathcal{L}_{\text{QCD}} = -M_Q (\bar{q}_R U q_L + \bar{q}_L U^\dagger q_R), \quad (4.90)$$

which serves to introduce the $U$ field, and a mass parameter $M_Q$, which regulates the infra-red behaviour of the low–energy effective action. In the presence of this term the operator $\bar{q}q$ acquires a vacuum expectation value; therefore, (4.90) is an effective way to generate the order parameter due to SCSB. Making a chiral rotation of the quark fields, $Q_L \equiv u(\phi) q_L$, $Q_R \equiv u(\phi) U q_R$, with $U = u^2$, the interaction (4.90) reduces to a mass term for the dressed quarks $Q$; the parameter $M_Q$ can then be interpreted as a constituent quark mass.

The derivation of the low–energy effective chiral Lagrangian within this framework has been extensively discussed in ref. [91]. In the chiral and large–$N_C$ limits, and including the leading gluonic contributions, one gets:

$$8L_1 = 4L_2 = L_9 = \frac{N_C}{48\pi^2} \left[ 1 + \mathcal{O} \left( 1/M_Q^6 \right) \right], \quad (4.91)$$

$$L_3 = L_{10} = -\frac{N_C}{96\pi^2} \left[ 1 + \frac{\pi^2}{5N_C} \frac{\langle \alpha_s G^2 \rangle}{M_Q^2} + \mathcal{O} \left( 1/M_Q^6 \right) \right].$$
Due to dimensional reasons, the leading contributions to the $O(p^4)$ couplings only depend on $N_C$ and geometrical factors. It is remarkable that $L_1$, $L_2$ and $L_9$ do not get any gluonic correction at this order; this result is independent of the way SCSB has been parametrized ($M_Q$ can be taken to be infinite). Table 3 compares the predictions obtained with only the leading term in (4.91) (i.e. neglecting the gluonic correction) with the phenomenological determination of the $L_i$ couplings. The numerical agreement is quite impressive; both the order of magnitude and the sign are correctly reproduced (notice that this is just a free–quark result!). Moreover, the gluonic corrections shift the values of $L_3$ and $L_{10}$ in the right direction, making them more negative.

Table 3

<table>
<thead>
<tr>
<th></th>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$L_3$</th>
<th>$L_9$</th>
<th>$L_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^1_{th}(\alpha_s = 0)$</td>
<td>0.79</td>
<td>1.58</td>
<td>-3.17</td>
<td>6.33</td>
<td>-3.17</td>
</tr>
<tr>
<td>$L^2_0(M_\rho)$</td>
<td>0.4 ± 0.3</td>
<td>1.4 ± 0.3</td>
<td>-3.5 ± 1.1</td>
<td>6.9 ± 0.7</td>
<td>-5.5 ± 0.7</td>
</tr>
</tbody>
</table>

The results (4.91) obey almost all relations in (4.87). Comparing the predictions for $L_{1,2,9}$ in eq. (4.87) with the QCD–inspired ones in (4.91), one gets a quite good estimate of the $\rho$ mass:

$$M_V = 2\sqrt{2}\pi f = 821 \text{ MeV}.$$  \hspace{1cm} (4.92)

Is it quite easy to prove that the interaction (4.90) is equivalent to the mean–field approximation of the Nambu–Jona-Lasinio model [92], where SCSB is triggered by four–quark operators. It has been conjectured [93] that integrating out the quark and gluon fields of QCD, down to some intermediate scale $\Lambda_\chi$, gives rise to an extended Nambu–Jona-Lasinio Lagrangian. By introducing collective fields (to be identified later with the Goldstone fields and $S$, $V$, $A$ resonances) the model can be transformed into a Lagrangian bilinear in the quark fields, which can therefore be integrated out. One then gets an effective Lagrangian, describing the couplings of the pseudoscalar bosons to vector, axial–vector and scalar resonances. Extending the analysis beyond the mean–field approximation, ref. [93] obtains predictions for 20 measurable quantities, including the $L_i$’s, in terms of only 4 parameters. The quality of the fits is quite impressive. Since
the model contains all resonances that are known to saturate the $L_i$ couplings, it is not surprising that one gets an improvement of the mean-field-approximation results, specially for the constants $L_5$ and $L_8$, which are sensitive to scalar exchange. What is more important, this analysis clarifies a potential problem of double counting: in certain limits the model approaches either the pure quark-loop predictions (4.91) or the resonance-exchange results (4.87), but in general it interpolates between these two cases.

4.7. $U(3)_L \otimes U(3)_R$ ChPT

In the large-$N_C$ limit the $U(1)_A$ anomaly [63,65,94] is absent. The massless QCD Lagrangian (4.1) has then a larger $U(3)_L \otimes U(3)_R$ chiral symmetry, and there are nine Goldstone bosons associated with the SCSB to the diagonal subgroup $U(3)_V$. These Goldstone excitations can be conveniently collected in the $3 \times 3$ unitary matrix

$$\tilde{U}(\phi) \equiv \exp \left\{ i \frac{\sqrt{2}}{f} \tilde{\Phi} \right\}, \quad \tilde{\Phi} \equiv \frac{\eta_1}{\sqrt{3}} I_3 + \frac{\bar{x}}{\sqrt{2}} \phi. \quad (4.93)$$

Under the chiral group, $\tilde{U}(\phi)$ transforms as $\tilde{U} \to g_R \tilde{U} g_L^\dagger$ ($g_{R,L} \in U(3)_{R,L}$).

To lowest order in the chiral expansion, the interactions of the nine Goldstone bosons are described by the Lagrangian (4.25) with $\tilde{U}(\phi)$ instead of $U(\phi)$. Notice that the $\eta_1$ kinetic term in $\langle D_\mu \tilde{U} D^\mu \tilde{U}^\dagger \rangle$ decouples from the $\phi$'s and the $\eta_1$ particle becomes stable in the chiral limit.

To lowest non-trivial order in $1/N_C$, the chiral symmetry breaking effect induced by the $U(1)_A$ anomaly can be taken into account in the effective low-energy theory, through the term [95–97]

$$L_{U(1)_A} = -\frac{f^2 a}{4 N_C} \left\{ \frac{i}{2} \left[ \log (\det \tilde{U}) - \log (\det \tilde{U}^\dagger) \right] \right\}^2, \quad (4.94)$$

which breaks $U(3)_L \otimes U(3)_R$ but preserves $SU(3)_L \otimes SU(3)_R \otimes U(1)_V$. The parameter $a$ has dimensions of mass squared and, with the factor $1/N_C$ pulled out, is booked to be of $\mathcal{O}(1)$ in the large-$N_C$ counting rules. Its value is not fixed by symmetry requirements alone; it depends crucially on the dynamics of instantons. In the presence of the term (4.94), the $\eta_1$ field becomes massive even in the chiral limit:

$$M_{\eta_1}^2 = 3 \frac{a}{N_C} + \mathcal{O}(\mathcal{M}). \quad (4.95)$$

Owing to the large mass of the $\eta'$, the effect of the $U(1)_A$ anomaly cannot be treated as a small perturbation. Rather, one should keep the term (4.94)
together with the lowest-order Lagrangian \( (4.25) \). It is possible to build a consistent combined expansion in powers of momenta, quark masses and \( 1/N_C \), by counting the relative magnitude of these parameters as \([98]\):

\[
M \sim \frac{1}{N_C} \sim p^2 \sim O(\delta). \tag{4.96}
\]

A \( U(3)_L \otimes U(3)_R \) description \([99]\) of the pseudoscalar particles, including the singlet \( \eta_1 \) field, allows one to understand many properties of the \( \eta \) meson in a quite simple way.

A good example is provided by the electromagnetic decays \( P \to \gamma\gamma \), which are generated at \( O(p^4) \) by the Wess–Zumino–Witten \([59,60]\) anomaly term in \( (4.49) \):

\[
A(P \to \gamma\gamma) = -\frac{N_C}{3} \frac{\alpha}{\pi f} c_P \varepsilon^{\mu\nu\rho\sigma} \epsilon_1 \epsilon_2 \epsilon_1 \epsilon_2 q_1 q_2, \tag{4.97}
\]

with \( c_{\pi^0} = 1 \) and \( c_{\eta_8} = 1/\sqrt{3} \). The predicted decay rate of the neutral pion,

\[
\Gamma(\pi^0 \to \gamma\gamma) = \left( \frac{N_C}{3} \right)^2 \frac{\alpha^2 M^3_{\pi^0}}{64\pi^3 f^2} = 7.73 \text{ eV}, \tag{4.98}
\]

is in good agreement with the measured value, \( \Gamma(\pi^0 \to \gamma\gamma) = (7.7 \pm 0.6) \text{ eV} \), providing a nice confirmation of the non-abelian QCD anomaly. However, the usual \( SU(3)_L \otimes SU(3)_R \) description, where \( \eta \approx \eta_8 \), underestimates the \( \Gamma(\eta \to \gamma\gamma) \) decay rate by about a factor of three.

In the \( U(3)_L \otimes U(3)_R \) framework, the \( \eta_8 \) mixes with the \( \eta_1 \) (both fields share the same isospin and charge):

\[
\begin{pmatrix}
\eta \\
\eta' \\
\eta_8 \\
\eta_1
\end{pmatrix} =
\begin{pmatrix}
\cos \theta_P & -\sin \theta_P \\
\sin \theta_P & \cos \theta_P
\end{pmatrix}
\begin{pmatrix}
\eta_8 \\
\eta_1
\end{pmatrix}.
\tag{4.99}
\]

The diagonalization of the isoscalar mass matrix implies \([98,99]\) a rather sizeable mixing \( \theta_P \approx -20^\circ \). Taking the nonet version of the Wess–Zumino–Witten term \( (4.49) \), one gets \( c_{\eta_1} = 2\sqrt{2}/\sqrt{3} \), which implies a \( \eta\gamma\gamma \) coupling \( c_\eta = (\cos \theta_P - 2\sqrt{2} \sin \theta_P) c_{\eta_8} \approx 1.9 c_{\eta_8} \); this provides the needed enhancement to understand the experimental value of \( \Gamma(\eta \to \gamma\gamma) \). The \( \eta' \to \gamma\gamma \) decay rate is also well reproduced by the predicted amplitude \( c_{\eta'} = (2\sqrt{2} \cos \theta_P + \sin \theta_P) c_{\eta_8} \). The accuracy of the predictions can be further improved with some amount of symmetry breaking through \( f_\eta \neq f_{\eta'} \neq f_\pi \) from higher-order effects \([66,99]\).

In the standard \( SU(3)_L \otimes SU(3)_R \) ChPT, the \( \eta' \) is integrated out and its effects are hidden in higher-order local couplings. The fact that the singlet pseudoscalar does affect the \( \eta \) dynamics in a significative way is
then reflected in the presence of important higher–order corrections, which are more efficiently taken into account within the $U(3)_L \otimes U(3)_R$ EFT [100].

Deeply related to the $U(1)_A$ anomaly is the possible presence of an additional term in the QCD Lagrangian,

$$\mathcal{L}_\theta = \theta_0 \frac{g^2}{64\pi^2} \varepsilon_{\mu\nu\rho\sigma} G^{\mu\nu}_a(x) G^{\rho\sigma}_a(x),$$  \hspace{1cm} (4.100)

with $\theta_0$, the so-called vacuum angle, a hitherto unknown parameter. This term violates $P, T$ and $CP$ and may lead to observable effects in flavour conserving transitions. A detailed discussion of this subject within ChPT can be found in ref. [101].

5. Non-Leptonic Kaon Decays

Since the kaon mass is a very low energy scale, the theoretical analysis of non-leptonic kaon decays is highly non-trivial. While the underlying flavour–changing weak transitions among the constituent quarks are associated with the $W$ mass scale, the corresponding hadronic amplitudes are governed by the long–distance behaviour of the strong interactions, i.e. the confinement regime of QCD.

The standard short–distance approach to weak transitions (see section 3.5.2) makes use of the asymptotic freedom property of QCD to successively integrate out the fields with heavy masses down to scales $\mu < m_c$. Using the operator product expansion (OPE) and renormalization–group techniques, one gets an effective $\Delta S = 1$ Hamiltonian [48],

$$\mathcal{H}_{\text{eff}}^{\Delta S=1} = \frac{G_F}{\sqrt{2}} V_{ud} V^*_{us} \sum_i c_i(\mu) Q_i + \text{h.c.},$$  \hspace{1cm} (5.1)

which is a sum of local four–fermion operators $Q_i$, constructed with the light degrees of freedom $(u,d,s;e,\mu,\nu_l)$, modulated by Wilson coefficients $c_i(\mu)$ which are functions of the heavy $(W,t,b,c,\tau)$ masses. The overall renormalization scale $\mu$ separates the short– $(M > \mu)$ and long– $(m < \mu)$ distance contributions, which are contained in $c_i(\mu)$ and $Q_i$, respectively. The physical amplitudes are of course independent of $\mu$; thus, the explicit scale (and scheme) dependence of the Wilson coefficients, should cancel exactly with the corresponding dependence of the $Q_i$ matrix elements between on–shell states.

Our knowledge of the $\Delta S = 1$ effective Hamiltonian has improved considerably in recent years, thanks to the completion of the next-to-leading logarithmic order calculation of the Wilson coefficients [48]. All
gluonic corrections of $O(\alpha_s^n t^n)$ and $O(\alpha_s^{n+1} t^n)$ are already known, where $t \equiv \log (M/m)$ refers to the logarithm of any ratio of heavy–mass scales ($M,m \geq \mu$). Moreover, the full $m_t/M_W$ dependence (at lowest order in $\alpha_s$) has been taken into account.

Unfortunately, in order to predict the physical amplitudes one is still confronted with the calculation of the hadronic matrix elements of the quark operators. This is a very difficult problem, which so far remains unsolved. The present technology to calculate low–energy matrix elements is not yet developed to the degree of sophistication of perturbative QCD. We have only been able to obtain rough estimates using different approximations (vacuum saturation, $N_C \to \infty$ limit, QCD low–energy effective action, . . . ) or applying QCD techniques (lattice, QCD sum rules) which suffer from their own technical limitations.

Below the resonance region ($\mu < M_\rho$) the strong interaction dynamics can be better understood with global symmetry considerations. The effective ChPT formulation of the Standard Model is an ideal framework to describe kaon decays [12,13]. This is because in K decays the only physical states which appear are pseudoscalar mesons, photons and leptons, and because the characteristic momenta involved are small compared to the natural scale of chiral symmetry breaking ($A_\chi \sim 1 \text{ GeV}$).

<table>
<thead>
<tr>
<th>Energy Scale</th>
<th>Fields</th>
<th>Effective Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_W$</td>
<td>$W, Z, \gamma, g$</td>
<td>Standard Model</td>
</tr>
<tr>
<td>$\lesssim m_c$</td>
<td>$\gamma, g; \mu, e, \nu_i$</td>
<td>$L_{QCD}^{(n_f=3)}$; $H_{eff}^{\Delta S=1,2}$</td>
</tr>
<tr>
<td></td>
<td>$s, d, u$</td>
<td></td>
</tr>
<tr>
<td>$M_K$</td>
<td>$\gamma; \mu, e, \nu_i$</td>
<td>ChPT</td>
</tr>
<tr>
<td></td>
<td>$\pi, K, \eta$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 11. Evolution from $M_W$ to the kaon mass scale.
Effective Field Theory

Figure 11 shows a schematic view of the procedure used to evolve down from $M_W$ to the kaon mass scale. At the different energy regimes one uses different effective theories, involving only those fields which are relevant at that scale. The corresponding effective parameters (Wilson coefficients, chiral couplings) encode the information on the heavy degrees of freedom which have been integrated out. These effective theories are convenient realizations of the fundamental Standard Model at a given energy scale (all of them give rise to the same generating functional and therefore to identical predictions for physical quantities). From a technical point of view, we know how to compute the effective Hamiltonian at the charm mass scale. Much more difficult seems the attempt to derive the chiral Lagrangian from first principles. The symmetry considerations only fix the allowed chiral structures, at a given order in momenta, but leave their corresponding coefficients completely undetermined. The calculation of the chiral couplings from the effective short–distance Hamiltonian, remains the main open problem in kaon physics.

5.1. Weak Chiral Lagrangian

The effect of strangeness–changing non-leptonic weak interactions with $\Delta S = 1$ is incorporated in the low–energy chiral theory as a perturbation to the strong effective Lagrangian $\mathcal{L}_{\text{eff}}(U)$. At lowest order in the number of derivatives, the most general effective bosonic Lagrangian, with the same $SU(3)_L \otimes SU(3)_R$ transformation properties as the short–distance Hamiltonian (5.1), contains two terms:

$$\mathcal{L}^{\Delta S=1}_2 = -\frac{G_F}{\sqrt{2}} V_{ud} V_{us}^* \left\{ g_8 \langle \lambda L_{\mu} L_{\mu} \rangle + g_{27} \left( L_{\mu 23} L_{\mu 11} + \frac{2}{3} L_{\mu 21} L_{\mu 13} \right) \right\} + \text{h.c.}, \quad (5.2)$$

where the matrix $L_{\mu} = i f^2 U^\dagger D_\mu U$ represents the octet of $V - A$ currents, and $\lambda \equiv (\lambda^6 - i \lambda^7)/2$ projects onto the $s \to d$ transition [$\lambda_{ij} = \delta_{ij} \delta_{j2}$]. The chiral couplings $g_8$ and $g_{27}$ measure the strength of the two parts of the effective Hamiltonian (5.1) transforming as $(8_L, 1_R)$ and $(27_L, 1_R)$, respectively, under chiral rotations. Their values can be extracted from $K \to 2\pi$ decays [102]:

$$|g_8| \simeq 5.1, \quad |g_{27}/g_8| \simeq 1/18. \quad (5.3)$$

The huge difference between these two couplings shows the well–known enhancement of the octet $|\Delta I| = 1/2$ transitions.
Using the Lagrangians (4.25) and (5.2), the rates for decays like $K \rightarrow 3\pi$ or $K \rightarrow \pi\pi\gamma$ can be predicted at $\mathcal{O}(p^2)$ through a trivial tree–level calculation. However, the data are already accurate enough for the next–order corrections to be sizeable. Moreover, due to a mismatch between the minimum number of powers of momenta required by gauge invariance and the powers of momenta that the lowest–order effective Lagrangian can provide \cite{103–105}, the amplitude for any non-leptonic radiative $K$ decay with at most one pion in the final state ($K \rightarrow \gamma\gamma, K \rightarrow \gamma l^+l^-, K \rightarrow \pi\pi\gamma, K \rightarrow \pi l^+l^-, \ldots$) vanishes to $\mathcal{O}(p^2)$. These decays are then sensitive to the non-trivial quantum field theory aspects of ChPT.

Unfortunately, at $\mathcal{O}(p^4)$ there is a very large number of possible terms, satisfying the appropriate $(8_L, 1_R)$ and $(27_L, 1_R)$ transformation properties. Using the $\mathcal{O}(p^2)$ equations of motion obeyed by $U$ to reduce the number of terms, 35 independent structures (plus 2 contact terms involving external fields only) remain in the octet sector alone \cite{106–109}. Restricting the attention to those terms that contribute to non-leptonic amplitudes where the only external gauge fields are photons, still leaves 22 relevant octet terms \cite{109}. Clearly, the predictive power of a completely general chiral analysis, using only symmetry constraints, is rather limited. Nevertheless, as we are going to see, it is still possible to make predictions.

Due to the complicated interplay of electroweak and strong interactions, the low–energy constants of the weak non-leptonic chiral Lagrangian encode a much richer information than in the pure strong sector. These chiral couplings contain both long– and short–distance contributions, and some of them (like $g_8$) have in addition a CP–violating imaginary part. Genuine short–distance physics, such as the electroweak penguin operators \cite{48}, have their corresponding effective realization in the chiral Lagrangian. Moreover, there are four $\mathcal{O}(p^4)$ terms containing an $\varepsilon_{\mu\nu\alpha\beta}$ tensor, which get a direct (probably dominant) contribution from the chiral anomaly \cite{110,111}.

In recent years, there have been many attempts to estimate these low–energy couplings using different approximations, such as factorization \cite{112}, weak–deformation model \cite{113}, effective–action approach \cite{112,114}, or resonance exchange \cite{109,115,116}. Although more work in this direction is certainly needed, a qualitative picture of the size of the different couplings is already emerging.

5.2. $K \rightarrow 2\pi, 3\pi$ Decays

Imposing isospin and Bose symmetries, and keeping terms up to $\mathcal{O}(p^4)$, a general parametrization \cite{117} of the $K \rightarrow 3\pi$ amplitudes involves ten measurable parameters: $\alpha_i$, $\beta_i$, $\zeta_i$, $\xi_i$, $\gamma_3$ and $\xi'_3$, where $i = 1, 3$ refers to
the $\Delta I = \frac{1}{2}, \frac{3}{2}$ pieces. At $O(p^2)$, the quadratic slope parameters $\zeta_i, \xi_i$ and $\xi_3'$ vanish; therefore the lowest–order Lagrangian (5.2) predicts five $K \to 3\pi$ parameters in terms of the two couplings $g_8$ and $g_{27}$, extracted from $K \to 2\pi$. These predictions give the right qualitative pattern, but there are sizeable differences with the measured amplitudes. Moreover, non-zero values for some of the slope parameters have been clearly established experimentally.

The agreement is substantially improved at $O(p^4)$ [118]. In spite of the large number of unknown couplings in the general effective $\Delta S = 1$ Lagrangian, only 7 combinations of these weak chiral constants are relevant for describing the $K \to 2\pi$ and $K \to 3\pi$ amplitudes [119]. Therefore, one has 7 parameters for 12 observables, which results in 5 relations. The extent to which these relations are satisfied provides a non-trivial test of chiral symmetry at the four-derivative level. The results of such a test [119] are shown in table 4, where the 5 conditions have been formulated as predictions for the 5 slope parameters. The comparison is very successful for the two $\Delta I = \frac{1}{2}$ parameters, but the data are not good enough to say anything conclusive about the other three $\Delta I = \frac{3}{2}$ predictions.

The $O(p^4)$ analysis of these decays has also clarified the role of long–distance effects ($\pi\pi$ rescattering) in the dynamical enhancement of amplitudes with $\Delta I = \frac{1}{2}$. The $O(p^4)$ corrections give indeed a sizeable constructive contribution, which results [118] in a fitted value for $|g_8|$ that is about 30% smaller than the lowest–order determination (5.3). While this certainly goes in the right direction, it also shows that the bulk of the enhancement mechanism comes from a different source.

Table 4
Predicted and measured values of the quadratic slope parameters in the $K \to 3\pi$ amplitudes [119].
All values are given in units of 10$^{-8}$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Experimental value</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta_1$</td>
<td>$-0.47 \pm 0.15$</td>
<td>$-0.47 \pm 0.18$</td>
</tr>
<tr>
<td>$\xi_1$</td>
<td>$-1.51 \pm 0.30$</td>
<td>$-1.58 \pm 0.19$</td>
</tr>
<tr>
<td>$\zeta_3$</td>
<td>$-0.21 \pm 0.08$</td>
<td>$-0.011 \pm 0.006$</td>
</tr>
<tr>
<td>$\xi_3$</td>
<td>$-0.12 \pm 0.17$</td>
<td>$0.092 \pm 0.030$</td>
</tr>
<tr>
<td>$\xi_3'$</td>
<td>$-0.21 \pm 0.51$</td>
<td>$-0.033 \pm 0.077$</td>
</tr>
</tbody>
</table>
5.3. Radiative $K$ Decays

Owing to the constraints of electromagnetic gauge invariance, radiative $K$ decays with at most one pion in the final state do not occur at $\mathcal{O}(p^2)$. Moreover, only a few terms of the octet $\mathcal{O}(p^4)$ Lagrangian are relevant for this kind of processes [103–105]:

$$L_{\Delta S=1,em} = -\frac{G_F}{\sqrt{2}} V_{ud} V_{us}^* g_8 \left\{ -\frac{i e}{f^2} F_{\mu\nu} \left[ w_1 \langle Q\lambda L_{\mu}L_{\nu} \rangle + w_2 \langle QL_{\mu}\lambda L_{\nu} \rangle \right] \\
+ e^2 f^2 w_4 F_{\mu\nu} F_{\mu\nu} \langle \lambda QU^\dagger QU \rangle \right\} + \text{h.c.} \quad (5.4)$$

The small number of unknown chiral couplings allows us to derive useful relations among different processes and to obtain definite predictions. The absence of a tree–level $\mathcal{O}(p^2)$ contribution makes the final results very sensitive to the loop structure of the amplitudes.

5.3.1. $K_S \to \gamma\gamma$

![Feynman diagrams for $K_1^0 \to \gamma^* \gamma^*$](image)

Fig. 12. Feynman diagrams for $K_1^0 \to \gamma^* \gamma^*$.

The symmetry constraints do not allow any direct tree–level $K_1^0 \gamma\gamma$ coupling at $\mathcal{O}(p^4)$ ($K_{1,2}^0$ refer to the CP–even and CP–odd eigenstates, respectively). This decay proceeds then through a loop of charged pions as shown in fig. 12 (there are similar diagrams with charged kaons in the loop, but their sum is proportional to $M_{K^0}^2 - M_{K^+}^2$ and therefore can be neglected). Since there are no possible counter-terms to renormalize divergences, the one–loop amplitude is necessarily finite. Although each of the four diagrams in fig. 12 is quadratically divergent, these divergences cancel in the sum. The
resulting prediction \cite{120,121}, \( \text{Br}(K_S \to \gamma \gamma) = 2.0 \times 10^{-6} \), is in very good agreement with the experimental measurement \cite{122,123}:

\[
\text{Br}(K_S \to \gamma \gamma) = (2.4 \pm 0.9) \times 10^{-6}.
\] (5.5)

5.3.2. \( K_L \to \gamma \gamma \)

![Feynman diagram for \( K_2^0 \to \gamma^* \gamma^* \).](image)

Fig. 13. Feynman diagram for \( K_2^0 \to \gamma^* \gamma^* \).

At \( \mathcal{O}(\rho^4) \), the \( K_2^0 \to \gamma^* \gamma^* \) decay amplitude,

\[
A(K_L \to \gamma^* \gamma^*) = c(q_1^2, q_2^2) \epsilon^{\mu\nu\rho\sigma} \epsilon_{1\mu} \epsilon_{2\nu} q_1^\rho q_2^\sigma ,
\] (5.6)

proceeds through a tree–level \( K_2^0 \to \pi^0, \eta, \eta' \) transition, followed by \( \pi^0, \eta, \eta' \to \gamma \gamma \) vertices. The lowest–order chiral prediction, can only generate a constant form factor \( c(q_1^2, q_2^2) \); it thus corresponds to the decay into on–shell photons \( (q_1^2 = q_2^2 = 0) \) \cite{110}:

\[
c(0, 0) = \frac{G_F}{\sqrt{2}} V_{ud} V_{us}^\ast \frac{2g_8 \alpha f}{\pi(1 - r_\pi^2)} c_{\text{red}},
\] (5.7)

\[
c_{\text{red}} = 1 - \frac{(1 - r_\pi^2)}{3(r_\eta^2 - 1)} (c_\theta - 2\sqrt{2} s_\theta) (c_\theta + 2\sqrt{2} p_n s_\theta) + \frac{(1 - r_\eta^2)}{3(r_{\eta'}^2 - 1)} (2\sqrt{2} c_\theta + s_\theta) (2\sqrt{2} p_n c_\theta - s_\theta),
\] (5.8)

where \( r_\pi^2 \equiv M_{K_2}^2 / M_{K_L}^2 \), \( c_\theta \equiv \cos \theta_P \) and \( s_\theta \equiv \sin \theta_P \). We have factored out the contribution of the pion pole, which normalizes the dimensionless reduced amplitude \( c_{\text{red}} \). The second and third terms in \( c_{\text{red}} \) correspond to the \( \eta \) and \( \eta' \) contributions respectively. Nonet symmetry (which is exact in the large–\( N_C \) limit) has been assumed in the electromagnetic \( 2 \gamma \) vertices; this is known to provide a quite good description of the anomalous \( P \to 2 \gamma \)
decays \(P = \pi^0, \eta, \eta'\). Possible deviations of nonet symmetry in the non-leptonic weak vertex are parametrized through \(\rho_n \neq 1\).

In the standard \(SU(3)_L \otimes SU(3)_R\) ChPT, the \(\eta'\) contribution is absent and \(\theta_P = 0\); therefore, \(c_{\text{red}} \propto (3M^2_\eta + M^2_\pi - 4M^2_K)\), which vanishes owing to the Gell-Mann–Okubo mass relation. The physical \(K_L \to \gamma\gamma\) amplitude is then a higher-order \(-O(p^6)\) effect in the chiral counting, which makes difficult to perform a reliable calculation.

The situation is quite different if one uses instead the \(U(3)_L \otimes U(3)_R\) EFT, including the singlet \(\eta_1\) field. Taking \(s_\theta = -1/3\) (\(\theta \approx -19.5^\circ\)), the \(\eta\)–pole contribution in eq. (5.8) is proportional to \((1 - \rho_n)\) and vanishes in the nonet–symmetry limit; the large and positive \(\eta'\) contribution results then in \(c_{\text{red}} = 1\) for \(\rho_n = 1\). With \(0 \leq \rho_n \leq 1\), the \(\eta\) and \(\eta'\) contributions interfere destructively and \(c_{\text{red}}\) is dominated by the pion pole. One would get \(c_{\text{red}} \simeq 1\) for \(\rho_n \simeq 3/4\).

The measured \(K_L \to \gamma\gamma\) decay rate \([74]\) corresponds to \(c(0,0) = (3.51 \pm 0.05) \times 10^{-9}\) GeV\(^{-1}\). Taking into account the 30\% reduction of the \(|g_8|\) value at \(O(p^4)\) (this sizeable shift results mainly from the constructive \(\pi\pi\) rescattering contribution, which is obviously absent in \(K_L \to \gamma\gamma\), this implies \(c_{\text{exp}} = (1.19 \pm 0.16)\).

Leaving aside numerical details, we can safely conclude that the physical \(K_L \to \gamma\gamma\) amplitude, with on-shell photons, is indeed dominated by the pion pole (\(c_{\text{red}} \simeq 1\)). Although the exact numerical prediction is sensitive to several small corrections (\(\rho_n \neq 1, f_\pi \neq f_\eta \neq f_{\eta'}, s_\theta \neq -1/3\)) and therefore is quite uncertain, the needed cancellation between the \(\eta\) and \(\eta'\) contributions arises in a natural way and can be fitted easily with a reasonable choice of symmetry–breaking parameters.

5.3.3. \(K_{S,L} \to \mu^+\mu^–\)

A straightforward chiral analysis \([124]\) shows that, at lowest order in momenta, the only allowed tree-level \(K^0\mu^+\mu^–\) coupling corresponds to the \(\text{CP–odd state } K^0\). Therefore, the \(K^0 \to \mu^\pm\mu^\mp\) transition can only be generated by a finite non-local two–loop contribution. The explicit calculation \([124]\) gives:

\[
\frac{\Gamma(K_S \to \mu^+\mu^-)}{\Gamma(K_S \to \gamma\gamma)} = 2 \times 10^{-6}, \quad \frac{\Gamma(K_S \to e^+e^-)}{\Gamma(K_S \to \gamma\gamma)} = 8 \times 10^{-9},
\]

well below the present (90\% CL) experimental upper limits \([125,126]\):
\(\text{Br}(K_S \to \mu^\pm\mu^\mp) < 3.2 \times 10^{-7}, \text{Br}(K_S \to e^+e^-) < 2.8 \times 10^{-6}\). Although, in view of the smallness of the predicted ratios, this calculation seems quite academic, it has important implications for \(\text{CP–violation studies.}\)

The longitudinal muon polarization \(P_L\) in the decay \(K_L \to \mu^+\mu^–\) is an
Fig. 14. Electromagnetic loop contribution to $K^0_{1,2} \rightarrow \mu^+\mu^-$. The $K^0\gamma^*\gamma^*$ vertex is generated through the one–loop diagrams shown in fig. 12, while the $K^0_2\gamma^*\gamma^*$ transition proceeds through the tree–level amplitude in fig. 13.

interesting measure of CP violation. As for every CP–violating observable in the neutral kaon system, there are in general two different kinds of contributions to $P_L$: indirect CP violation through the small $K^0_L$ admixture of the $K_L$ ($\varepsilon$ effect), and direct CP violation in the $K^0_2 \rightarrow \mu^+\mu^-$ decay amplitude.

In the Standard Model, the direct CP–violating amplitude is induced by Higgs exchange with an effective one–loop flavour–changing $s\bar{d}H$ coupling [127]. The present lower bound on the Higgs mass implies a conservative upper limit $|P_{L,\text{Direct}}| < 10^{-4}$. Much larger values, $P_L \sim O(10^{-2})$, appear quite naturally in various extensions of the Standard Model [128,129]. It is worth emphasizing that $P_L$ is especially sensitive to the presence of light scalars with CP–violating Yukawa couplings. Thus, $P_L$ seems to be a good signature to look for new physics beyond the Standard Model; for this to be the case, however, it is very important to have a good quantitative understanding of the Standard Model prediction to allow us to infer, from a measurement of $P_L$, the existence of a new CP–violation mechanism.

The chiral calculation of the $K^0 \rightarrow \mu^+\mu^-$ amplitude allows us to make a reliable estimate of the contribution to $P_L$ due to $K^0–\bar{K}^0$ mixing [124]:

$$1.9 < |P_{L,\varepsilon}| \times 10^3 \left(\frac{2 \times 10^{-6}}{\text{Br}(K_S \rightarrow \gamma\gamma)}\right)^{1/2} < 2.5.$$  (5.10)

Taking into account the present experimental errors in $\text{Br}(K_S \rightarrow \gamma\gamma)$ and the inherent theoretical uncertainties due to uncalculated higher–order corrections, one can conclude that experimental indications for $|P_L| > 5 \times 10^{-3}$ would constitute clear evidence for additional mechanisms of CP violation beyond the Standard Model.

The calculation of the CP–conserving $K_2 \rightarrow \mu^+\mu^-$ amplitude is more difficult. There are well–known short–distance contributions [48] (electroweak penguins and box diagrams), which are sensitive to the presence
of a virtual top quark and could be used to improve our knowledge on the quark–mixing factor $V_{td}$. Unfortunately, this process is dominated by
the electromagnetic long–distance contribution in fig. 14. Moreover, the measured rate \[ \text{Br}(K_L \to \mu^+ \mu^-) = (7.2 \pm 0.5) \times 10^{-9} \] (5.11) appears to be completely saturated by the absorptive contribution from the on-shell $2\gamma$ intermediate state,
\[ \text{Br}(K_2 \to \mu^+ \mu^-)_{\text{Abs}} = (7.07 \pm 0.18) \times 10^{-9}, \] (5.12)
which leaves very small room to accommodate the dispersive contribution:
\[ \text{Br}(K_2 \to \mu^+ \mu^-)_{\text{Dis}} = (0.1 \pm 0.5) \times 10^{-9}. \]
The ChPT calculation of this long–distance amplitude is not easy, be–
because the $K_2 \to \gamma^*\gamma^*$ vertex is quite uncertain and, moreover, there is
now an unknown local $K_2\mu^+ \mu^-$ counter-term, which renormalizes the divergent photon loop. Nevertheless, it is still possible to compute the ratio
\[ \text{Br}(K_2 \to \mu^+ \mu^-)/\text{Br}(K_2 \to \gamma\gamma) \] in the large–$N_C$ limit [132]. At leading order in $1/N_C$, the $K_2 \to \gamma^*\gamma^*$ transition occurs through the $\pi^0, \eta, \eta'$ poles, as shown in fig. 13. Therefore, the problematic electromagnetic loop is actually the same governing the decays $\pi^0, \eta, \eta' \to l^+l^-$, and the unknown local contribution in fig. 15 can be fixed from the measured rates for these transitions.

The chiral analysis of $K_2 \to \mu^+ \mu^-$ [132] shows that the experimentally observed small dispersive amplitude fits perfectly well within the large–$N_C$ description of this process. Moreover, it allows to extract a constraint on the short–distance contribution, which can be translated into direct information on the top mass and the quark–mixing factors [132]:
\[ \delta \chi_{\text{SD}} \approx 1.7 (\rho_0 - \bar{\rho}) \left( \frac{M_t(M_t^2)}{170 \text{ GeV}} \right)^{1.56} \left( \frac{|V_{tb}|}{0.040} \right)^2 = 2.2^{+1.1}_{-1.3}. \] (5.13)
where $\rho_0 \approx 1.2$ and $\bar{\rho} \equiv \rho (1 - \chi^2 / 2)$, with $\rho$ and $\eta$ the usual quark-mixing parameters in the Wolfenstein parametrization. This constraint is in good agreement with the present information from other weak transitions [48], $|\bar{\rho}| \leq 0.3$, which implies $\delta_{SD} \approx 1.8 \pm 0.6$.

5.3.4. $K \to \pi\gamma\gamma$

The most general form of the $K \to \pi\gamma\gamma$ amplitude depends on four independent invariant amplitudes $A(y, z)$, $B(y, z)$, $C(y, z)$ and $D(y, z)$, where $y \equiv |p_K \cdot (q_1 - q_2)|/M_K^2$ and $z = (q_1 + q_2)^2/M_K^2$ [105]:

$$A(K(p_K) \to \pi(p_\pi)\gamma(q_1)\gamma(q_2)) = \epsilon_\mu(q_1) \epsilon_\nu(q_2) \left\{ \frac{A}{M_K^2} (q_1^\mu q_1^\nu - q_1 \cdot q_2 g^{\mu\nu}) + \frac{2B}{M_K^4} (p_K \cdot q_1 q_2^\rho p_K^\rho + p_K \cdot q_2 q_1^\rho p_K^\rho - q_1 \cdot q_2 p_K^\mu p_K^\nu - p_K \cdot q_1 p_K \cdot q_2 g^{\mu\nu}) + \frac{C}{M_K^2} \varepsilon^{\mu\nu\rho\sigma} q_1^\rho q_2^\sigma \right. \
\left. + \frac{D}{M_K^4} \left[ \varepsilon^{\mu\rho\sigma}(p_K \cdot q_2 q_1^\rho + p_K \cdot q_1 q_2^\rho) p_K^\sigma + (p_K^\mu \varepsilon^{\nu\alpha\beta\gamma} + p_K^\nu \varepsilon^{\mu\alpha\beta\gamma}) p_K^\alpha q_1^\beta q_2^\gamma \right] \right\}. \tag{5.14}$$

In the limit where CP is conserved, the amplitudes A and B contribute to $K_2 \to \pi^0\gamma\gamma$ whereas $K_1 \to \pi^0\gamma\gamma$ involves the other two amplitudes C and D. All four amplitudes contribute to $K^+ \to \pi^+\gamma\gamma$. Only $A(y, z)$ and $C(y, z)$ are non-vanishing to lowest non-trivial order, $O(p^4)$, in ChPT.

Again, the symmetry constraints do not allow any tree-level contribution to $K_2 \to \pi^0\gamma\gamma$ from $O(p^4)$ terms in the Lagrangian. The $A(y, z)$ amplitude is therefore determined by a finite loop calculation [104]. The relevant Feynman diagrams are analogous to the ones in fig. 12, but with an additional $\pi^0$ line emerging from the weak vertex; charged kaon loops also give a small contribution in this case. Due to the large absorptive $\pi^+\pi^-$ contribution, the spectrum in the invariant mass of the two photons is predicted [104,133] to have a very characteristic behaviour (dotted line in fig. 16), peaked at high values of $m_{\gamma\gamma}$. The agreement with the measured two-photon distribution [134], shown in fig. 17, is remarkably good. However, the $O(p^4)$ prediction for the rate [104,133], $\text{Br}(K_L \to \pi^0\gamma\gamma) = 0.67 \times 10^{-6}$, is smaller than the experimental value [134,135]:

$$\text{Br}(K_L \to \pi^0\gamma\gamma) = (1.70 \pm 0.28) \times 10^{-6}. \tag{5.15}$$
A. Pich

Fig. 16. $2\gamma$–invariant–mass distribution for $K_L \rightarrow \pi^0\gamma\gamma$: $O(p^4)$ (dotted curve), $O(p^6)$ with $a_V = 0$ (dashed curve), $O(p^6)$ with $a_V = -0.9$ (full curve). The spectrum is normalized to the 50 unambiguous events of NA31 [134] (without acceptance corrections).

Fig. 17. Measured [134] $2\gamma$–invariant–mass distribution for $K_L \rightarrow \pi^0\gamma\gamma$ (solid line). The dashed line shows the estimated background. The experimental acceptance is given by the crosses. The dotted line simulates the $O(p^4)$ ChPT prediction.

Since the effect of the amplitude $B(y,z)$ first appears at $O(p^6)$, one should worry about the size of the next–order corrections. A naïve vector–meson–dominance (VMD) estimate [136–139] through the decay chain $K_L \rightarrow \pi^0, \eta, \eta' \rightarrow V\gamma \rightarrow \pi^0\gamma\gamma$ results in a sizeable contribution to $B(y,z)$. However, this type of calculation predicts a photon spectrum peaked at low values of $m_{\gamma\gamma}$, in strong disagreement with experiment. As first emphasized in ref. [113], there are also so–called direct weak contributions associated with $V$ exchange, which cannot be written as a strong VMD amplitude with an external weak transition. Model–dependent estimates of this direct contribution [113,116] suggest a strong cancellation with the naïve vector–meson–exchange effect; but the final result is unfortunately quite uncertain.

A detailed calculation of the most important $O(p^6)$ corrections has been performed in ref. [140]. In addition to the VMD contribution, the unitarity corrections associated with the two–pion intermediate state (i.e. $K_L \rightarrow \pi^0\pi^+\pi^- \rightarrow \pi^0\gamma\gamma$) have been included [140,141]. Figure 16 shows...
the resulting photon spectrum for $a_V = 0$ (dashed curve) and $a_V = -0.9$ (full curve), where $a_V$ parametrizes the size of the VMD amplitude. The corresponding branching ratio is:

$$\text{Br}(K_L \to \pi^0\gamma\gamma) = \begin{cases} 0.67 \times 10^{-6}, & O(p^4), \\ 0.83 \times 10^{-6}, & O(p^6), a_V = 0, \\ 1.60 \times 10^{-6}, & O(p^6), a_V = -0.9. \end{cases} \quad (5.16)$$

The unitarity corrections by themselves raise the rate only moderately. Moreover, they produce an even more pronounced peaking of the spectrum at large $m_{\gamma\gamma}$, which tends to ruin the success of the $O(p^4)$ prediction. The addition of the $V$ exchange contribution restores again the agreement. Both the experimental rate and the spectrum can be simultaneously reproduced with $a_V = -0.9$. A more complete unitarization of the $\pi-\pi$ intermediate states [142], including the experimental $\gamma\gamma \to \pi^0\pi^0$ amplitude, increases the $K_L \to \pi^0\gamma\gamma$ decay width some 10%, leading to a slightly smaller value of $|a_V|$.

For the charged decay $K^+ \to \pi^+\gamma\gamma$, the sum of all 1–loop diagrams gives also a finite $O(p^4)$ amplitude $A(y, z)$. However, chiral symmetry allows in addition for a direct tree–level contribution proportional to the renormalization–scale–invariant constant [105]

$$\hat{c} = 32\pi^2 \left[ 4(L_9 + L_{10}) - \frac{1}{3} (w_1 + 2w_2 + 2w_4) \right]. \quad (5.17)$$

There is also a contribution to $C(y, z)$, generated by the chiral anomaly [105]. Since $\hat{c}$ is unknown, ChPT alone cannot predict $\Gamma(K^+ \to \pi^+\gamma\gamma)$; nevertheless, it gives, up to a twofold ambiguity, a precise correlation between the rate and the spectrum. Moreover, one can derive the lower bound [105] $\text{Br}(K^+ \to \pi^+\gamma\gamma) \geq 4 \times 10^{-7}$.

From naive power–counting arguments one expects $\hat{c} \sim O(1)$, although $\hat{c} = 0$ has been obtained in some models [113]. The shape of the $z$ distribution is very sensitive to $\hat{c}$ and, for reasonable values of this parameter, is predicted [105] again to peak at large $z$ due to the rising absorptive part of the $\pi\pi$ intermediate state. An analysis of the main $O(p^6)$ corrections [143], analogous to the one previously performed for the $K_L$ decay mode [140,141], suggests that the unitarity corrections generate a sizeable ($\sim 30–40\%$) increase of the decay width.

The recent results of the BNL-E787 experiment [144] show indeed a clear enhancement of events at large $z$, in nice agreement with the theoretical expectations. The value of $\hat{c}$ obtained from the data is $\hat{c} = 1.8 \pm 0.6$. Assuming the predicted chiral spectrum, this implies $\text{Br}(K^+ \to \pi^+\gamma\gamma) = (1.1 \pm 0.3) \times 10^{-6}$. 
5.3.5. $K \to \pi l^+ l^-$

The $\mathcal{O}(p^4)$ calculation of $K^+ \to \pi^+ l^+ l^-$ and $K_S \to \pi^0 l^+ l^-$ involves a divergent loop, which is renormalized by the $\mathcal{O}(p^4)$ Lagrangian. The decay amplitudes can then be written [103] as the sum of a calculable loop contribution plus an unknown combination of chiral couplings,

$$w_+ = -\frac{1}{3}(4\pi)^2 \left[w_1^2 + 2w_2^2 - 12L_3^2\right] - \frac{1}{3} \log \left(M_K M_{\pi}/\mu^2\right),$$

$$w_S = -\frac{1}{3}(4\pi)^2 \left[w_1' - w_2'\right] - \frac{1}{3} \log \left(M_K^2/\mu^2\right),$$

(5.18)

where $w_+$, $w_S$ refer to the decay of the $K^+$ and $K_S$ respectively. These constants are expected to be of $\mathcal{O}(1)$ by naive power–counting arguments. The logarithms have been included to compensate the renormalization–scale dependence of the chiral couplings, so that $w_+$, $w_S$ are observable quantities. If the final amplitudes are required to transform as octets, then $w_2 = 4L_3$, implying $w_+ = w_+ + \frac{1}{3} \log (M_K/M_{\pi})$. It should be emphasized that this relation goes beyond the usual requirement of chiral invariance.

The measured $K^+ \to \pi^+ e^+ e^-$ decay rate determines [103] two possible solutions for $w_+$. The twofold ambiguity can be solved, looking to the shape of the invariant–mass distribution of the final lepton pair, which is regulated by the same parameter $w_+$. A fit to the BNL–E777 data [145] gives

$$w_+ = 0.89^{+0.24}_{-0.14},$$

(5.19)

in agreement with model–dependent theoretical estimates [113,114]. Once $w_+$ has been fixed, one can predict [103] the rates and Dalitz–plot distributions of the related modes $K^+ \to \pi^+ \mu^+ \mu^-$, $K_S \to \pi^0 e^+ e^-$ and $K_S \to \pi^0 \mu^+ \mu^-$. The recent BNL-787 measurement [146] $\text{Br}(K^+ \to \pi^+ \mu^+ \mu^-) = (5.0 \pm 0.4 \pm 0.9) \times 10^{-8}$, is in excellent agreement with the theoretical prediction $\text{Br}(K^+ \to \pi^+ \mu^+ \mu^-) = (6.2^{+0.8}_{-0.6}) \times 10^{-8}$.

5.3.6. $K_L \to \pi^0 e^+ e^-$

The rare decay $K_L \to \pi^0 e^+ e^-$ is an interesting process in looking for new CP–violating signatures. If CP were an exact symmetry, only the CP–even state $K^0_L$ could decay via one–photon emission, while the decay of the CP–odd state $K^0_S$ would proceed through a two–photon intermediate state and, therefore, its decay amplitude would be suppressed by an additional power of $\alpha$. When CP violation is taken into account, however, an $\mathcal{O}(\alpha)$ $K_L \to \pi^0 e^+ e^-$ decay amplitude is induced, both through the small $K^0_L$ component of the $K_L$ ($\varepsilon$ effect) and through direct CP violation in the
$K_2^0 \to \pi^0 e^+ e^-$ transition. The electromagnetic suppression of the CP-conserving amplitude then makes it plausible that this decay is dominated by the CP-violating contributions.

The short-distance analysis of the product of weak and electromagnetic currents allows a reliable calculation of the direct CP-violating $K_2^0 \to \pi^0 e^+ e^-$ amplitude. The corresponding branching ratio has been estimated [48] to be:

$$\text{Br}(K_L \to \pi^0 e^+ e^-) \big|_{\text{Direct}} = (4.5 \pm 2.6) \times 10^{-12}. \quad (5.20)$$

The indirect CP-violating amplitude induced by the $K_1^0$ component of the $K_L$ is given by the $K_S \to \pi^0 e^+ e^-$ amplitude times the CP-mixing parameter $\varepsilon$. Using the octet relation between $w_+$ and $w_S$, the determination of the parameter $\omega_+$ in (5.19) implies

$$\text{Br}(K_L \to \pi^0 e^+ e^-) \big|_{\text{Indirect}} \leq 1.5 \times 10^{-12}. \quad (5.21)$$

Comparing this value with (5.20), we see that the direct CP-violating contribution is expected to be larger than the indirect one. This is very different from the situation in $K \to \pi\pi$, where the contribution due to mixing completely dominates.

Using the computed $K_L \to \pi^0 \gamma\gamma$ amplitude, one can estimate the CP-conserving two-photon exchange contribution to $K_L \to \pi^0 e^+ e^-$, by taking the absorptive part due to the two-photon discontinuity as an educated guess of the actual size of the complete amplitude. At $\mathcal{O}(p^4)$, the $K_L \to \pi^0 e^+ e^-$ decay amplitude is strongly suppressed (it is proportional to $m_e$), owing to the helicity structure of the $A(y, z)$ term [105,147]. This helicity suppression is, however, no longer true at the next order in the chiral expansion. The $\mathcal{O}(p^6)$ estimate [140] of the amplitude $B(y, z)$ gives rise to

$$\text{Br}(K_L \to \pi^0 \gamma^* \gamma^* \to \pi^0 e^+ e^-) \sim \begin{cases} 0.3 \times 10^{-12}, & a_V = 0, \\ 1.8 \times 10^{-12}, & a_V = -0.9. \end{cases} \quad (5.22)$$

Thus, the decay width seems to be dominated by the CP-violating amplitude, but the CP-conserving contribution could also be important. Notice that if both amplitudes were comparable there would be a sizeable CP-violating energy asymmetry between the $e^-$ and the $e^+$ distributions [136,139,148].

The present experimental upper bound [149],

$$\text{Br}(K_L \to \pi^0 e^+ e^-) \big|_{\text{Exp}} < 4.3 \times 10^{-9} \quad (90\% \text{CL}), \quad (5.23)$$
A. Pich is still far away from the expected Standard Model signal, but the prospects for getting the needed sensitivity of around $10^{-12}$ in the next few years are rather encouraging. To be able to interpret a future experimental measurement of the decay rate as a (direct) CP–violating signature, it is first necessary, however, to pin down more precisely the actual size of the three different components of the decay amplitude [12].

6. Heavy Quark Effective Theory

The chiral symmetries of massless QCD are not relevant for heavy quarks. There is, however, another approximate limit of QCD which turns out to be rather useful: the infinite–mass limit.

The dynamical simplifications which occur in the heavy–mass limit can be easily understood by looking back to the more familiar atomic physics. The quantum mechanical properties of an electron in the Coulomb potential of an atomic nucleus are regulated by the reduced mass $m_e M/(m_e + M) \approx m_e \ll M$, where $M$ is the heavy nuclear mass. Therefore, different isotopes ($M \neq M'$) of the same atom ($Z = Z'$) have the same chemical properties to a very good approximation (isotopic symmetry). Moreover, atoms with nuclear spin $S$ are $(2S+1)$ degenerate in the limit $M \to \infty$ (spin symmetry).

The QCD analog is slightly more complicated, but the general idea is the same. The quarks confined inside hadrons exchange momentum of a magnitude of about $\Lambda \sim \frac{M_p}{3} \approx 300$ MeV. The scale $\Lambda$ characterize the typical amount by which quarks are off-shell; it also determines the hadronic size $R_{\text{had}} \sim 1/\Lambda$. If we consider a heavy–light hadron composed of one heavy quark $Q$ and any number of light constituents, the light quark(s) is (are) very far off-shell by an amount of order $\Lambda$. However, if $M_Q \gg \Lambda$, the heavy quark is almost on-shell and its Compton wavelength $\lambda_Q \sim 1/M_Q$ is much smaller than the hadronic size $R_{\text{had}}$.

Although the quark interactions change the momentum of $Q$ by $\delta P_Q \sim \Lambda$, its velocity only changes by a negligible amount, $\delta v_Q \sim \Lambda/M_Q \ll 1$. Thus, $Q$ moves approximately with constant velocity. In the hadron rest frame, the heavy quark is almost at rest and acts as a static source of gluons. It is surrounded by a complicated, strongly interacting cloud of light quarks, antiquarks and gluons, sometimes referred to as the brown muck. To resolve the quantum numbers of the heavy quark would require a hard probe with $Q^2 \gtrsim M_Q^2$; however, the soft gluons coupled to the brown muck can only resolve larger distances of order $R_{\text{had}}$. The light hadronic constituents are blind to the flavour and spin orientation of the heavy quark; they only feel its colour field which extends over large distances because of
confinement. Thus, in the infinite—$M_Q$ limit, the properties of heavy—light hadrons are independent of the mass (flavour symmetry) and spin (spin symmetry) of the heavy source of colour [150].

In order to put these qualitative arguments within a more formal framework, let us write the heavy quark momentum as

$$ P^\mu_Q \equiv M_Q v^\mu + k^\mu, \quad (6.1) $$

where $v^\mu$ is the hadron four-velocity ($v^2 = 1$) and $k^\mu$ the residual momentum of order $\Lambda$. In the limit $M_Q \to \infty$ with $v^\mu$ kept fixed [150], the QCD Feynman rules simplify considerably [151]. The heavy quark propagator becomes

$$ \frac{i}{P_Q - M_Q} = \frac{i}{v \cdot k} \left( 1 + \frac{\dot{v}}{2} \right) + O(1/M_Q). \quad (6.2) $$

The factors $P_\pm \equiv (1 \pm \dot{v})/2$ are energy projectors ($P_\pm^2 = P_\pm, P_\pm P_\mp = 0$). Thus, the propagator is independent of $M_Q$ and only the positive-energy projection of the heavy quark field propagates. Moreover, since $P_+ \gamma^\mu P_+ = P_+ v^\mu P_+$, the quark–gluon vertex reduces to

$$ ig \left( \frac{\lambda^a}{2} \right) \gamma^\mu \rightarrow ig \left( \frac{\lambda^a}{2} \right) v^\mu. \quad (6.3) $$

The resulting interaction is then independent of the heavy–quark spin.

These Feynman rules can be easily incorporated into an effective Lagrangian. Making the field redefinition

$$ Q(x) \approx e^{-iM_Q v \cdot x} h_v^{(Q)}(x), \quad (6.4) $$

where $h_v^{(Q)} = P_+ h_v^{(Q)} = \bar{h}_v^{(Q)}$ (i.e., we are only considering the positive–energy projection of the heavy–quark spinor), the heavy–quark Lagrangian becomes [152,153]

$$ L_{QCD}^{(Q)} = \bar{Q} (i \slashed{D} - M_Q) Q \approx \bar{h}_v^{(Q)} i (v \cdot D) h_v^{(Q)}, \quad (6.5) $$

showing explicitly that the interaction is independent of the mass and spin of the heavy quark. The corresponding equation of motion is:

$$ i \slashed{D} Q = M_Q Q \quad \rightarrow \quad i (v \cdot D) h_v^{(Q)} = 0. \quad (6.6) $$

The redefinition (6.4) scales out the rapidly varying part of the heavy–quark field. The phase factor removes the kinetic piece $M_Q v^\mu$ from the heavy–quark momentum, so that in momentum space a derivative acting on $h_v^{(Q)}$ just produces the residual momentum $k^\mu$. Notice that $h_v^{(Q)}$ is a two–component spinor, which destroys a quark $Q$ but does not create the corresponding antiquark; pair creation does not occur in the Heavy Quark Effective Theory (HQET).
6.1. Spectroscopic Implications

Let us denote $s_l$ the total spin of the light degrees of freedom in a hadron containing a single heavy quark $Q$. In the $M_Q \to \infty$ limit, the dynamics is independent of the heavy–quark spin. Therefore, there will be two degenerate hadronic states with $J = s_l \pm \frac{1}{2}$. For $Q\bar{q}$ mesons the ground state has negative parity and $s_l = 1/2$, giving a doublet of degenerate spin–zero and spin–one mesons. The measured charm and bottom spectrum [74] shows indeed that this is true to a quite good approximation:

\[
M_{D^*} - M_D = (142.12 \pm 0.07) \text{ MeV}, \quad \frac{(M_{D^*} - M_D)}{M_D} \approx 8\% ,
\]

\[
M_{B^*} - M_B = (45.7 \pm 0.4) \text{ MeV}, \quad \frac{(M_{B^*} - M_B)}{M_B} \approx 0.9\% .
\] (6.7)

The infinite–mass limit works much better for the bottom, although the result is also good in the charm case. We expect these mass splittings to get corrections of the form $M_{P^*} - M_P \approx a/M_Q$; this gives the refined prediction $M_{B^*}^2 - M_B^2 \approx M_{D^*}^2 - M_D^2$, which is in very good agreement with the data [74]:

\[
M_{D^*}^2 - M_D^2 \approx 0.55 \text{ GeV}^2, \quad M_{B^*}^2 - M_B^2 \approx 0.48 \text{ GeV}^2. \quad (6.8)
\]

The first excitation with $s_l = 3/2$, would correspond to a degenerate $(1^+, 2^+)$ doublet, which has been already identified [74] in the charm sector:

\[
M_{D_{1*}}^2 - M_{D_1}^2 \approx 37 \text{ MeV}, \quad (M_{D_{1*}}^2 - M_{D_1})/M_{D_1} \approx 1.5\% . \quad (6.9)
\]

For the beauty spectrum, one then expects

\[
M_{B_{1*}}^2 - M_{B_1}^2 \approx M_{D_{1*}}^2 - M_{D_1}^2 \approx 0.18 \text{ GeV}^2. \quad (6.10)
\]

6.2. Effective Lagrangian

The infinite–mass limit provides a very useful starting point to analyze the physics of heavy quarks. Moreover, it is possible to estimate $1/M_Q$ corrections in a systematic way, by using the appropriate EFT methods.

Using the energy projectors $P_\pm = (1 \pm \gamma^0)/2$ we can decompose the heavy quark field in two pieces,

\[
Q(x) \equiv (P_+ + P_-) Q(x) \equiv e^{-iM_Q v \cdot x} \left( h^Q_v(x) + H^Q_v(x) \right),
\] (6.11)

where we have extracted the leading quark–mass dependence through the explicit phase factor. Because of the energy projectors, the new fields
satisfy $\not\! h_v^{(Q)} = h_v^{(Q)}$ and $\not\! H_v^{(Q)} = -H_v^{(Q)}$. In the hadron rest frame, $v^\mu = (1, 0)$, $P_\pm = (1 \pm \gamma_0)/2$; thus, $h_v^{(Q)}(x)$ and $H_v^{(Q)}(x)$ correspond to the upper and lower components of $Q(x)$, respectively. The field $h_v^{(Q)}(x)$ annihilates a heavy quark with velocity $v^\mu$, while $H_v^{(Q)}(x)$ creates a heavy antiquark with the same velocity.

In order to define the HQET, we should integrate out $H_v^{(Q)}(x)$ because, at the energy scale we are interested in ($k \ll M_Q$), heavy antiquarks cannot be produced. This is slightly more tricky than the usual integration of a heavy field in EFT, since only the lower component of $Q(x)$ is integrated out.

What we want to do is more similar to a non-relativistic approximation, but keeping the full power of Lorentz covariance. Notice that the field redefinition (6.11) is only adequate for describing a heavy quark. If one wants to study the physics of a heavy antiquark, one should use instead

$$Q(x) \equiv (P_- + P_+) Q(x) \equiv e^{i M_Q x} \left( h_v^{-}(Q)(x) + H_v^{-}(Q)(x) \right).$$

The antiquark formalism is identical to the quark one, with the replacements $v^\mu \rightarrow -v^\mu$ and $h_v^{(Q)}(x) \rightarrow h_v^{-}(Q)(x)$.

With the redefinition (6.11), the heavy–quark Lagrangian becomes

$$L_{QCD}^{(Q)} = \left( \bar{h}_v^{(Q)} + \bar{H}_v^{(Q)} \right) \left[ i \not\! D - 2M_Q P_- \right] \left( h_v^{(Q)} + H_v^{(Q)} \right)$$

$$= \bar{h}_v^{(Q)} i (v \cdot D) h_v^{(Q)} - \bar{H}_v^{(Q)} (i v \cdot D + 2M_Q) H_v^{(Q)}$$

$$+ \bar{h}_v^{(Q)} i \not\! D_\perp H_v^{(Q)} + \bar{H}_v^{(Q)} i \not\! D_\perp h_v^{(Q)} ,$$

where $D_\perp^\mu \equiv D^\mu - v^\mu (v \cdot D)$ is the component of the Dirac operator orthogonal to the velocity, i.e. $v \cdot D_\perp = 0$, and we have used the relations $P_\pm \gamma^\mu P_\pm = \pm P_\pm \gamma^\mu P_\pm$ and $P_\pm \not\! \gamma^\mu P_\pm = P_\pm \not\! D_\perp P_\pm$. In the hadron rest frame, $D_\perp^\mu = (0, \vec{D})$ contains just the space components of the covariant derivative.

The field $h_v^{(Q)}$ describes a massless degree of freedom, while $H_v^{(Q)}$ corresponds to fluctuations with twice the heavy quark mass. The third and fourth terms in (6.13), which mix the two fields, describe quark–antiquark creation and annihilation. A virtual heavy quark propagating forward in time can turn into a virtual antiquark propagating backward in time and then turn back into a quark. Since there is no energy to produce on-shell quark–antiquark pairs, the virtual fluctuation into the intermediate $h_v^{(Q)} h_v^{(Q)} \bar{H}_v^{(Q)}$ state can only propagate over a very short distance $\Delta x \sim 1/M_Q$.

At the classical level, we can eliminate the field $H_v^{(Q)}$ using the QCD
equation of motion \((i \not{D} - M_Q) Q = 0\), which in terms of the \(h_v^{(Q)}\) and \(H_v^{(Q)}\) fields takes the form
\[
i \not{D} h_v^{(Q)} + (i \not{D} - 2M_Q) H_v^{(Q)} = 0. \tag{6.14}
\]
Multiplying it by \(P_\pm\), this equation gets projected into two different pieces:
\[
i v \cdot D h_v^{(Q)} = -i \not{D}_\perp H_v^{(Q)}; \quad (i v \cdot D + 2M_Q) H_v^{(Q)} = i \not{D}_\perp h_v^{(Q)}. \tag{6.15}
\]
The second shows explicitly that \(H_v^{(Q)} \sim \mathcal{O}(1/M_Q)\):
\[
H_v^{(Q)} = \frac{1}{(i v \cdot D + 2M_Q - i\epsilon)} i \not{D}_\perp h_v^{(Q)}. \tag{6.16}
\]
Inserting (6.16) back into (6.13), one gets the Lagrangian:
\[
\mathcal{L}_{\text{eff}} = \bar{h}_v^{(Q)} i (v \cdot D) h_v^{(Q)} + \bar{h}_v^{(Q)} i \not{D}_\perp \frac{1}{(i v \cdot D + 2M_Q - i\epsilon)} i \not{D}_\perp h_v^{(Q)}. \tag{6.17}
\]
The second term corresponds to the virtual quark–antiquark fluctuations of \(\mathcal{O}(1/M_Q)\).

This Lagrangian can be obtained in a more elegant way, manipulating the QCD generating functional. The functional integration over the \(H_v^{(Q)}\) field is Gaussian and can be explicitly performed. One gets the classical action, given by the Lagrangian (6.17), times the determinant of the Dirac operator,
\[
\det (i v \cdot D + 2M_Q - i\epsilon)^{1/2} = \exp \left\{ \frac{1}{2} \text{tr} \left[ \log (i v \cdot D + 2M_Q - i\epsilon) \right] \right\}, \tag{6.18}
\]
which is a quantum effect. However, by choosing the axial gauge \(v \cdot G = 0\), one can easily see that (6.18) is just an irrelevant constant [154,155] (this result is of course gauge independent).

### 6.3. 1/MQ Expansion

Because of the phase factor in (6.11), the \(x\)-dependence of the effective field \(h_v^{(Q)}\) is rather weak. Derivatives acting on \(h_v^{(Q)}\) produce powers of the small momentum \(k^\mu\). Therefore, the non-local HQET Lagrangian (6.17) can be expanded in powers of \(D/M_Q\).

Using the identity
\[
P_+ i \not{D}_\perp i \not{D}_\perp P_+ = P_+ \left\{ (i \not{D}_\perp)^2 + \frac{1}{2} [i \not{D}_\perp, i \not{D}_\perp] \right\} P_+ = P_+ \left\{ (i \not{D}_\perp)^2 + \frac{g}{2} \sigma_{\alpha\beta} G^{\alpha\beta} \right\} P_+, \tag{6.19}
\]
Effective Field Theory

with $G^{\alpha\beta} = \frac{N_c}{2} g^{\alpha\beta}$ the gluon field strength tensor, one finds [156,157]

$$\mathcal{L}_{\text{HQET}} = \bar{h}_v^{(Q)} (i (v \cdot D) h_v^{(Q)} + \frac{1}{2M_Q} \bar{h}_v^{(Q)} (i \not{D})^2 h_v^{(Q)})$$

$$+ \frac{g}{4M_Q} \bar{h}_v^{(Q)} \sigma_{\alpha\beta} G^{\alpha\beta} h_v^{(Q)} + \mathcal{O}(1/M_Q^2).$$

(6.20)

The physical meaning of the two $\mathcal{O}(1/M_Q)$ operators is rather transparent in the rest frame $[\not{D} = (0, \vec{D})]$:

$$O_{\text{kin}} \equiv \frac{1}{2M_Q} \bar{h}_v^{(Q)} (i \not{D})^2 h_v^{(Q)} \quad \rightarrow \quad \frac{1}{2M_Q} \bar{h}_v^{(Q)} (i \not{D})^2 h_v^{(Q)},$$

$$O_{\text{mag}} \equiv \frac{g}{4M_Q} \bar{h}_v^{(Q)} \sigma_{\alpha\beta} G^{\alpha\beta} h_v^{(Q)} \quad \rightarrow \quad \frac{g}{M_Q} \bar{h}_v^{(Q)} \vec{S} \cdot \vec{B} h_v^{(Q)}.$$  (6.21)

The first operator is just the gauge–covariant extension of the kinetic energy associated with the off-shell residual momentum of the heavy quark. The second operator is the non-abelian analog of the QED Pauli term, which describes the interaction of the heavy–quark spin with the gluon field. Here, $B_i^c \equiv -\frac{1}{2} \epsilon_{ijk} G^{jk}$ are the components of the colour magnetic field and

$$\vec{S} \equiv \frac{1}{2} \gamma_5 \gamma^0 \vec{\gamma} = \frac{1}{2} \left( \begin{array}{cc} \vec{\sigma} & 0 \\ 0 & \vec{\sigma} \end{array} \right)$$

(6.22)

is the usual spin operator, which satisfies

$$[\vec{S}_i, \vec{S}_j] = i \epsilon_{ijk} S^k,$$

$$[\vec{S}, \vec{S}^i] = 0.$$

(6.23)

Thus, the heavy–quark spin symmetry is broken at $\mathcal{O}(1/M_Q)$ by this chromomagnetic hyperfine interaction.

Using the expression (6.16) for $H_v^{(Q)}$, obtained from the equation of motion, one can also derive a $1/M_Q$ expansion for the full heavy–quark field $Q(x)$:

$$Q(x) = e^{-iM_Q v \cdot x} \left[ 1 + \frac{1}{(iv \cdot D + 2M_Q - i\epsilon) \not{D}} \right] h_v^{(Q)}(x)$$

$$= e^{-iM_Q v \cdot x} \left( 1 + \frac{i \not{D} + \cdots}{2M_Q} \right) h_v^{(Q)}(x).$$  (6.24)

This relation tells us how to construct (at tree level) the HQET operators. For instance, the vector current $V^\mu = \bar{q} \gamma^\mu Q$, composed of a heavy quark and a light antiquark, is represented in the HQET by the expansion

$$V^\mu(x) = e^{-iM_Q v \cdot x} \bar{q}(x) \gamma^\mu \left( 1 + \frac{i \not{D} + \cdots}{2M_Q} \right) h_v^{(Q)}(x)$$

$$\equiv e^{-iM_Q v \cdot x} V^\mu(x)_{\text{HQET}}.$$  (6.25)
6.4. Renormalization and Matching

The general procedure to evolve down in energy is shown in fig. 18. One starts with the full QCD theory at a high scale, where the $b$ quark can be considered light (massless in first approximation). Using the renormalization group, one goes down up to $\mu = M_b$, where the small component of the $b$–quark field is integrated out, and the matching between QCD and the resulting HQET takes place. Below $M_b$, one makes use of the HQET for the $b$ quark, until the scale $M_c$ is reached. One can then perform a further integration of the small components also for the charm quark, and change to a different HQET where both the $b$ and the $c$ are considered heavy.

The numerical accuracy of the HQET predictions will be of course different in the two HQETs, owing to the different masses of the bottom and
charm quarks. While the $1/M_b$ expansion is expected to work very well, corrections of $\mathcal{O}(1/M_c)$ could be large in many cases.

A detailed study of renormalization and matching in HQET is beyond the scope of these lectures (this subject is covered by M.B. Wise [3]). In the following, we are just going to illustrate how things work in practice, through the calculation of a HQET current.

6.4.1. Wave–function and vertex renormalization

\begin{align*}
    &\begin{aligned}
    p \quad & (i) \\
    v, k \quad & (ii)
    \end{aligned} \\
    &\begin{aligned}
    v, k \quad & (iii) \\
    p' \quad & (iv)
    \end{aligned}
\end{align*}

Fig. 19. Wave–function and vertex renormalization diagrams.

The calculation of loop diagrams in HQET involves Feynman integrals which look rather different than the ones appearing in the full fermion theory. The heavy–quark propagators introduce velocity–dependent denominators, which can be combined with the normal Feynman propagators, using the identity [14]:

\begin{equation}
    \frac{1}{(q^2)^n(q \cdot v)^m} = \frac{(n + m - 1)!}{(n - 1)! (m - 1)!} \int_0^\infty d\lambda \frac{2^m \lambda^{m-1}}{(q^2 + 2\lambda q \cdot v)^{n+m}}. \tag{6.26}
\end{equation}

It is a good exercise to perform the one–loop wave–function renormalization of the heavy quark. We are also going to need the vertex renormalization of heavy–light (\(\bar{q}\Gamma Q\)) and heavy–heavy (\(\bar{Q}\Gamma T Q\)) currents:

\begin{align*}
    q_B &= Z_q^{1/2} q_R; \\
    \Gamma_B &= Z_T \Gamma_R. \tag{6.27}
\end{align*}

The relevant Feynman diagrams are shown in fig. 19. The calculation is rather simple, because we only need to compute the divergent pieces. One finds:
(i) Quark self-energy:

\[-i \Sigma(p) \doteq -i \frac{\alpha_s \mu^{2e}}{3\pi \epsilon} \quad \longrightarrow \quad Z_q \doteq 1 + \frac{\alpha_s \mu^{2e}}{3\pi \epsilon}; \quad (6.28)\]

(ii) Heavy–quark self-energy:

\[-i \Sigma(v, k) \doteq i (v \cdot k) \frac{2\alpha_s \mu^{2e}}{3\pi \epsilon} \quad \longrightarrow \quad Z_{h_v} \doteq 1 - \frac{2\alpha_s \mu^{2e}}{3\pi \epsilon}; \quad (6.29)\]

(iii) Heavy–light vertex:

\[i \Gamma \Gamma \doteq -i \Gamma \frac{\alpha_s \mu^{2e}}{3\pi \epsilon} \quad \longrightarrow \quad Z_{\Gamma} \doteq 1 - \frac{\alpha_s \mu^{2e}}{3\pi \epsilon}; \quad (6.30)\]

(iv) Heavy–heavy vertex:

\[i \tilde{\Gamma} \Gamma \doteq i \Gamma \frac{2\alpha_s \mu^{2e} \omega r(\omega)}{3\pi \epsilon} \quad \longrightarrow \quad \tilde{Z}_{\Gamma} \doteq 1 + \frac{2\alpha_s \mu^{2e} \omega r(\omega)}{3\pi \epsilon}; \quad (6.31)\]

where

\[r(\omega) \doteq \frac{\log (\omega + \sqrt{\omega^2 - 1})}{\sqrt{\omega^2 - 1}}; \quad \omega \equiv v \cdot v'. \quad (6.32)\]

The detailed calculations can be found in ref. [14].

6.4.2. Currents in HQET

Let us consider the current

\[J_{\Gamma} = \bar{c} \Gamma b, \quad (6.33)\]

where \(\Gamma = \gamma^\mu\) (vector) or \(\gamma^\mu \gamma^5\) (axial–vector). When the small components of the b quark are integrated out, this current should be matched to its HQET realization, which at lowest order takes the form*

\[J_{\Gamma} \quad \longrightarrow \quad C(\mu) \bar{c} \Gamma h_{v}^{(b)}. \quad (6.34)\]

In full QCD the vector and axial–vector currents do not get renormalized (the vertex and wave–function renormalizations compensate each other); but this is no–longer true in the HQET [158,159]:

\[Z_{J_{\Gamma}} = Z_q^{1/2} Z_{h_v}^{1/2} \quad \longrightarrow \quad \gamma_{J_{\Gamma}} \doteq 1 - \frac{\alpha_s \mu^{2e}}{2\pi \epsilon}; \quad (6.35)\]

*At next-to-leading order there are additional effective operators involved [16].
Therefore,
\[
C(\mu) \approx C(M_b) \left( \frac{\alpha_s(\mu^2)}{\alpha_s(M_b^2)} \right)^{-1/\beta_1^{(n_f=4)}} \approx \left( \frac{\alpha_s(\mu^2)}{\alpha_s(M_b^2)} \right)^{6/25}\,.
\]  

(6.36)

Notice that the relevant QCD \( \beta \) function is defined in the theory with \( n_f = 4 \) light quarks only.

If one considers also the charm quark as heavy, the current should be matched again into a different HQET where the small components of both the \( c \) and the \( b \) have been integrated out:

\[
J_{\Gamma} \rightarrow \tilde{C}(\mu) \tilde{h}_c^{(c)} \Gamma h_b^{(b)}.
\]  

(6.37)

Since two different velocities are now involved, the relevant renormalization factor \( \tilde{Z}_{J_{\Gamma}} \) and the associated anomalous dimension are functions of \( v \cdot v' \):

\[
\tilde{Z}_{J_{\Gamma}} = Z_{h_c} \tilde{Z}_{\Gamma} \approx 1 + \frac{2\alpha_s \mu^2}{3\pi \bar{\epsilon}} [\omega r(\omega) - 1],
\]  

\[
\tilde{\gamma}_{J_{\Gamma}}(\omega) \approx \frac{4}{3} \frac{\alpha_s}{\pi} [\omega r(\omega) - 1].
\]  

(6.38)

Thus,

\[
\tilde{C}(\mu) \approx \tilde{C}(M_c) \left( \frac{\alpha_s(\mu^2)}{\alpha_s(M_c^2)} \right)^{\tilde{\gamma}_{J_{\Gamma}}(\omega)/\beta_1^{(n_f=3)}}
\]  

\[
\approx \left( \frac{\alpha_s(M_c^2)}{\alpha_s(M_b^2)} \right)^{6/25} \left( \frac{\alpha_s(\mu^2)}{\alpha_s(M_b^2)} \right)^{6/25} \left( \frac{\alpha_s(M_c^2)}{\alpha_s(M_b^2)} \right)^{-\frac{8}{27} [\omega r(\omega) - 1]}\,.
\]  

(6.39)

The anomalous dimension vanishes for \( v \cdot v' = 1 \), i.e. \( \tilde{\gamma}_{J_{\Gamma}}(1) = 0 \). Therefore, the heavy–heavy current does not get renormalized when the velocities are equal.

6.5. Hadronic Matrix Elements

In order to compute physical quantities we need to evaluate hadronic matrix elements of the HQET operators. This is again a difficult non-perturbative problem. Nevertheless, we can derive relations among different matrix elements using the flavour and spin symmetries.

It is convenient to work with a mass–independent normalization for the meson states; i.e., to redefine the hadronic states as

\[
|H(v)\rangle \equiv \frac{1}{\sqrt{M_H}} |H(p)\rangle,
\]  

(6.40)
with the normalization \( \langle H(v')|H(v) \rangle = 2t^0(2\pi)^3\delta^{(3)}(p-p') \).

The implications of the HQET symmetries can be derived in a rather simple way by using a covariant tensor representation of the states with definite transformation properties under the Lorentz group and the heavy–quark spin–flavour symmetry [14,160–162].

Let us consider the lowest \( Q\bar{q} \) multiplet \((s_\ell = 1/2)\), which contains a doublet of degenerate spin–zero and spin–one mesons \( H \equiv [P(0^-), V(1^-)] \).

Knowing their transformation symmetry properties, we can build appropriate wave functions to represent the states:

\[
P(v) \propto \langle 0| h^Q(v) | P(v) \rangle \sim -P_+ \gamma_5,
\]

\[
V(v, \epsilon) \propto \langle 0| h^Q(v) | V(v, \epsilon) \rangle \sim P_+ / \epsilon,
\]

where \( \epsilon \) is the polarization of the vector meson \((\epsilon^* \cdot \epsilon = -1, v \cdot \epsilon = 0)\). Since the two states are related by symmetry transformations, let us introduce a combined wave function \( M(v) \) that represents both \( P(v) \) and \( V(v, \epsilon) \):

\[
M(v) \equiv P_+ \left[ -a \gamma_5 + \sum_\epsilon b_\epsilon \epsilon^* \right],
\]

\[
\overline{M}(v) \equiv \gamma_0 H(v) \gamma_0 = \left[ a^* \gamma_5 + \sum_\epsilon b_\epsilon^* \epsilon \right] P_+ \ .
\]

Because of the positive–energy projector these states satisfy \( \not{\! P} M(v) = M(v), \overline{M}(v) \not{\! P} = \overline{M}(v), M(v) = P_+ M(v) P_- \) and \( \overline{M}(v) = P_- \overline{M}(v) P_+ \). The coefficients \( a \) and \( b_\epsilon \) are labels which indicate a particular meson state \((a = 1, b_\epsilon = 0 \) for the pseudoscalar state; \( a = 0, b_\epsilon = \delta_{\epsilon 0} \) for the vector state with polarization \( \epsilon_0 \)).

To compute the hadronic matrix element of a given operator \( O \), one replaces the hadronic states by the appropriate wave functions and builds the most general object with the same symmetry structure as \( O \). For instance, the norm of the meson states can be evaluated through

\[
\langle M(v)|M(v) \rangle = \text{tr} \left[ \overline{M}(v) M(v) \ (A + B \not{\! P} + \cdots) \right]
\]

\[
= N \text{tr} \left[ \overline{M}(v) M(v) \right] = -2N \left( |a|^2 + \sum_\epsilon |b_\epsilon|^2 \right) \ .
\]

All possible Lorentz–invariant combinations \((1, \not{\! P} \not{\! P}, \ldots)\) should be included. Since \( M(v) \not{\! P} = -M(v) \) and \( \not{\! P} \not{\! P} = 1 \), in this case all structures reduce to the identity operator. Thus, there is only an arbitrary factor \( N \) which fixes the global normalization. This result shows that the relative normalization of the pseudoscalar and vector states in eq. (6.42) is correct.
Let us now consider the matrix element of a quark current \( \bar{h}_{Q'} \Gamma h_Q \), which changes a heavy quark \( Q \) into another heavy quark \( Q' \). Lorentz covariance forces the amplitude to be proportional to \( \mathcal{M}(v') \Gamma \mathcal{M}(v) \). This structure should be multiplied by an arbitrary function of all Lorentz invariants \( \Xi(v,v') \), which contains the long–distance dynamics associated with the light degrees of freedom. The flavour and spin heavy–quark symmetries require that \( \Xi \) should be independent of the spins and masses of the heavy quarks, as well as of the Dirac structure of the current. Hence, it can only be a function of the meson velocities and of the renormalization scale \( \mu \); moreover, it should transform as a scalar with even parity. Thus,

\[
\Xi(v,v') = \Xi_1 + \Xi_2 \frac{1}{v} + \Xi_3 \frac{1}{v'} + \Xi_4 \frac{1}{v v'}.
\]

(6.44)

Within the trace \( \text{tr} \left[ \mathcal{M}(v') \Gamma \mathcal{M}(v) \Xi(v,v') \right] \), the \( \gamma \) operators can be eliminated, using the projection properties of the meson wave functions:

\[
\Xi(v,v') \longrightarrow \Xi_1 - \Xi_2 - \Xi_3 + \Xi_4 \equiv -\xi(v \cdot v').
\]

(6.45)

Therefore,

\[
\langle M'(v') | h_{Q'}^{(Q)} \Gamma h_{Q}^{(Q)} | M(v) \rangle = -\xi(v \cdot v') \text{ tr} \left[ \mathcal{M}(v') \Gamma \mathcal{M}(v) \right]
\]

\[
= -\xi(v \cdot v') \text{ tr} \left[ \frac{1 + \gamma'}{2} \Gamma \frac{1 + \gamma}{2} \left( -a d' + \sum_{c,c'} b_c d_{c'} \gamma' \gamma _{c'} \right) \right]
\]

(6.46)

This equation summarizes in a compact way the consequences of the HQET symmetries. All current matrix elements are given in terms of the same (unknown) function \( \xi(v \cdot v') \), which is usually called the Isgur–Wise function. Taking the appropriate \( a \) and \( b_c \) labels, one easily derives the explicit expressions for the matrix elements which are relevant in semileptonic \( B \to D \) decays [150]:

\[
\langle P(v') | h_{Q'}^{(Q)} \gamma^\mu h_{Q}^{(Q)} | P(v) \rangle = \xi(v \cdot v') (v + v')^\mu;
\]

\[
\langle V(v',c') | h_{Q'}^{(Q)} \gamma^\mu h_{Q}^{(Q)} | P(v) \rangle = i \xi(v \cdot v') \varepsilon^{\mu\nu\alpha\beta} c'_{\alpha} c_{\beta};
\]

\[
\langle V(v',c') | h_{Q'}^{(Q)} \gamma_5 \gamma^\mu h_{Q}^{(Q)} | P(v) \rangle = \xi(v \cdot v') [c'^{\alpha} (1 + v \cdot v') - v'^{\mu} (v \cdot c)^{\alpha}] .
\]

(6.47)

We have seen before in eq. (4.60) that the hadronic matrix element \( \langle P' | \bar{c} \gamma^\mu b | P \rangle \) depends on two general form factors \( f_+ (q^2) \) and \( f_- (q^2) \).
In the HQET formalism this would correspond to the existence of two different Lorentz structures \((v + v')^\mu\) and \((v - v')^\mu\). However, since \(\bar{h}_{\nu}^{(Q')} (\not{v} - \not{v}') h_{\nu}^{(Q)} = 0\), there is no term proportional to \((v - v')^\mu\). The non-perturbative problem is then reduced to a single form factor, which only depends on the relative velocity \((v - v')^2 = 2(1 - v \cdot v')\). Moreover, spin symmetry relates this matrix element with the ones governing the \(P \to V'\) transition, which involve four (one vector and three axial–vector) independent additional form factors. In the infinite–mass limit the six \(P \to P'\) and \(P \to V'\) form factors (and the \(V \to P', V'\) ones) are given in terms of the universal function \(\xi(v \cdot v')\).

The flavour symmetry allows us to pin down also the normalization of the Isgur–Wise function. When \(v' = v\), the vector current \(J^\mu = \bar{h}_{\nu}^{(Q')} \gamma^\mu h_{\nu}^{(Q)} = \bar{h}_{\nu}^{(Q')} v^\mu h_{\nu}^{(Q)}\) is conserved:

\[
\partial_\mu J^\mu = \bar{h}_{\nu}^{(Q')} (v \cdot D) h_{\nu}^{(Q)} + \bar{h}_{\nu}^{(Q')} (v \cdot D) h_{\nu}^{(Q)} = 0,
\]

since \((v \cdot D) h_{\nu}^{(Q)} = 0\) by the equation of motion. This current conservation explains why the corresponding anomalous dimension vanishes at equal velocities. The associated conserved charge

\[
N_{\nu Q} Q \equiv \int d^3 x \, J^0(x) = \int d^3 x \, \bar{h}_{\nu}^{(Q')} \gamma^0 h_{\nu}^{(Q)}
\]

is a generator of the flavour symmetry. Acting over a \(\bar{Q} q\) meson, it replaces a quark \(Q\) by a quark \(Q'\): \(N_{\nu Q} Q |P(v)\rangle = |P(v)\rangle\). Therefore, it satisfies

\[
\langle P'(v) | N_{\nu Q} Q | P(v)\rangle = \langle P'(v) | P'(v)\rangle = 2 e^0 (2\pi)^3 \delta^{(3)}(\vec{0}) = 2 \pi^0 (2\pi)^3 \delta^{(3)}(\vec{0}).
\]

Comparing this relation with the \(P \to P'\) matrix element in eq. (6.47) (taking \(\mu = 0\) and integrating over \(d^3 x\)), one gets the important result:

\[
\xi(1) = 1.
\]

Notice, that the light– and heavy–quark symmetries allow us to pin down the normalization of the corresponding form factors at rather different kinematical points. For massless (or equal–mass) quarks, the conservation of the vector current fixes \(f_+(q^2)\) at zero momentum transfer. The heavy–quark limit, however, provides information on the point of zero recoil for the final meson. Since

\[
v \cdot v' = \frac{M_P^2 + M_{P'}^2 - q^2}{2 M_P M_{P'}} \equiv \frac{q_{\text{max}}^2}{(M_P - M_{P'})^2},
\]

the equal–velocity regime corresponds to the maximum momentum transfer to the final leptons in the \(P \to P' \ell \nu_\ell\) decay: \(q_{\text{max}}^2 = (M_P - M_{P'})^2\).
The physical picture behind (6.51) is quite easy to understand. The $P \rightarrow P'$ transition is induced by the action of an external vector current coupled to the heavy quark. Before the action of the current, the non-perturbative brown muck orbits around the heavy quark $Q$ which acts as a (static in the rest frame) colour source; the whole system moves with a velocity $v$. The effect of the current is to replace instantaneously the quark $Q$ by a quark $Q'$ moving with velocity $v'$. If $v = v'$ nothing happens; the light quarks are unable to realize that a heavy–quark transition has taken place, because the interaction is flavour independent. However, if $v \neq v'$ the brown muck suddenly feels itself interacting with a moving colour source. The soft–gluon exchanges needed to rearrange the light degrees of freedom into a final meson moving with velocity $v'$ generate a form factor suppression $\xi(v \cdot v')$, which can only depend on the Lorentz boost $\omega = v \cdot v'$ connecting the rest frames of the initial and final mesons. The flavour symmetry guarantees that this form factor is a universal function independent of the heavy mass.

6.6. $V_{cb}$ Determination

The result (6.51) is of fundamental importance as it allows us to perform a clean determination of the quark–mixing factor $|V_{cb}|$ with the decays $B \rightarrow D^*\ell\bar{\nu}_\ell$ and $B \rightarrow D\ell\bar{\nu}_\ell$. The $B \rightarrow D^*$ transition is particularly useful [163], because it has a large branching ratio and the corresponding hadronic matrix element does not receive any $1/M_Q$ correction [164] at zero recoil; corrections to the infinite–mass limit are then of order $1/M_Q^2$.

The differential decay distribution is proportional to $|V_{cb}|^2 |F(v_B \cdot v_{D^*})|^2$, where the form factor $F(\omega)$ coincides with $\xi(\omega)$, up to symmetry–breaking corrections of order $\alpha_s(M_Q^2)$ and $\Lambda^2/M_Q^2$. The calculated short–distance QCD corrections and the estimated $1/M_Q^2$ contributions result in [165]

$$F(1) = 0.91 \pm 0.03.$$ (6.53)

The measurement of the $D^*$ recoil spectrum has been performed by several experiments. Extrapolating the data to the zero–recoil point and using eq. (6.53), a quite accurate determination of $V_{cb}$ is obtained. The present world average is [166]:

$$|V_{cb}| = 0.038 \pm 0.003.$$ (6.54)
7. Electroweak Chiral Effective Theory

In spite of the spectacular success of the Standard Model (SM), we still do not really understand the dynamics underlying the electroweak symmetry breaking $SU(2)_L \otimes U(1)_Y \to U(1)_{\text{QED}}$. The Higgs mechanism provides a renormalizable way to generate the $W$ and $Z$ masses and, therefore, their longitudinal degrees of freedom. However, an experimental verification of this mechanism is still lacking.

The scalar sector of the SM Lagrangian can be written in the form

$$\mathcal{L}(\Phi) = \frac{1}{2} \langle D^\mu \Sigma^\dagger D_\mu \Sigma \rangle - \frac{\lambda}{16} \left( \langle \Sigma^\dagger \Sigma \rangle - v^2 \right)^2,$$

where

$$\Sigma \equiv \begin{pmatrix} \Phi^0 & -\Phi^+ \\ \Phi^- & \Phi^0 \end{pmatrix}$$

and $D_\mu \Sigma$ is the usual gauge–covariant derivative

$$D_\mu \Sigma \equiv \partial_\mu \Sigma - ig W_\mu \Sigma + ig' \Sigma B_\mu, \quad \bar{W}_\mu \equiv \frac{\vec{\tau}}{2} \bar{W}_\mu, \quad \bar{B}_\mu \equiv \frac{\pi_3}{2} B_\mu.$$ (7.3)

In the limit where the coupling $g'$ is neglected, $\mathcal{L}(\Phi)$ is invariant under global $G \equiv SU(2)_L \otimes SU(2)_C$ transformations ($SU(2)_C$ is the so-called custodial symmetry group),

$$\Sigma \xrightarrow{G} g_L \Sigma g_C^\dagger, \quad g_{L,C} \in SU(2)_{L,C}.$$ (7.4)

Performing a polar decomposition,

$$\Sigma(x) = \frac{1}{\sqrt{2}} [v + H(x)] U(\phi(x)), \quad U(\phi) = \exp \left\{ i \vec{\tau} \vec{\phi} / v \right\},$$

in terms of the Higgs field $H$ and the Goldstones $\vec{\phi}$, and taking the limit $\lambda \gg 1$ (heavy Higgs), we can rewrite [167] $\mathcal{L}(\Phi)$ in the standard chiral form:

$$\mathcal{L}(\Phi) = \frac{v^2}{4} \langle D_\mu U^\dagger D^\mu U \rangle + \mathcal{O}(H/v),$$ (7.6)

with $D_\mu U \equiv \partial_\mu U - ig \bar{W}_\mu U + ig' U \bar{B}_\mu$.

In the unitary gauge $U = 1$, this $\mathcal{O}(p^2)$ Lagrangian reduces to the usual bilinear gauge–mass term:

$$\mathcal{L}(\Phi) \xrightarrow{U=1} M_W^2 W_\mu^\dagger W^\mu + M_Z^2 Z_\mu Z^\mu,$$ (7.7)
where \( Z^\mu \equiv \cos \theta_W W_3^\mu - \sin \theta_W B^\mu \), \( M_W = M_Z \cos \theta_W = v g / 2 \) and \( \tan \theta_W = g' / g \).

Equation (7.6) is the universal model–independent interaction of the Goldstone bosons induced by the assumed pattern of SCSB,

\[
SU(2)_L \otimes SU(2)_C \rightarrow SU(2)_{L+C}.
\] (7.8)

The scattering of electroweak Goldstone bosons (or equivalently longitudinal gauge bosons) is then described by the same formulae as the scattering of pions, changing \( f \) by \( v \) \([168–170]\). To the extent that the present data are still not very sensitive to the virtual Higgs effects, we have only tested up to now the symmetry properties of the scalar sector encoded in eq. (7.6).

In order to really prove the particular scalar dynamics of the SM, we need to test the model–dependent part involving the Higgs field \( H \). If the Higgs turns out to be too heavy to be directly produced (or if it does not exist at all), one could still investigate the higher–order effects by applying the standard chiral expansion techniques.

### 7.1. Effective Lagrangian

In the electroweak SM, the SCSB is realized linearly, through a scalar field which acquires a non-zero vacuum expectation value. The spectrum of physical particles contains then not only the massive vector bosons but also a neutral scalar Higgs field which must be relatively light.

In a more general scenario, the electroweak SCSB can be parametrized in terms of an effective Lagrangian which contains the SM gauge symmetry realized non-linearly \([167, 171, 172]\). Only the known light degrees of freedom (leptons, quarks and gauge bosons) appear in this effective Lagrangian, which does not include any Higgs field. Owing to its similarity with ChPT, this electroweak EFT is sometimes called the chiral realization of the SM.

With a particular choice of the parameters of the Lagrangian, it includes the SM, as long as the energies involved are small compared with the Higgs mass. In addition it can also accommodate any model that reduces to the SM at low energies as happens in many technicolour scenarios \([4]\). The price to be paid for this general parametrization is the appearance of many couplings which must be determined from experiment or computed in a more fundamental theory.

The lowest–order effective Lagrangian can be written in the following way:

\[
\mathcal{L}_{EW} = \mathcal{L}_B + \mathcal{L}_\psi + \mathcal{L}_Y,
\] (7.9)
where
\[ \mathcal{L}_B = -\frac{1}{2} \langle \hat{W}_{\mu\nu} \hat{W}^{\mu\nu} + \hat{B}_{\mu\nu} \hat{B}^{\mu\nu} \rangle + \frac{v^2}{4} \langle D_\mu U U^\dagger D_\mu U \rangle, \] (7.10)
with
\[ \hat{W}_{\mu\nu} \equiv \frac{i}{g} \left[ \left( \partial_\mu - ig \hat{W}_\mu \right), \left( \partial_\nu - ig \hat{W}_\nu \right) \right] = \frac{\tau_2}{2} \hat{W}_{\mu\nu}. \] (7.11)
\[ \mathcal{L}_\psi \] is the usual fermionic kinetic Lagrangian and
\[ \mathcal{L}_Y = -\bar{q}_L U M_q \bar{q}_R - \bar{l}_L U M_l l_R + \text{h.c.}, \] (7.12)
where \( M_q (M_l) \) is a 2 \( \times \) 2 block–diagonal matrix containing the 3 \( \times \) 3 mass matrices of the up and down quarks (neutrinos and charged leptons) and \( q_{L,R} (l_{L,R}) \) are doublets containing the up and down quarks (leptons) for the three families in the weak basis.

The Lagrangian (7.9) is invariant under local \( \text{SU}(2)_L \otimes \text{U}(1)_Y \) gauge transformations:
\[ \Psi_L \rightarrow g_L \Psi_L, \quad \Psi_R \rightarrow g_R \Psi_R \quad (\Psi = q, l), \quad U \rightarrow g_L U g_R^\dagger, \] (7.13)
\[ \hat{W}_\mu \rightarrow g_L \hat{W}_\mu g_L^\dagger + \frac{i}{g} g_L \partial_\mu g_L^\dagger, \quad \hat{W}_{\mu\nu} \rightarrow g_L \hat{W}_{\mu\nu} g_L^\dagger, \] (7.13)
\[ \hat{B}_\mu \rightarrow \hat{B}_\mu + \frac{i}{g} g_R \partial_\mu g_R^\dagger, \quad \hat{B}_{\mu\nu} \rightarrow \hat{B}_{\mu\nu}, \]
where
\[ g_L \equiv \exp \left\{ \frac{i \alpha}{2} \frac{\tau_2}{2} \right\}, \quad g_R \equiv \exp \left\{ \frac{i \beta}{2} \frac{\tau_3}{2} \right\}. \] (7.14)

The lowest–order operators just fix the values of the \( Z \) and \( W \) masses at tree level and do not carry any information on the underlying SCSB physics. Therefore, in order to extract some information on new physics, we must study the effects coming from higher–order terms in the effective Lagrangian. At the next order, that is containing at most four derivatives, the most general \( CP \) and \( \text{SU}(2)_L \otimes \text{U}(1)_Y \) invariant effective chiral Lagrangian with only gauge bosons and Goldstone fields,*
\[ \mathcal{L}^{(4)}_{\text{EW}} = \sum_{i=0}^{14} a_i O_i, \] (7.15)
* We only discuss a chiral EFT for the bosonic sector and assume the fermion couplings to be given by (7.9). Possible modifications of the fermionic couplings of the gauge bosons have been investigated in refs. [173,174].
Effective Field Theory contains 15 independent operators \([171,172]\):

\[
O_0 = \frac{g^2}{4} \langle TV_\mu \rangle^2,
\]

\[
O_1 = i \frac{g g'}{2} B_{\mu \nu} \langle T \mathbf{W}^{\mu \nu} \rangle,
\]

\[
O_2 = -i \frac{g'}{2} B_{\mu \nu} \langle T [V^\mu, V^\nu] \rangle,
\]

\[
O_3 = -g \langle \mathbf{W}_{\mu \nu} [V^\mu, V^\nu] \rangle,
\]

\[
O_4 = \langle V_\mu V_\nu \rangle \langle V^\mu V^\nu \rangle,
\]

\[
O_5 = \langle V_\mu V^\mu \rangle^2,
\]

\[
O_6 = \langle V_\mu V_\nu \rangle \langle TV^\mu \rangle \langle TV^\nu \rangle,
\]

\[
O_7 = \langle V_\mu V^\mu \rangle \langle TV_\nu \rangle^2,
\]

\[
O_8 = \frac{g^2}{4} \langle T \mathbf{W}^{\mu \nu} \rangle^2,
\]

\[
O_9 = -\frac{g}{2} \langle T \mathbf{W}_{\mu \nu} \rangle \langle T [V^\mu, V^\nu] \rangle,
\]

\[
O_{10} = \{ \langle TV_\mu \rangle \langle TV_\nu \rangle \}^2,
\]

\[
O_{11} = \langle (D_\mu V^\nu)^2 \rangle,
\]

\[
O_{12} = \langle TD_\mu D_\nu V^\nu \rangle \langle TV^\mu \rangle,
\]

\[
O_{13} = \frac{1}{2} \langle (TD_\mu V_\nu)^2 \rangle,
\]

\[
O_{14} = -ig \varepsilon_{\mu \nu \rho \sigma} \langle \mathbf{W}_{\mu \nu} V_\rho \rangle \langle TV_\sigma \rangle.
\]

We have introduced the combinations

\[
T \equiv U \tau^3 U^\dagger, \quad V_\mu \equiv D_\mu U U^\dagger, \quad D_\mu V_\nu \equiv \partial_\mu V_\nu - ig \left[ \mathbf{W}_\mu, V_\nu \right],
\]

which transform as

\[
T \rightarrow g_L T g_L^\dagger, \quad V_\mu \rightarrow g_L V_\mu g_L^\dagger, \quad D_\mu V_\nu \rightarrow g_L D_\mu V_\nu g_L^\dagger.
\]

Notice that all the operators are invariant under parity, except \(O_{14}\).

For massless fermions, the equations of motion for the gauge fields imply

\[
\partial_\mu \langle TV^\mu \rangle = 0 \quad \text{and} \quad D_\mu V^\mu = 0.
\]

As a consequence, \(O_{11} = O_{12} = 0\) and

\[
O_{13} = -\frac{g^2}{2} B_{\mu \nu} B^{\mu \nu} + \frac{g^2}{2} O_1 - O_4 + O_5 - O_6 + O_7 + O_8.
\]

Therefore, as long as one only considers light fermions \((m_\psi \ll v)\), the operators \(O_{11}, O_{12}\) and \(O_{13}\) can be eliminated from the Lagrangian.

The physical meaning of the different operators is more transparent in the unitary gauge, \(U = 1\), where all invariants reduce to polynomials of the gauge fields. The operators \(O_0, O_1, O_8, O_{11}, O_{12}\) and \(O_{13}\) contain bilinear terms in the gauge fields; therefore, the usual electroweak oblique corrections are sensitive to \([18]\) \(a_0, a_1 + a_{13}\) and \(a_8 + a_{13}\):

\[
\Delta r = -2 \frac{\cos^2 \theta_W}{\sin^2 \theta_W} a_0 + \left( 1 - \frac{\cos^2 \theta_W}{\sin^2 \theta_W} \right) g^2 (a_8 + a_{13}) - 2g^2 (a_1 + a_{13}),
\]

\[
\Delta \rho = 2a_0,
\]

\[
\Delta k = 2 \frac{\cos^2 \theta_W}{\sin^2 \theta_W} a_0 + g^2 (a_1 + a_{13}).
\]
Here, $\Delta r$, $\Delta \rho$ and $\Delta k$ are the standard parameters containing the corrections induced by the gauge self-energies into the $M_W-G_F$ relation, the neutral– and charged–currents ratio, and the leptonic vector coupling of the $Z$ boson, respectively [175].

On the other hand, the operators $O_2$, $O_3$, $O_9$, and $O_{14}$ parametrize the trilinear non-abelian gauge couplings that are tested at LEP2. Finally, $O_4$, $O_5$, $O_6$, $O_7$ and $O_{10}$ contain only quartic terms in the gauge boson fields; we could think to fix them, at least in principle, by means of scattering experiments among gauge vector mesons at LHC [176–182]. All these operators contributing to three– and four–point Green functions modify the oblique corrections at the one–loop level [183–190], which allows to put some (weak) upper limits on their couplings ($a_i \lesssim 0.1$).

![Fig. 20. Contribution of the effective operator $O_{11}$ to $Z \to b\bar{b}$ (a) and $B-\bar{B}$ mixing (b).](image)

The couplings $a_{11}$ and $a_{12}$ remain untested because, although quadratic in the Goldstone fields, they do not contribute to the one–loop oblique corrections. They only involve the longitudinal components of the gauge bosons and can be eliminated, using the classical equations of motion, if fermion masses are neglected. However, keeping the terms proportional to the top quark mass and making use of the equations of motion, the operator $O_{11}$ turns out [191] to be equivalent to a four–fermion operator proportional to $M_t^2$:

$$O_{11} \equiv \frac{g^4}{8M_W^2} M_t^2 \left( (\bar{t}\gamma_5 t)^2 - 4 \sum_{i,j} (\bar{d}_i L t_R)(\bar{t}_R d_j L) V_{ti} V^*_{tj} \right). \quad (7.20)$$

Therefore, $O_{11}$ affects the $Z\bar{b}b$ vertex, the $B^0-\bar{B}^0$ mixing, and the CP–violating parameter $\varepsilon_K$, generating interesting correlations among the hard $M_t^4 \log M_t^2$ corrections to these observables [191]; this allows us to derive an $O(10\%)$ upper bound on $a_{11}$. Similar corrections are induced on rare $B$ and $K$ decays [192].
7.2. Matching Conditions

The SM gives definite predictions for the chiral couplings of the $O(p^4)$ electroweak Lagrangian, which could be tested in future experiments. Table 5 shows [18] the corresponding values of these couplings, for three different limits of the SM: 1) a very large Higgs mass; 2) a fourth generation with a light lepton doublet ($M_l \leq M_Z$) and heavy degenerate quarks ($M_l = M_{l'} \gg M_Z$), and 3) a heavy top quark. In the first case, the operators $O_{11}$, $O_{12}$ and $O_{13}$ have been eliminated with the equations of motion; the $O_{13}$ contribution is then included in the couplings $a_1$, $a_4$, $a_5$, $a_6$, $a_7$ and $a_8$.

In the two considered heavy–quark cases, the light–fermion loops of the resulting low–energy theory induce a gauge anomaly, because there is an incomplete fermion generation which destroys the delicate anomaly cancellation of the SM. Therefore, the effective theory should also include a corresponding Wess–Zumino term [59,60], whose gauge variation cancels exactly the anomaly produced by the light fermions [18,193–195].

The couplings of the chiral effective Lagrangian contain the interesting dynamical information on any underlying electroweak theory, consistent with the gauge symmetries of the SM. It remains to be seen whether the experimental determination of the higher–order electroweak chiral couplings will confirm the renormalizable SM Lagrangian, or will constitute an evidence of new physics.

7.3. Non-Decoupling

The decoupling theorem [27] states that the low–energy effects of heavy particles are either suppressed by inverse powers of the heavy masses, or they get absorbed into renormalizations of the couplings and fields of the EFT obtained by removing the heavy particles.

We have already seen how decoupling works in QED and QCD. However, the effective couplings given in table 5 show that heavy particles do not decouple in the electroweak theory. The Higgs contributions increase logarithmically with the Higgs mass, while a heavy top induces hard corrections which increase quadratically with $M_t$. The effects of a heavy fourth–generation quark doublet do not increase with the quark masses, but leave a non-zero constant correction at low energies.

The decoupling theorem has been proved [27] to be valid for theories with an exact gauge symmetry. However, it is not necessarily satisfied in theories with spontaneously broken gauge symmetries. The non-decoupling effects originate in the different nature of the mass terms. Whereas in
<table>
<thead>
<tr>
<th></th>
<th>$M_H \rightarrow \infty$</th>
<th>$M_t' \rightarrow \infty$</th>
<th>$M_t \rightarrow \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$-\frac{3}{4}g'^2\left[\log\left(M_H/\mu\right) - \frac{5}{12}\right]$</td>
<td>0</td>
<td>$\frac{3}{2}M_H^2$</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$-\frac{1}{6}\log\left(M_H/\mu\right) + \frac{7}{12}$</td>
<td>$-\frac{1}{2}$</td>
<td>$\frac{1}{3}\log\left(M_t/\mu\right) - \frac{1}{4}$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$-\frac{1}{12}\log\left(M_H/\mu\right) + \frac{17}{12}$</td>
<td>$-\frac{1}{2}$</td>
<td>$\frac{1}{3}\log\left(M_t/\mu\right) - \frac{1}{4}$</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$\frac{1}{16}\log\left(M_H/\mu\right) - \frac{7}{12}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{8}$</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$\frac{1}{6}\log\left(M_H/\mu\right) - \frac{8}{15}$</td>
<td>$\frac{1}{6}$</td>
<td>$\log\left(M_t/\mu\right) - \frac{7}{8}$</td>
</tr>
<tr>
<td>$a_5$</td>
<td>$\frac{2e^2\pi^2}{M_H^2} + \frac{1}{12}\log\left(M_H/\mu\right) - \frac{79}{20} + \frac{9e}{10\sqrt{3}}$</td>
<td>$-\frac{1}{8}$</td>
<td>$-\log\left(M_t/\mu\right) + \frac{23}{24}$</td>
</tr>
<tr>
<td>$a_6$</td>
<td>0</td>
<td>0</td>
<td>$-\log\left(M_t/\mu\right) + \frac{23}{24}$</td>
</tr>
<tr>
<td>$a_7$</td>
<td>0</td>
<td>0</td>
<td>$\log\left(M_t/\mu\right) - \frac{23}{24}$</td>
</tr>
<tr>
<td>$a_8$</td>
<td>0</td>
<td>0</td>
<td>$\log\left(M_t/\mu\right) - \frac{7}{12}$</td>
</tr>
<tr>
<td>$a_9$</td>
<td>0</td>
<td>0</td>
<td>$\log\left(M_t/\mu\right) - \frac{23}{24}$</td>
</tr>
<tr>
<td>$a_{10}$</td>
<td>0</td>
<td>0</td>
<td>$-\frac{1}{16}$</td>
</tr>
<tr>
<td>$a_{11}$</td>
<td>0</td>
<td>$-\frac{1}{2}$</td>
<td>$-\frac{1}{4}$</td>
</tr>
<tr>
<td>$a_{12}$</td>
<td>0</td>
<td>0</td>
<td>$-\frac{1}{8}$</td>
</tr>
<tr>
<td>$a_{13}$</td>
<td>0</td>
<td>0</td>
<td>$-\frac{1}{4}$</td>
</tr>
<tr>
<td>$a_{14}$</td>
<td>0</td>
<td>0</td>
<td>$\frac{2}{8}$</td>
</tr>
</tbody>
</table>

Theories with exact gauge symmetry, such as QED or QCD, mass terms are gauge invariant, in the spontaneously broken case masses are generated through the symmetry-breaking mechanism and, therefore, are associated with interaction terms.

In order to have decoupling, the dimensionless couplings should not grow with the heavy masses. Otherwise, the mass suppression induced by the heavy-particle propagators can be compensated by the mass enhancement provided by the interaction vertices, with an overall non-vanishing effect.
This is precisely what happens with the electroweak interaction.

In the SM, the boson and fermion masses are proportional to the scale of SCSB:

\[ M_W = M_Z \cos \theta_W = \frac{g}{2} v, \quad M_H = \sqrt{\frac{\lambda}{2}} v, \quad M_f = -\frac{y_f}{\sqrt{2}} v. \quad (7.21) \]

The different mass scales are generated by the different dimensionless couplings appearing in these relations: the gauge coupling \( g \) for the vector mesons, the scalar potential coupling \( \lambda \) for the Higgs and a different Yukawa coupling \( y_f \) for each fermion.

There are two different ways of taking the large–mass limit [18]. The simplest alternative is to keep the couplings fixed and let the scalar vacuum expectation value \( v \) go to infinity. In this case, all massive particles become heavy. Moreover, the electroweak interactions mediated by the heavy fields do indeed decouple, as we saw before with the effective Fermi Hamiltonian:

\[ \frac{G_F}{\sqrt{2}} = \frac{g^2}{8M_W^2} = \frac{1}{2v^2} \rightarrow 0. \quad (7.22) \]

The large–mass limits considered in table 5 correspond to a second and more interesting possibility, where only some masses are taken to be heavy. In this case, the scalar vacuum expectation value remains fixed and the large–mass limit actually means that some couplings become large. Decoupling is obviously no-longer true in such scenario. For instance, in the limit \( g \rightarrow \infty \) with \( v \) fixed, the Fermi coupling remains invariant in spite of the fact that \( M_W \rightarrow \infty \).

The limit of a heavy Higgs is achieved with a large scalar self-coupling \( \lambda \). The Goldstone modes of the electroweak SCSB, which correspond to the longitudinal polarization of the gauge bosons, are then in a strong interaction regime. The failure of the decoupling property shows up in the effective electroweak chiral couplings \( a_i \), which are not suppressed by the Higgs mass. Owing to the custodial \( SU(2)_C \) symmetry of the scalar potential, the dependence on \( M_H \) is only logarithmic (screening theorem) at one–loop [198]. Power–like corrections are, however, possible at higher orders.

A heavy top quark implies a large Yukawa coupling \( y_t \). Therefore, the interactions of the top with the Higgs and the Goldstones are strong in that case. This generates a hard \( M_t^2 \) contribution to the \( Z \) and \( W \) self-energies [198], which shows up in the chiral coefficient \( a_0 \). Another interesting manifestation of non-decoupling [199] appears in the \( Zb\bar{b} \) vertex, which gets one–loop \( M_t^2 \) corrections [199–202] generated by the exchange of a virtual (longitudinal) \( W \) boson between the two fermionic legs. This hard
contribution does not have any quark-mixing factor suppression because $V_{tb} \approx 1$. Another related effect is the $M_t^2$ factor in eq. (7.20), generated by $O_{11}$ through the equations of motion [191].

The non-decoupling of heavy particles implies that low-energy experiments can be sensitive to large mass scales, which cannot be kinematically accessed. Thus, the high-precision measurements performed at LEP and SLC have been able to extract information on the top and the Higgs [175]. Notice that the screening of the one-loop $M_H$ dependences is the reason why the Higgs mass is so difficult to pin down. The top quark contributions play also a very important role in flavour-changing transitions and CP-violation phenomena [48].

8. Summary

EFT is a very powerful tool to analyze physics at low energies, without having to solve the details of dynamics at higher energy scales. One does not need to know whether there are supersymmetric particles in the 1 TeV region in order to understand the interactions of electrons and photons at energies of the order of $m_e$. Our problems formulating a consistent theory of quantum gravity at the Planck scale do not prevent us from having a rather successful description of physics at the electroweak scale. Even if the fundamental QED is very well known, a non-relativistic formulation of the electromagnetic interaction turns out to be more useful in atomic physics and chemistry.

The main motivation behind the EFT framework is simplicity. Once the appropriate variables describing the relevant physics at the scale considered have been identified, a useful approximate description can be formulated. Dimensional analysis allows us to estimate the size of possible corrections, and to organize them in such a way that only a minimum number need to be calculated, to reach a given accuracy. Problems involving widely
separated scales can be investigated with the help of the renormalization group.

Symmetries are always a very important handle to develop a predictive EFT. They restrict the form and number of the interactions present in the effective Lagrangian, at a given order in the momentum expansion. The resulting EFT allows one to predict the low-energy amplitudes, except for the values of the effective couplings, which do not get fixed by symmetry considerations. Those couplings encode the information on higher scales, which survives at low energies. They can be fixed experimentally, or through a matching calculation if an underlying more fundamental EFT is known.

We have seen three important EFTs, which are associated with three phenomenologically relevant symmetries: Chiral Perturbation Theory, Heavy Quark Effective Theory and the Electroweak Chiral Effective Theory. Using quite similar tools, these three EFTs allow us to successfully analyze three different energy regimes: the light quark dynamics below 1 GeV, the physics of bottom and charm quarks, and the electroweak symmetry breaking scale.

There are of course many more interesting applications of EFT which are useful for phenomenology. The basic formalism that we have discussed can be adapted to very different situations, to obtain the most important information on the physical system being analyzed.

The fundamental search for the theory of everything will continue being our ultimate dream for many years. In the meanwhile, EFT allows us to understand the main features of the physics at a given scale. Moreover, even if the theory of everything is found at some point, EFT will still provide a simpler (but less fundamental) description of nature.
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