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A B S T R A C T 

We perform a systematic study of the recently disco v ered Fundamental Plane of galaxy clusters (CFP) using ∼250 simulated 

clusters from The Three Hundred project, focusing on the stability of the plane against different temperature definitions and 

its dependence on the dynamical relaxation state of clusters. The CFP is characterized by T ∝ M 

α
s r 

β
s , defined with the gas 

temperature ( T ) and the characteristic halo scale radius and mass ( r s and M s ) assuming a Navarro–Frenk–White halo description. 
We explore two definitions of weighted temperatures, namely mass-weighted and spectroscopic-like temperatures, in three radial 
ranges. The Three Hundred project clusters at z = 0 lie on a thin plane whose parameters ( α, β) and dispersion (0.015–0.030 dex) 
depend on the gas temperature definition. The CFP for mass-weighted temperatures is closer to the virial equilibrium expectation 

( α = 1, β = −1) with a smaller dispersion. For gas temperatures measured within 500 h 

−1 kpc, the resulting CFP deviates the 
most from the virial expectation and shifts towards the similarity solution for a secondary infall model ( α = 1.5, β = −2). 
Independently of the temperature definition, we find that clusters at z = 1 and relaxed clusters form a CFP similar to the virial 
expectation, unlike disturbed clusters exhibiting stronger evolution. Only systems formed o v er the last 4 Gyr present a CFP that 
is closer to the similarity solution. All these findings are compatible with the CFP obtained for a Cluster Lensing And Supernova 
surv e y with Hubble subsample excluding the hottest clusters with T X 

> 12 keV. 

Key w ords: (cosmolo gy:) dark matter – cosmology: observations – cosmology: theory – galaxies: clusters: general – galaxies: 
clusters: intracluster medium – galaxies: haloes. 
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 I N T RO D U C T I O N  

lusters of galaxies are the largest class of gravitationally bound
bjects to have formed in the universe. The mass content of
alaxy clusters is pro v ed to be dominated by elusive dark matter
 ∼85 per cent), while the vast majority of the baryons residing in
he cluster potential well are in the hot X-ray emitting phase ( ∼10–
3 per cent in total mass; e.g. Vikhlinin et al. 2006 ; Umetsu et al.
009 ; Planck Collaboration et al. 2013 ). Massive galaxy clusters thus
ontain a wealth of information about the initial conditions for cosmic
tructure formation and the growth of structure across cosmic time
Frenk et al. 1990 ; Blandford & Narayan 1992 ; White, Efstathiou &
renk 1993 ; Jenkins et al. 2001 ; Reiprich & B ̈ohringer 2002 ). 
The distribution of dark matter in quasi-equilibrium haloes, such

s galaxy clusters, depends fundamentally on the properties of dark
atter. Even though the formation of haloes is a complex and non-

inear dynamical process and they are continuously evolving through
 E-mail: ladg84@gmail.com 
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ccretion and mergers, Lambda cold dark matter ( � CDM) models
redict that the average density profile ρ( r ) of collisionless haloes
n quasi-gravitational equilibrium is well described by the Navarro–
renk–White profile (Navarro, Frenk & White 1996 , 1997 , hereafter
FW) out to their virial radius. The NFW radial density profile is

ully specified by two parameters and is defined as 

( r ) = 

δc ρc 

( r /r s )(1 + r/r s ) 2 
, (1) 

here ρc is the critical density of the universe at the halo redshift z,
 s is the characteristic scale radius at which the logarithmic density
lope equals −2, and δc sets the normalization of the profile. In this
aper, we often describe the NFW model using r s and the halo mass
nclosed within it, M s ≡ M ( < r s ), also referred to as the characteristic
cale mass. 

According to N -body simulations of � CDM models, the structural
arameters of the NFW profile, such as halo concentration c � 

≡
 � 

/r s , are closely linked to the growth history of individual haloes
Nav arro et al. 1997 ; Ludlo w et al. 2013 ). Here, r � 

is the o v erdensity
adius at which the mean interior density is � times the critical
© 2022 The Author(s) 
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ensity of the universe at the specific redshift [i.e. � × ρc ( z)]. The
nner region of haloes ( r � r s ) develops in an initial phase of rapid
rowth, which is often associated to major mergers with other haloes. 
uring the subsequent slow accretion phase, the scale radius r s stays

oughly constant, whereas r � 

continues to grow through a mixture of
hysical mass accretion and pseudo-evolution caused by the decrease 
f ρc o v er time (e.g. Diemer, More & Kravtso v 2013 ). Haloes thus
orm ‘inside-out’. In this context, haloes that formed earlier tend 
o present a higher characteristic density ρs ≡ 3 M s / (4 πr 3 s ) (Navarro
t al. 1997 ; Zhao et al. 2003 ; Ludlow et al. 2013 ). In contrast to ρc ( z),
his characteristic density ρs is not constant from cluster to cluster 
ut depends on the formation time of each cluster. 

Recently, Fujita et al. ( 2018a , b ) disco v ered a new Fundamental
lane of galaxy clusters (CFP) using gravitational lensing and X- 
ay observations of 20 high-mass clusters available from the Cluster 
ensing And Supernova survey with Hubble (CLASH, Postman et al. 
012 ; Donahue et al. 2014 ; Umetsu et al. 2014 , 2016 ; Merten et al.
015 ). Fujita et al. ( 2018b ) showed that the 20 CLASH clusters lie
n a thin plane defined in the three-dimensional logarithmic space of
heir characteristic scale radius r s , mass M s , and X-ray temperature
 X of the intracluster medium (ICM) with an orthogonal scatter 
f ∼0.045 dex. Their findings suggest that the parameters ( M s , r s )
haracterizing the internal structure of dark-matter haloes are tightly 
oupled with the gas temperature T X . Based on the tight correlation
hey found, Fujita et al. ( 2018b ) argue that the gas temperature should
eflect the potential depth of dark-matter haloes at a specific cluster-
ormation time, which is encoded in M s and r s . Intriguingly, the
lane is tilted with respect to T X ∝ M s r 

−1 
s , the plane expected in

he case of simplified virial equilibrium. Fujita et al. ( 2018b ) found
hat this tilt can be explained by a spherical similarity solution for
econdary infall and accretion of gas in a matter-dominant universe 
Bertschinger 1985 ), which predicts T X ∝ M 

1 . 5 
s r −2 

s at the cluster
cales (Fujita et al. 2018b ). They also found that cosmological N -
ody/hydrodynamical simulations reproduce the observed plane and 
ts tilt angle for cluster-scale haloes. 

The CFP has been proposed to describe the connection between 
he thermodynamic history of the intracluster gas and the evolution 
f the internal structure of dark-matter haloes (Fujita et al. 2018b ).
ith this framework in mind it is clear that studying the CFP as

 function of redshift provides an important clue for improving 
ur understanding of how galaxy clusters form and evolve through 
ergers and accretion. The pioneering works of Fujita et al. ( 2018a ,
 ), ho we ver, did not study in detail to what extent the CFP parameters
nd scatter depend on the cluster redshift, the dynamical state of
lusters, the definition of the gas temperature, and the gas physics and
eedback processes implemented in the code. In this paper, we supply 
his deficiency and present a systematic study of this Fundamental 
lane using a sample of ∼250 simulated cluster-scale haloes (10 

imes larger than that of Fujita et al. 2018a , b ) modelled with full-
h ysics h ydrodynamical resimulations by The Three Hundred project 
Cui et al. 2018 ), focusing specifically on the redshift evolution of
he plane, the dependence on the dynamical state of haloes, and the
tability of the plane against different temperature definitions. 

This paper is organized as follows. In Section 2 , we present the
ample of simulated galaxy clusters of The Three Hundred project 
s well as the sample of CLASH clusters used in this research.
he methodology to determine the parameters defining the CFP is 
escribed in Section 3 , whereas the CFP obtained from the analysis of
he Three Hundred project sample at z = 0 is described in Section 4 .

n Section 5 , we study via simulations whether there is an evolution
f the CFP with redshift. The dynamical state of The Three Hundred
roject haloes and its impact on the CFP is explored in Section 6 . The
FP obtained for CLASH clusters by real observations is presented 
n Section 7 . Our results and conclusions are discussed and compared
ith previous results of the literature in Section 8 . Finally, a summary
f this research is included in Section 9 . 
Throughout this paper, we adopt a spatially flat � CDM cosmology

ith the same parameters used in The Three Hundred project 
ased on the Planck 2015 cosmology (Planck Collaboration 2016 ), 
amely: Hubble constant of H 0 = 67.8 km s −1 Mpc −1 , 	M 

= 0.307
total matter density), 	b = 0.048 (baryon density), 	� 

= 0 . 693
cosmological constant density), σ 8 = 0.823 (matter power-spectrum 

ormalization), and n s = 0.96 (scalar spectral index). We use the
tandard notation M � 

for the mass enclosed within a sphere of
adius r � 

, within which the mean o v erdensity equals � × ρc ( z)
t a particular redshift z. That is, M � 

= (4 π�/ 3) ρc ( z) r 3 � 

. 

 G A L A X Y  CLUSTER  SAMPLES  

.1 The Three Hundred project 

he Three Hundred project (Cui et al. 2018 ) is composed of 324
alaxy clusters with masses abo v e M 200 > 6 . 24 × 10 14 h 

−1 M �
nd located at the centre of zoom-in resimulated regions of radius
5 h −1 Mpc. These regions were selected from the fiducial N -body
nd dark-matter-only MultiDark Planck 2 simulation at redshift 
 = 0 (MDPL2; Klypin et al. 2016 ), to subsequently carry out a
esimulation with hydrodynamics physics. The MDPL2 has a size 
f comoving length 1 h −1 Gpc and is simulated with 3840 3 dark-
atter particles with a mass resolution of 1 . 5 × 10 9 h 

−1 Mpc. For
he resimulation of The Three Hundred project, the ef fecti ve mass
esolutions for dark matter and gas are m DM 

= 1 . 27 × 10 9 h 

−1 M �
nd m gas = 2 . 36 × 10 8 h 

−1 M �, respectively. That is, the same com-
ined mass resolution as for MDPL2 according to a baryon fraction
f 	b / 	M 

∼ 0.16 (Planck 2015 cosmology). 
The Three Hundred project accounts for a broad range of baryonic

hysics in the GADGET-X code (Rasia et al. 2015 ), which utilizes
 modern Smooth-Particle-Hydrodynamic (SPH) scheme based on a 
odified version of the GADGET3 code (for details, see Beck et al.

016 ). The code implements a supermassive black hole accretion and
ctive galactic nuclei (AGNs) feedback by Steinborn et al. ( 2015 ).
n addition, the GADGET-X code includes a metal-dependent model 
or gas cooling (Wiersma, Schaye & Smith 2009 ), an homogeneous
ltraviolet background (following Haardt & Madau 1996 ), a star- 
ormation model accounting for the metal enrichment of the ICM 

Tornatore et al. 2007 ) assuming a Chabrier ( 2003 ) stellar initial
ass function, and supernova feedback (Springel & Hernquist 2003 ). 
or further details about the GADGET-X code and comparison with 
espect to other codes and schemes, we refer readers to Cui et al.
 2018 ). It should be noted that although the resimulated Lagrangian
egions contain multiple groups and clusters, we focus in this work
n the central objects. With the aim of determining the redshift
volution of the CFP, we also study in detail The Three Hundred
roject clusters at higher redshifts. Specifically, we explore the CFP 

t z = 0.00, 0.07, 0.22, 0.33, 0.59, and 0.99. 

.2 Galaxy clusters from the CLASH programme 

ne of the main goals of the CLASH programme was to precisely
onstrain the mass density profiles of 25 galaxy clusters using deep
ensing observations. The sample of galaxy clusters targeted by the 
LASH programme is subdivided into two subsamples: (i) 20 hot X-

ay clusters with T X > 5 keV and nearly concentric X-ray isophotes,
s well as a well-defined X-ray peak closely located to the brightest
MNRAS 512, 1214–1233 (2022) 
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luster galaxy (BCG) position; and (ii) five clusters selected by their
xceptional lensing strength (characterized by large Einstein radii,
Ein > 35 arcsec, for a fiducial source at redshift z = 2) so as to
agnify galaxies at high redshift. 
It is worth emphasizing that the X-ray subsample was not based on

 lensing pre-selection to a v oid a biased sample towards intrinsically
oncentrated clusters and/or those systems where the major axis is
referentially aligned with the line of sight (Hennawi et al. 2007 ;
guri & Blandford 2009 ; Meneghetti et al. 2010 ). Numerical simu-

ations suggest that the CLASH X-ray-selected subsample is mostly
but not e xclusiv ely) composed of relax ed systems ( ∼70 per cent)
nd largely free of such orientation bias (Meneghetti et al. 2014 ,
ee also Table 1 ). On the other hand, high-magnification-selected
lusters often turn out to be dynamically disturbed as a consequence
f highly massive ongoing mergers (Umetsu 2020 , see also references
herein). 

For an observational determination of the Fundamental Plane, we
ombined redshift and X-ray temperature information detailed in
ostman et al. ( 2012 ) along with the characteristic scale radius and
ass measurements from Umetsu et al. ( 2016 ), yielding a subsample

f 20 CLASH clusters composed of 16 X-ray-selected and four high-
agnification clusters (see Section 3.4 for further details). It should

e noted that five of the 25 clusters of the CLASH sample were not
ncluded in the joint lensing analysis performed by Umetsu et al.
 2016 ) because they lacked of usable wide-field ground-based weak-
ensing data (see Umetsu et al. 2014 ). Consequently, they were also
xcluded in this work. The CLASH subsample spans a redshift range
f 0.19 ≤ z ≤ 0.69 with a median redshift of 0.35. Umetsu et al.
 2016 ) found that the stacked strong- and weak-lensing signal of the
LASH X-ray-selected subsample is best described by the NFW
odel. In Table 1 , we summarise the main properties of the CLASH

lusters used in this work. As a consequence of the CLASH selection,
ll the clusters show X-ray temperatures higher than 5 keV. 

In Fig. 1 , we show the distributions of M 200 , r 200 , c 200 , and T X 

obtained in the radial range 50–500 h 

−1 kpc, further details in
ection 3.4 ) for both observed and simulated clusters studied in

his work. As a consequence of the CLASH pre-selection of T X >

 keV, we see that The Three Hundred project includes clusters with
pectroscopic-like temperatures much lower than the CLASH sample
see the left-hand and middle panels in Fig. 1 ). On the other hand, the
adius and mass distributions of The Three Hundred project sample
t T sl > 5 keV properly match the ranging values of the CLASH
ample. In terms of concentration, the values for the simulated T sl >

 keV clusters span the range from ∼2 to ∼9, while all the CLASH
lusters present concentrations of c 200 � 8 within the 1 σ uncertainty
evel. The Three Hundred project sample thus includes clusters with
lightly higher concentrations than estimated for the 20 CLASH
lusters. We refer to Merten et al. ( 2015 ) and Umetsu et al. ( 2016 )
or detailed studies of the CLASH concentration–mass relation and

eneghetti et al. ( 2014 ) for its theoretical prediction. Although the
LASH sample is composed of X-ray and lensing-selected clusters,

n contrast to the mass-selected The Three Hundred project sample,
e find a proper o v erlap of both samples in the parameter space (see
ig. 1 ). 
Finally, it is not possible to verify whether the two samples have

imilar relaxation states and formation times, because the dynamical
tates of individual CLASH clusters are uncertain. Nevertheless, the
raction of relaxed clusters in The Three Hundred project sample
typically below 40 per cent; see Cui et al. 2018 ) is lower than
redicted for the CLASH sample ( ∼70 per cent). In this context,
he CLASH sample may not be faithfully representative of the full
luster population with T X > 5 keV. 
NRAS 512, 1214–1233 (2022) 
 CONSTRAI NTS  O N  T H E  CFP:  
E T H O D O L O G Y  

 detailed dissection of the CFP involves a set of cluster parameters
hat need to be constrained in a reliable manner. For simulated
lusters, the characteristic scale parameters can be directly obtained
rom an NFW fit to the three-dimensional mass distribution (see
ection 3.1 ), and we can compute the global gas temperature of the
CM by choosing an appropriate weighting scheme (see Section 3.2 ).

oreo v er, we can e xplore the influence of the dynamical relaxation
tate of each individual cluster on the definition of the CFP (see
ection 3.3 ). For CLASH clusters, we employ measurements of

he characteristic scale parameters and the X-ray gas temperature
rom the published literature (see Section 3.4 ), which are subject to
bservational uncertainties and systematics. Finally, various methods
o determine the CFP are considered and the minimum distance
ethod (MINDISQ) has been selected as the most reliable one

Section 3.5 ). 

.1 NFW fitting of simulated clusters 

rom The Three Hundred project hydrodynamical simulations,
e extract the total mass profiles M ( < r ) of individual clusters

onsidering all particle species (dark matter, gas, and stars) in
hree-dimensional spherical shells. Subsequently, we fit the three-
imensional mass profiles with a corresponding parametric NFW
ass description. For the minimization procedure, we use the
evenberg–Marquardt algorithm implemented in the MPFITFUN 1 

outine of IDL . 2 The fitting procedure, in addition to the nor-
alization, returns the scale radius, which we use to compute the

haracteristic mass, M s . 
For the fitting procedure of The Three Hundred project clusters at

 = 0, we fit the NFW formula to the mass profiles with the radial
ange [0.08, 1.0] × r 100 . For the cluster simulations at higher redshifts
 z = 0.07, 0.22, 0.33, 0.59, and 0.99), the NFW fit was performed
n the radial range [0.1, 1.0] × r 200 . The innermost parts of clusters,
r cores, were excised during the determination of the characteristic
arameters to not be affected by the numerical resolution of our
ample. This excision is common in literature since the interactions
n the inner bins are dominated by two-body collisions (Mostoghiu
t al. 2019 ) and the density profile at r < 7 h 

−1 kpc can deviate
rom an NFW profile becoming steeper for the presence of the BCG,
hich may dominate the mass profile with respect to a dark-matter-
nly NFW profile (Schaller et al. 2015 ). 
We exclude from the following analysis all clusters non properly

escribed by an NFW profile, meaning that we use only objects with
fit ≡ χ2 /dof ≤ 2 (average sum of the squared residuals per degree
f freedom) and we exclude the systems whose scale radius is equal
o the lower and upper bounds imposed during the minimization
rocess (0.01 and 1 . 0 h 

−1 Mpc). These two criteria were applied for
ll NFW profiles at any redshift to facilitate the interpretation and
nderstanding of this fundamental relation (details in Section 5 ). The
umber of clusters in our sample at z = 0 amounts to ∼245, whereas
t higher redshift this value ranges from 231 to 280 clusters (more
etails in Section 5 ). 

https://www.harrisgeospatial.com/docs/mpfitfun.html
https://www.harrisgeospatial.com/Software-Technology/IDL
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Table 1. Properties of galaxy clusters selected from CLASH. All halo mass and radius measurements were obtained from a joint strong lensing, weak lensing 
shear-and-magnification analysis of Umetsu et al. ( 2016 ), whereas the rest of properties were taken from Postman et al. ( 2012 ). 

Cluster RA DEC z M 200 r 200 M s r s T X 
(deg) (deg) (10 14 h −1 M �) ( h −1 kpc) (10 14 h −1 M �) ( h −1 kpc) (keV) 

X-ray-selected 
Abell 383 42 .014 − 3 .529 0 .187 5 . 51 + 2 . 16 

−1 . 56 1261 + 147 
−132 0 . 99 + 0 . 70 

−0 . 39 215 + 111 
−69 6.5 ± 0.24 

Abell 209 a 22 .969 − 13 .611 0 .206 10 . 76 + 2 . 49 
−2 . 26 1567 + 112 

−118 3 . 64 + 1 . 50 
−1 . 12 584 + 167 

−133 7.3 ± 0.54 

Abell 2261 a 260 .614 + 32 .133 0 .224 16 . 11 + 3 . 88 
−3 . 31 1782 + 133 

−132 4 . 10 + 1 . 91 
−1 . 30 480 + 163 

−120 7.6 ± 0.30 

RX J2129.7 + 0005 322 .416 + 0 .089 0 .234 4 . 25 + 1 . 40 
−1 . 10 1139 + 113 

−108 0 . 80 + 0 . 48 
−0 . 29 205 + 93 

−61 5.8 ± 0.40 

Abell 611 120 .237 + 36 .057 0 .288 10 . 96 + 3 . 36 
−2 . 85 1534 + 143 

−146 2 . 69 + 1 . 63 
−1 . 04 395 + 174 

−123 7.9 ± 0.35 

MS 2137 −2353 325 .063 − 23 .661 0 .313 9 . 36 + 4 . 08 
−3 . 32 1443 + 185 

−196 3 . 22 + 3 . 62 
−1 . 79 543 + 392 

−244 5.9 ± 0.30 

RX J2248.7 −4431 a 342 .185 − 44 .530 0 .348 12 . 93 + 5 . 40 
−3 . 97 1587 + 196 

−183 3 . 43 + 3 . 28 
−1 . 60 449 + 292 

−170 12.4 ± 0.60 

MACS J1115.9 + 0129 168 .967 + 1 .499 0 .352 11 . 64 + 2 . 79 
−2 . 53 1530 + 114 

−120 3 . 61 + 1 . 71 
−1 . 20 518 + 179 

−135 8.0 ± 0.40 

MACS J1931.8 −2635 292 .957 − 26 .576 0 .352 10 . 39 + 6 . 21 
−3 . 89 1473 + 249 

−213 2 . 38 + 3 . 16 
−1 . 26 347 + 300 

−152 6.7 ± 0.40 

RX J1532.9 + 3021 233 .224 + 30 .350 0 .363 4 . 17 + 1 . 74 
−1 . 48 1083 + 134 

−147 0 . 85 + 1 . 13 
−0 . 35 207 + 304 

−80 5.5 ± 0.40 

MACS J1720.3 + 3536 260 .071 + 35 .607 0 .391 10 . 09 + 3 . 28 
−2 . 69 1439 + 142 

−141 2 . 39 + 1 . 58 
−0 . 94 354 + 171 

−112 6.6 ± 0.40 

MACS J0429.6 −0253 67 .400 − 2 .886 0 .399 6 . 72 + 2 . 84 
−2 . 06 1253 + 156 

−144 1 . 45 + 1 . 24 
−0 . 64 274 + 164 

−99 6.0 ± 0.44 

MACS J1206.2 −0847 a 181 .551 − 8 .801 0 .440 12 . 68 + 3 . 07 
−2 . 77 1526 + 114 

−120 3 . 24 + 1 . 69 
−1 . 12 412 + 169 

−121 10.8 ± 0.60 

MACS J0329.7 −0211 a 52 .424 − 2 .197 0 .450 6 . 02 + 1 . 49 
−1 . 24 1186 + 91 

−88 1 . 00 + 0 . 43 
−0 . 28 177 + 65 

−44 8.0 ± 0.50 

RX J1347.5 −1145 a 206 .877 − 11 .753 0 .451 23 . 85 + 6 . 60 
−5 . 57 1876 + 159 

−159 6 . 90 + 3 . 91 
−2 . 50 588 + 236 

−167 15.5 ± 0.60 

MACS J0744.9 + 3927 a 116 .220 + 39 .457 0 .686 12 . 53 + 3 . 72 
−3 . 16 1386 + 126 

−128 3 . 40 + 2 . 17 
−1 . 36 401 + 190 

−133 8.9 ± 0.80 

High-magnification-selected 
MACS J0416.1 −2403 64 .039 − 24 .068 0 .396 7 . 49 + 1 . 90 

−1 . 69 1301 + 102 
−106 2 . 37 + 1 . 07 

−0 . 77 450 + 143 
−109 7.5 ± 0.80 

MACS J1149.5 + 2223 177 .399 + 22 .399 0 .544 17 . 43 + 4 . 06 
−3 . 63 1632 + 118 

−122 7 . 50 + 3 . 74 
−2 . 55 776 + 281 

−202 8.7 ± 0.90 

MACS J0717.5 + 3745 109 .382 + 37 .755 0 .548 18 . 68 + 3 . 89 
−3 . 54 1668 + 108 

−113 9 . 19 + 3 . 65 
−2 . 67 907 + 240 

−188 12.5 ± 0.70 

MACS J0647.7 + 7015 101 .958 + 70 .247 0 .584 9 . 66 + 3 . 20 
−2 . 67 1321 + 132 

−135 2 . 32 + 1 . 64 
−0 . 96 329 + 178 

−114 13.3 ± 1.80 

Note s. 
a Clusters with any substructure according to reports based on X-ray morphology (Schmidt & Allen 2007 ; Maughan et al. 2008 ; Postman et al. 2012 ). 

Figure 1. Mass, radius, and concentration (horizontal axis, from left to right) v ersus X-ray temperature (v ertical axis, T X e xtracted in the radial range 50–
500 h −1 kpc) of the CLASH cluster sample (at a median redshift of z = 0.36; orange diamonds) and simulated galaxy clusters of The Three Hundred project 
(at z = 0.33; grey circles) for spectroscopic-like temperatures (vertical axis, T sl measured within the range 50–500 h −1 kpc). Vertical and horizontal bars show 

the 1 σ errors of parameters for CLASH clusters. 
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.2 Temperatur e measur ements of simulated clusters 

s a result of the two-phase accretion, typical of galaxy clusters,
he formation time and evolution of these massive haloes is encoded 
n the thermodynamic history of the diffuse hot gas residing in the
luster potential well. Indeed, the largest variation in gas temperature 
appens as a consequence of major mergers and somehow reflects 
he assembly of the internal structure of cluster-scale haloes. 
m

We compute gas temperatures for a set of radial ranges to explore
he impact of this choice on the resulting parameters defining the
undamental Plane, as well as their implications. In this work, we
ompute average temperatures in radial ranges of [0.1, 1.0] × r 200 ,
0.15, 1.0] × r 500 , and [50 , 500] × h 

−1 kpc. These gas temperatures
re denoted as T ( r 200 ), T ( r 500 ), and T (500 h 

−1 kpc ), respectively. 
In addition, two definitions of weighted temperatures were used: 
ass-weighted and spectroscopic-like temperatures. For the former, 
MNRAS 512, 1214–1233 (2022) 
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he weighting function is the associated mass for each gas element
n the ICM (see e.g. Kang et al. 1994 ; Bartelmann & Steinmetz
996 ; Mathiesen & Evrard 2001 ) and it is more physically moti-
ated. On the other hand, the spectroscopic-like temperature better
pproximates spectroscopic temperatures from X-ray observations
Mazzotta et al. 2004 ). Formally, these temperatures are respectively
xpressed as follows: 

 mw = 

∫ 
m T d V ∫ 
m d V 

= 

∑ 

i 

m i T i / 
∑ 

i 

m i , (2) 

 sl = 

∫ 
n 2 T 1 / 4 d V ∫ 
n 2 T −3 / 4 d V 

= 

∑ 

i 

n 2 i T 
1 / 4 
i / 

∑ 

i 

n 2 i T 
−3 / 4 
i , (3) 

here m i is the mass of the i th gas element, n i is the gas density, and
 i is its temperature. We note that spectroscopic-like temperatures
erve as a useful proxy for X-ray temperatures obtained from
eal observations (Mazzotta et al. 2004 ), which also facilitates any
nterpretation of observational results against simulations. 

.3 Dynamical state parameters of simulated clusters 

ithin the simulated Lagrangian regions, haloes and subhaloes were
dentified with the AHF code (Knollmann & Knebe 2009 ). These
atalogues were used to compute different indicators for the cluster
ynamical relaxation. The first indicator, derived from the merger tree
f each halo, is the formation redshift, z form 

, defined in Mostoghiu
t al. ( 2019 ) as the redshift at which half of the mass M 200 at present
as already accreted, meaning that 

 form 

= − ln (0 . 5) /λ , (4) 

here λ is the mass accretion rate of the halo and the accretion
istory of each cluster is assumed as the functional form proposed
y Wechsler et al. ( 2002 ) or equi v alently 

 200 ( z form 

) = M 

z= 0 
200 exp ( −λ z ) . (5) 

The other dynamical relaxation indicators are the virial ratio ( η),
he centre-of-mass offset ( � r ), and the fraction of mass in subhaloes
 f s ; see Cui et al. 2018 ). In brief, η relies on the kinetic, potential
nergy and surface pressure to determine the dynamical state of a
luster (Cui et al. 2017 ), � r on the deviation of the centre of mass
ith respect to the maximum density peak of the halo, and f s on the

raction of mass in subhaloes. These three indicators were measured
ithin the radius r 200 . In addition, we considered an extra indicator

hat combines the three indicators just mentioned (see also Haggar
t al. 2020 ; De Luca et al. 2021 , and further details in Section 6 )
ormally expressed as 

DS = 

[ ( | 1 −η| 
0 . 15 

)2 + 

(
� r 

0 . 04 

)2 + 

(
f s 
0 . 1 

)2 

3 

] − 1 
2 

. (6) 

.4 Fundamental Plane parameters of the CLASH sample 

sing high-quality gravitational-lensing data available for the
LASH sample, Umetsu et al. ( 2016 ) reconstructed binned sur-

ace mass density profiles for 16 X-ray-selected and four high-
agnification CLASH clusters. Their lensing analysis combines
ide-field shear and magnification weak-lensing constraints primar-

ly from the Subaru telescope (Umetsu et al. 2014 ) and small-scale
eak and strong lensing constraints from the Hubble Space Telescope

Zitrin et al. 2015 ). All individual mass profiles were subsequently
tted to a projected NFW profile within 2 h 

−1 Mpc using the full
ovariance matrix (see Umetsu et al. 2016 ; Umetsu 2020 ). The
NRAS 512, 1214–1233 (2022) 
FW characteristic parameters r s and M s were determined from
he posterior distributions of the NFW parameters M 200 and c 200 (for
urther details, see Umetsu et al. 2016 ). It should be noted that the
 s and M s parameters for The Three Hundred project are obtained
rom a three-dimensional analysis, whereas the NFW parameters for
he CLASH clusters were derived from the projected lensing profiles
ssuming a spherical NFW halo. The effect of scatter due to triaxial
alo shapes was properly accounted for in the covariance matrix for
ach individual cluster (Umetsu et al. 2016 ). On the other hand, as
iscussed earlier (see Section 2.2 ), the CLASH sample should not be
ffected by orientation bias, so that the NFW parameters estimated
or the CLASH sample are not expected to be significantly affected
y the projection effects. 
All CLASH clusters have observations from the Chandra X-ray

bservatory and derived X-ray properties (Postman et al. 2012 ;
onahue et al. 2014 ). In particular, the X-ray temperatures presented

n Postman et al. ( 2012 ) were obtained using core-excised Chandra
pectra within a uniform radial range extending from 50 h 

−1 to
00 h 

−1 kpc. The X-ray temperatures obtained in this way are
naffected by the presence of a cool core (see e.g. Markevitch 1998 ).
or the cosmological parameters used in The Three Hundred project,

his radial range corresponds to 73.75 and 737.5 kpc, respectively. 

.5 Determination of the Fundamental Plane of clusters 

he CFP is expressed by an equation of the form T ∝ M 

α
s r 

β
s , where

he coefficients α and β are tightly connected to the properties of
he dark-halo structure. Therefore, α and β are the most rele v ant
arameters in this w ork. In f act, their values can be predicted
or different theoretical scenarios and/or under certain assumptions
bout the relaxation/thermalization processes. For instance, in case
f simplified virial equilibrium, we expect values of α = 1 and
= −1, while the similarity solution for a secondary infall model

Bertschinger 1985 ; Fujita et al. 2018a , b ) implies α = 1.5 and β =
2. To facilitate our analysis and interpretation, we characterize the
FP in the following form: 

log 10 

(
T 

T 0 

)
= α log 10 

(
M s 

M s , 0 

)
+ β log 10 

(
r s 

r s , 0 

)
+ δ , (7) 

here M s, 0 , r s, 0 , and T 0 are respectively the median values of the
haracteristic scale mass, radius, and temperature (mass-weighted,
pectroscopic-like, or X-ray temperature) of the clusters employed
o fit the CFP. As a reference, these median values correspond
o M s , 0 = 2 . 03 × 10 14 h 

−1 M �, r s , 0 = 424 h 

−1 kpc, and T 0 = 5.0–
.7 keV (depending on the temperature definition and radial range)
or The Three Hundred project clusters (see also Section 4 ); whereas
or the CLASH clusters these are M s , 0 = 2 . 98 × 10 14 h 

−1 M �, r s , 0 =
07 h 

−1 kpc, and T X, 0 = 7.8 keV (see also Section 7 ). In equation ( 7 ),
here is another parameter denoted as δ, which is the normalization
f the CFP. When δ = 0, the plane is centred at the sample median
alues ( M s, 0 , r s, 0 , and T 0 ). We note that both α and β are not affected
y the choices of T 0 , M s, 0 , and r s, 0 , only the normalization δ shifts
ccordingly. 

One of the goals of this work is to determine the α and β parameters
hat characterize the CFP (equation 7 ) in the most reliable way. To
his end, we have explored several methods to perform fitting of the
FP, such as the χ2 -minimization method, the principal component
nalysis (PCA), the two-dimensional least-squares minimization, and
he MINDISQ. The main difference among them is the choice of
he parameter or reference quantity used to minimize and find the
est-fitting plane. We examined in detail the results obtained from
he four fitting methods to conclude that the most reliable method
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Table 2. Best-fitting parameters ( α, β, and δ) and thickness ( σ d in dex units) of the Fundamental Plane 
defined in the (log 10 r s , log 10 M s , and log 10 T ) space obtained for a sample of 245 simulated galaxy clusters 
at z = 0 (see equation 7 ) from The Three Hundred project with σ fit ≤ 2. The results are shown separately 
for the mass-weighted and spectroscopic-like temperatures ( T mw and T sl , respectively) computed within a 
radial range of 500 h −1 kpc, r 500 , and r 200 (see further details in the text). All results were obtained by setting 
M s , 0 = 2 . 03 × 10 14 h −1 M � and r s , 0 = 424 h −1 kpc. For each quantity, the lower and upper errors enclose the 
1 σ uncertainty range. 

α β δ σ d T 0 
(dex) (keV) 

T mw (500 h −1 kpc ) 1 . 10 + 0 . 04 
−0 . 03 −1 . 22 + 0 . 05 

−0 . 05 0 . 001 + 0 . 003 
−0 . 003 0.021 6.66 

T mw ( r 500 ) 0 . 99 + 0 . 02 
−0 . 02 −1 . 09 + 0 . 03 

−0 . 03 −0 . 001 + 0 . 002 
−0 . 002 0.015 5.62 

T mw ( r 200 ) 0 . 96 + 0 . 02 
−0 . 02 −1 . 02 + 0 . 03 

−0 . 03 −0 . 001 + 0 . 002 
−0 . 002 0.015 5.05 

T sl (500 h −1 kpc ) 1 . 22 + 0 . 06 
−0 . 05 −1 . 50 + 0 . 08 

−0 . 09 −0 . 007 + 0 . 004 
−0 . 004 0.030 6.26 

T sl ( r 500 ) 1 . 10 + 0 . 04 
−0 . 03 −1 . 36 + 0 . 05 

−0 . 05 −0 . 003 + 0 . 003 
−0 . 003 0.018 5.54 

T sl ( r 200 ) 1 . 12 + 0 . 04 
−0 . 03 −1 . 43 + 0 . 04 

−0 . 05 −0 . 006 + 0 . 003 
−0 . 003 0.020 5.32 

T sl (500 h −1 kpc ) > 5 keV 1 . 27 + 0 . 07 
−0 . 06 −1 . 45 + 0 . 07 

−0 . 08 −0 . 012 + 0 . 004 
−0 . 004 0.026 6.63 

Number = 245 M s , 0 = 2 . 03 × 10 14 h −1 M � r s , 0 = 424 h −1 kpc 
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or this study is the MINDISQ method. For this method, the CFP
orresponds to the plane that minimizes the total sum of squared 
istances to the distribution of points, δs 2 : = 

∑ 

i d 
2 
i , where | d i | is

he distance of each cluster to the CFP and d i is expressed as 

 i = 

α log 10 M i, s + β log 10 r i, s − log 10 T i + δ√ 

α2 + β2 + 1 
. (8) 

y construction, this method provides the lowest dispersion or 
hickness ( σ d ) of the distribution of points around the resulting
lane, which we define as half of the difference between the 84 th 

nd 16 th percentiles of the distribution of d i values (distances to the
est-fitting CFP). We note that points abo v e (below) the CFP yield
ositiv e (ne gativ e) d i values. 
Using the MINDISQ method, we compute the CFP of the simu-

ated clusters from The Three Hundred project (Section 4 ), as well
s of the real clusters from CLASH (Section 7 ) to compare these
esults. It is worth mentioning that the α and β values obtained 
ia the MINDISQ method are found to be quite similar to the results
sing PCA techniques. The main difference between the two methods 
s that PCA assumes that the plane is centred on the point ( M s, 0 , r s, 0 ,
 0 ), which acts as a pivot point. This is not the case for the MINDISQ
ethod because of the additional degree of freedom, δ, which in turn
 v oids the possibility that α and β are affected by the particular
hoice of T 0 , M s, 0 , and r s, 0 . For this reason and to be consistent
ith the CFP coefficients obtained for The Three Hundred project 

lusters, our CFP analysis of the CLASH sample is performed using
he MINDISQ method in this work. 

In addition, we explored the uncertainties of the CFP parameters, 
s well as their correlations. For The Three Hundred project sample, 
e performed a bootstrapping analysis. In particular, we built 10 4 

ootstrap samples composed of 245 clusters by using sampling with 
eplacement from the simulated clusters with σ fit ≤ 2. For each 
f the bootstrap samples, we obtained a set of α, β, and δ values
y the MINDISQ method. The uncertainties and correlations of the 
arameters are obtained by the three sets of 10 4 values. On the other
and, to estimate the uncertainties on the CFP parameters for the 
LASH sample, we used the marginalized posterior distributions of 
 s and r s obtained by Umetsu et al. ( 2016 ; 10 4 steps) and assumed

ncorrelated Gaussian errors for the X-ray temperature obtained from 

handra (Postman et al. 2012 ). 
s
 F U N DA M E N TA L  PLANE  IN  T H E  T H R E E  

U N D R E D  PROJECT  AT  z = 0  

e selected clusters at z = 0 from The Three Hundred project ac-
ording to the goodness of fit of the NFW model, σ fit ≤ 2, resulting in
 sample composed of 245 clusters. The sample spans characteristic 
alo masses of M s ∈ [0 . 14 , 7 . 05] × 10 14 h 

−1 M � and characteristic
cale radii of r s ∈ [149 , 1003] × h 

−1 kpc, whose median values
re M s , 0 = 2 . 03 × 10 14 h 

−1 M � and r s , 0 = 424 h 

−1 kpc, respectively.
epending on the definition of the weighted temperature, as well 

s the region in which this temperature is computed, the gas
emperatures of the sample vary within the range T ∈ [1.1, 15.2] keV
the minimum value refers to the spectroscopic-like temperature 
ithin r 200 and the maximum to the mass-weighted temperature 
ithin r < 500 h 

−1 kpc). In this sense, the median gas temperature
anges from 5.0 to 6.7 keV and gas temperatures in inner regions
 r < 500 h 

−1 kpc) exhibit higher values than those within r 500 and
 200 (the temperature median values in Table 2 ). 

In Table 2 , we illustrate the results for all gas temperature defi-
itions for The Three Hundred project obtained with the MINDISQ 

ethod. The first conclusion from the MINDISQ analysis (also 
btained for the other methods explored in this work) is that the
lusters from The Three Hundred project lie on a thin plane, as
hown in Fig. 2 . Secondly, the dispersion or thickness of this plane
epends on the gas temperature definition and it spans a range of
alues of σ d ∈ [0.015, 0.030] dex (average thickness of 0.02 dex;
ee Fig. 2 and Table 2 ). The thickness is systematically lower for the
ass-weighted gas temperature than for the spectroscopic-like one. 
hirdly, the values of α, β, and δ that define the CFP (see equation 7 )
lso vary according to the gas temperature definition employed. 

Regarding the best-fitting values of α and β, it should be noted
hat for all temperature definitions in The Three Hundred project, 
e find 1 < α < 1.5 and −2 < β < −1, that is, halfway between

he expectation for simplified virial equilibrium and the similarity 
olution for a secondary infall model. In fact, the case for the
ass-weighted temperature within r 200 [ T mw ( r 200 ), see Table 2 ] is

ully compatible with the simplified virial expectation within a 1 σ
ncertainty level. In general, we find that The Three Hundred project
esults for the mass-weighted temperature are closer to the virial 
xpectation, while the results for the spectroscopic-like temperature 
ho w intermediate v alues between the virial expectation and the
imilarity solution. 
MNRAS 512, 1214–1233 (2022) 
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M

Figure 2. Distribution of 245 simulated galaxy clusters at z = 0 from The Three Hundred project with σ fit ≤ 2 across the Fundamental Plane defined in the 
(log 10 M s , log 10 r s , and log 10 T ) space where M s , 0 = 2 . 03 × 10 14 h −1 M �, r s , 0 = 424 h −1 kpc, and T 0 = 5.05 keV. All clusters are colour-coded according 
to their mass-weighted temperatures (log 10 T / T 0 ) measured in the radial range [0.1, 1.0] × r 200 . Left-hand panel: Best-fitting plane (grey) obtained with the 
MINDISQ method (further details in the text). Right-hand panel: Same as left-hand panel, but from a dif ferent vie wing angle to illustrate the low dispersion of 
the clusters with respect to the best-fitting plane. 
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Figure 3. Constraints on the parameters ( α, β, and δ) defining the Fun- 
damental Plane (see equation 7 ) of galaxy clusters at z = 0 from The 
Three Hundred project obtained using mass-weighted temperatures within 
r 200 . Green solid, dashed, and dotted lines illustrate the confidence levels of 
68, 95, and 99.7 per cent of probability , respectively . Dashed yellow lines 
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There is evidence of systematic trends between ( α, β) and the
emperature definition used to define the CFP (Table 2 ). First, the

and β values are similar in the cases of T ( r 500 ) and T ( r 200 ), in
hich the temperatures were measured within apertures that are
uch larger than the halo scale radius, r s . For T (500 h 

−1 kpc ) where
as temperatures were measured within a fixed aperture that is close
o the median value of r s , the resulting CFP deviates the most from the
irial expectation and shifts towards the similarity solution. Second,
he CFPs obtained with T sl exhibit systematically higher (lower)
alues of α ( β) compared to those obtained with T mw computed
ithin the same radial range. As a result, the CFPs with T sl tend to
e more shifted towards the similarity solution than those with T mw .
ince the spectroscopic-like temperature is more sensitive to the

nner ICM region than the mass-weighted one, both trends indicate
hat the systematic deviations from the virial expectation are likely
aused by the inner temperature distribution ( r � r s ). We note that α
nd β are anticorrelated, whereas δ appears to be uncorrelated with
espect to the other two parameters (Fig. 3 ). 

We also derive a CFP for clusters with spectroscopic-like temper-
tures of T sl (500 h 

−1 kpc ) > 5 keV , mimicking the CLASH X-ray
election (see Table 2 and Fig. 1 ). There are 201 clusters in The Three
undred project with T sl (500 h 

−1 kpc ) > 5 keV and σ fit ≤ 2. We
nd that the α and β values mildly change with respect to the ones
btained for the full sample in the same region, reaching a similar
onclusion. 

 T H E  F U N DA M E N TA L  PLANE  O F  CLUSTE RS  

T  DIFFERENT  REDSHIFT  

he redshift evolution of the CFP is explored using clusters from The
hree Hundred project. For this aim, we use our set of characteristic
arameters and gas temperatures for the simulated clusters at higher
edshifts in the simulation ( z = 0.07, 0.22, 0.33, 0.59, and 0.99). As
n previous sections, the CFP at each redshift is determined using the

INDISQ method and only using those clusters that were properly
tted by an NFW profile (i.e. σ fit ≤ 2). As a result, the number of
NRAS 512, 1214–1233 (2022) 
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Table 3. Redshift-dependent coefficients of the Fundamental Plane, α( z) = 

α0 (1 + z ) α1 and β( z ) = β0 (1 + z) β1 , for The Three Hundred project galaxy 
clusters. 

α1 α0 β1 β0 

T mw (500 h −1 kpc ) −0 . 11 + 0 . 04 
−0 . 04 1 . 15 + 0 . 02 

−0 . 02 −0 . 14 + 0 . 06 
−0 . 05 −1 . 30 + 0 . 03 

−0 . 03 

T mw ( r 500 ) −0 . 17 + 0 . 04 
−0 . 04 1 . 05 + 0 . 02 

−0 . 02 −0 . 19 + 0 . 05 
−0 . 05 −1 . 19 + 0 . 03 

−0 . 03 

T mw ( r 200 ) −0 . 13 + 0 . 04 
−0 . 04 1 . 01 + 0 . 02 

−0 . 02 −0 . 16 + 0 . 06 
−0 . 06 −1 . 12 + 0 . 03 

−0 . 03 

T sl (500 h −1 kpc ) −0 . 26 + 0 . 05 
−0 . 06 1 . 22 + 0 . 03 

−0 . 03 −0 . 24 + 0 . 07 
−0 . 07 −1 . 47 + 0 . 04 

−0 . 05 

T sl ( r 500 ) −0 . 34 + 0 . 05 
−0 . 05 1 . 19 + 0 . 03 

−0 . 03 −0 . 39 + 0 . 06 
−0 . 07 −1 . 50 + 0 . 04 

−0 . 04 

T sl ( r 200 ) −0 . 35 + 0 . 05 
−0 . 05 1 . 23 + 0 . 03 

−0 . 02 −0 . 40 + 0 . 06 
−0 . 06 −1 . 56 + 0 . 04 

−0 . 04 
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lusters used to determine the CFP at each redshift can vary: at z =
.99, there are 280 clusters, then the number of objects decreases 
own to 231 for z = 0.07. For each redshift, the uncertainties and
orrelations of the α, β, and δ parameters were determined using 10 4 

ootstrap samples. 
As summarized in Table A1 (see Appendix A ), the best-fitting
and β parameters defining the CFP span the ranges of 0.9 < α

 1.3 and −1.6 < β < −1 at z < 1. As found for the CFP at
 = 0 (Section 4 ), the best-fitting values of α and β depend on
he gas temperature definition (mass-weighted and spectroscopic- 
ike) and on their radial ranges (see Table A1 in Appendix A ). The
bsolute values of α and β are slightly larger for the spectroscopic- 
ike temperature with respect to the mass-weighted one. This is 
specially true for the outer regions ( r 500 and r 200 ) compared to
hat obtained for the radial range of 500 h 

−1 kpc. We notice that
or the mass-weighted temperature inside r 200 , T mw ( r 200 ), the CFP is
ery close to the virial expectation ( α = 1 and β = −1). Ho we ver,
e stress again that T mw ( r 200 ) is measured within an aperture that

s much larger than the halo scale radius r s (see the distribution of
 200 = r 200 / r s in the right-hand panel of Fig. 1 ). 

Regarding the CFP thickness, we find that there are subtle 
ifferences between the mass-weighted and the spectroscopic-like 
emperatures, where σ d tends to be marginally higher (of the order 
f ∼10 per cent) for the latter. 
To quantify the evolution of the CFP with redshift, we assume 

hat α and β are redshift-dependent parameters. Specifically, we 
arametrize the redshift evolution of the CFP parameters as follows: 
( z) = α0 (1 + z) α1 and β( z) = β0 (1 + z) β1 . As a consequence,
1 = β1 = 0 implies no evolution of the CFP. To determine the
ncertainties of the parameters, we performed this fit on the bootstrap 
amples, obtaining 10 4 sets of ( α0 , α1 , β0 , β1 ) values for each of the
emperatures and radial ranges (see Table 3 ). 

According to The Three Hundred project simulations, there are 
ints for an evolution of α and β since z ∼ 1 (see Table 3 and Fig. 4 ).
pecifically, our results point out that the CFP may gradually change 
ith redshift and this trend is consistent for all temperature definitions

nd radial ranges probed. Using the mass-weighted temperature, the 
volution of the two parameters, α and β, is mild with a maximum
f 15 per cent between z = 1 and z = 0, while in the same temporal
ange they vary with a maximum of 25 per cent for the spectroscopic-
ike temperature. It is noteworthy that based on The Three Hundred 
roject simulations, we would expect that clusters form a CFP similar
o the virial expectation at z = 1, which evolves into a CFP that is
alfway between the virial expectation and the similarity solution for 
 secondary infall model. In general, all cases exhibit α and β closer 
o the virial expectation ( α = 1 and β = −1) at higher redshifts.
otice that at all times, the scatter around the CFP remains very low
nd constant, implying that the CFP remains well defined throughout 
he evolution of the cluster population. 

 DY NA M I C A L  R E L A X AT I O N  

uring the growth history of individual haloes, the structural param- 
ters of the NFW profile can be affected by the accretion of matter
rom their surroundings. The characteristic parameters r s and M s of 
ndividual clusters may thus change during its assembly. Then, the 
FP may well be different between relaxed and unrelaxed clusters. 
ere, we investigate whether the CFP depends on the dynamical 

elaxation state of galaxy clusters (see Sections 4 and 5 ) using The
hree Hundred project clusters. 
For this purpose, we use the relaxation parameters defined in Cui

t al. ( 2018 ): the virial ratio η, the centre-of-mass offset � r , and the
raction of mass f s (see Section 3.3 for their definitions). Following
ui et al. ( 2018 ), we assume that a cluster is dynamically relaxed
hen it satisfies that 0.85 < η < 1.15, � r < 0.4, and f s < 0.1. We
ote that these limiting values are defined inside r 200 . To facilitate
he simultaneous use of these three indicators, we combine them to
efine a new indicator or relaxation coefficient χDS (see equation 6 ),
hich is higher than unity for relaxed clusters. 
We find that, o v erall, 37 per cent of the sample is dynamically

elaxed ( χDS ≥ 1; see the bottom-right panel of Fig. 5 ). Although
he fraction of relaxed and unrelaxed clusters changes according 
o the relaxation criteria employed and on the halo mass as shown
n Cui et al. ( 2018 ), the sample contains more unrelaxed clusters
han relaxed ones. The fraction of relaxed clusters increases with 
ecreasing halo mass (see also Table 4 in Cui et al. 2018 ). 
MNRAS 512, 1214–1233 (2022) 
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M

Figure 5. Distributions of the four dynamical relaxation indicators of The 
Three Hundred project clusters at z = 0. Upper panels: Virial ratio ( η) and 
centre-of-mass of fset ( � r ). Lo wer panels: Fraction of mass in subhaloes ( f s ) 
and the combination of the three parameters ( χDS , see equation 6 ). The dashed 
lines show the threshold values for classification as ‘relaxed’ objects. 

Table 4. Same as Table 3 , but for the relaxed ( χDS ≥ 1, upper panel) and 
unrelaxed ( χDS ≤ 2/3, lower panel) subsamples. 

χDS ≥ 1 α1 α0 β1 β0 

T mw (500 h −1 kpc ) −0 . 08 + 0 . 05 
−0 . 06 1 . 15 + 0 . 03 

−0 . 02 −0 . 25 + 0 . 10 
−0 . 10 −1 . 29 + 0 . 05 

−0 . 06 

T mw ( r 500 ) −0 . 18 + 0 . 05 
−0 . 06 1 . 08 + 0 . 03 

−0 . 03 −0 . 34 + 0 . 10 
−0 . 11 −1 . 24 + 0 . 05 

−0 . 06 

T mw ( r 200 ) −0 . 20 + 0 . 05 
−0 . 05 1 . 05 + 0 . 03 

−0 . 02 −0 . 41 + 0 . 10 
−0 . 10 −1 . 18 + 0 . 05 

−0 . 05 

T sl (500 h −1 kpc ) −0 . 07 + 0 . 08 
−0 . 09 1 . 13 + 0 . 05 

−0 . 03 0 . 01 + 0 . 13 
−0 . 14 −1 . 26 + 0 . 07 

−0 . 08 

T sl ( r 500 ) −0 . 14 + 0 . 07 
−0 . 08 1 . 11 + 0 . 04 

−0 . 03 −0 . 20 + 0 . 11 
−0 . 12 −1 . 31 + 0 . 06 

−0 . 07 

T sl ( r 200 ) −0 . 20 + 0 . 07 
−0 . 08 1 . 14 + 0 . 05 

−0 . 03 −0 . 33 + 0 . 11 
−0 . 12 −1 . 40 + 0 . 07 

−0 . 08 

χDS ≤ 2/3 α1 α0 β1 β0 

T mw (500 h −1 kpc ) −0 . 14 + 0 . 11 
−0 . 12 1 . 18 + 0 . 07 

−0 . 06 −0 . 17 + 0 . 15 
−0 . 15 −1 . 40 + 0 . 09 

−0 . 10 

T mw ( r 500 ) −0 . 15 + 0 . 09 
−0 . 09 1 . 05 + 0 . 05 

−0 . 04 −0 . 16 + 0 . 12 
−0 . 12 −1 . 22 + 0 . 06 

−0 . 07 

T mw ( r 200 ) −0 . 03 + 0 . 11 
−0 . 11 0 . 98 + 0 . 05 

−0 . 05 −0 . 06 + 0 . 16 
−0 . 16 −1 . 11 + 0 . 08 

−0 . 08 

T sl (500 h −1 kpc ) −0 . 35 + 0 . 11 
−0 . 11 1 . 28 + 0 . 07 

−0 . 07 −0 . 31 + 0 . 14 
−0 . 14 −1 . 58 + 0 . 10 

−0 . 11 

T sl ( r 500 ) −0 . 33 + 0 . 10 
−0 . 10 1 . 18 + 0 . 06 

−0 . 05 −0 . 35 + 0 . 13 
−0 . 13 −1 . 51 + 0 . 08 

−0 . 09 

T sl ( r 200 ) −0 . 40 + 0 . 10 
−0 . 10 1 . 26 + 0 . 07 

−0 . 06 −0 . 40 + 0 . 12 
−0 . 13 −1 . 59 + 0 . 09 

−0 . 10 
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We find that relaxed and unrelaxed clusters at z = 0 (see Fig. 6 )
ie in well-defined regions of the CFP. Unrelaxed clusters exhibit, on
verage, higher values of r s and M s , whereas relaxed clusters typically
ave lower values of r s and M s , populating the opposite ‘side’ of
he CFP. Ho we ver, we do not find that The Three Hundred project
lusters preferentially lie in a certain range of gas temperatures
ccording to the degree of dynamical relaxation. These indicate that
he CFP depends on the degree of dynamical relaxation of clusters,
hich should be explored in more detail. To this end, we split our

ample of clusters into two subsamples according to the relaxation
oefficient χDS . Hereafter, those clusters with χDS ≥ 1 are referred as
elaxed systems, while those with χDS ≤ 2/3 are referred as unrelaxed
ystems. 
NRAS 512, 1214–1233 (2022) 
.1 The CFP of relaxed and unrelaxed clusters at z = 0 

n our sample of 245 clusters at z = 0, there are 90 clusters with χDS 

1. We repeat the analysis of CFP fitting using only relaxed clusters
hat are properly fitted by an NFW profile (i.e. σ fit ≤ 2). The results
re summarized in Table A2 in Appendix A . We find that the CFP
f relaxed clusters is closer to the expectation of simplified virial
quilibrium ( α = 1 and β = −1), compared to the CFP obtained for
he full sample (Section 4 ). This result is independent of the definition
f weighted gas temperature and the radial ranged employed. In
articular, the CFP parameters obtained using the mass-weighted
emperature are compatible with α = 1 and β = −1, even for the
adial range of 500 h 

−1 kpc. For the spectroscopic-like temperature,
e also find the same systematic differences with respect to the

esults obtained for the full sample (Section 4 ). The α parameter is
ypically smaller by ∼0.06 ± 0.03 than for the full sample, while
he β parameter is larger (less ne gativ e) by ∼0.15 ± 0.04 than for
he full sample (see Tables 2 and A2 ). The thickness of the CFP of
elaxed clusters is also systematically smaller than obtained for the
ull sample by down to 0.005 dex (see Table A2 in Appendix A ). 

Regarding the unrelaxed subsample, there are 87 clusters with χDS 

2/3 at z = 0. The trends in the changes in α and β are opposite
o those for the relaxed subsample (see Table A2 in Appendix A ).
v erall, e xcept for the mass-weighted temperatures within r 500 and
 200 , α slightly increases by 0.10 ± 0.05, while β decreases by
.15 ± 0.05. It is remarkable that for the mass-weighted temperatures
ithin r 500 and r 200 , α and β are close to virial expectations. 
We find that β is the CFP parameter most sensitive to the

elaxation classification (see Table A2 in Appendix A ). The CFP
f unrelaxed clusters is halfway between the virial expectation and
he similarity solution. It should be noted that for the spectroscopic-
ike temperature with the 500 h 

−1 kpc radial range, the α and β
alues are close to the similarity solution ( α = 1.5 and β = −2).
s expected, the thickness of the CFP for the unrelaxed subsample

s slightly larger than obtained for the full sample and the relaxed
ubsample. Hence, although clusters systematically mo v e across the
log M s , log r s , log T ) space during their evolution, the mass growth
f clusters can slightly tilt the CFP and increase the dispersion of
his plane. 

.2 Redshift evolution of the CFP for relaxed and unrelaxed 

lusters 

ere, we explore the evolution of the CFP with redshift for relaxed
nd unrelaxed clusters separately. To this end, we use The Three
undred project clusters identified at different epochs (Section 5 ) and

t each redshift we split them into relaxed and unrelaxed subsamples
ccording to our relaxation criteria ( χDS ≥ 1 and χDS ≤ 2/3,
especti vely). Specifically, we deri ve the CFP for each subsample
t z = 0.07, 0.22, 0.33, 0.59, and 0.99. We note that the relaxation
arameter χDS for each individual cluster is recomputed within r 200 

t each redshift, so that some clusters identified as relaxed at z = 0
ay be identified as unrelaxed at higher redshifts, and vice versa. As

n Section 5 , the redshift evolution of the CFP parameters α( z) and
( z) is parametrized as α( z) = α0 (1 + z) α1 and β( z) = β0 (1 + z) β1 .
There are more (fewer) relaxed (unrelaxed) clusters at z = 0 than at

 = 1, all selected to have σ fit ≤ 2. We find that the redshift evolution
f α and β for the relaxed subsample is milder than for the unrelaxed
ubsample (see Fig. 7 and Table 4 ). Moreo v er, the CFP parameters α
nd β for the relaxed subsample are closer to the virial expectation
t all redshifts probed. On the other hand, the unrelaxed subsample
xhibits a stronger evolution for the spectroscopic-like temperature
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Figure 6. Distribution of the dynamical relaxation parameter χDS (see equation 6 ) in three projections of the (log 10 M s , log 10 r s , and log 10 T ) space for The 
Three Hundred project clusters at z = 0. Redder (bluer) colours correspond to relaxed (unrelaxed) clusters. 

Figure 7. Same as Fig. 4 , but for relaxed and unrelaxed clusters (left- and right-hand panels, respectively). 
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ase. The CFP at z ∼ 1 is close to the virial expectation as found in
ection 5 . Ho we ver, the absolute v alues of α and β for the unrelaxed
ubsample increase progressively towards lower redshifts (see the 
ight-hand panel of Fig. 7 ), coming closer to the similarity solution
or a secondary infall model. Our results thus suggest that relaxed and
nrelaxed clusters qualitati vely e volve in a similar manner (growing 
and decreasing β towards z = 0), but with different amplitude. 

.3 Dependence of the CFP on the formation redshift 

he formation redshift of clusters z form 

, defined as the time when the
ass reaches half of the value at z = 0 [ M 200 ( z form 

) = 0.5 M 200 ( z =
)], is linked to their mass assembly history and dynamical relaxation 
tate. Clusters formed earlier have had more time to relax and have
ikely already transitioned from the fast to slow accretion phase, 
hen the halo growth mostly occurs in their outskirts and r s remains
pproximately constant. Mostoghiu et al. ( 2019 ) found that relaxed
nd unrelaxed clusters at z = 0 from The Three Hundred project
ave different distributions of z form 

. On av erage, relax ed clusters at
 = 0 have higher z form 

compared to unrelaxed clusters. Using The
hree Hundred project clusters at z = 0 selected to have σ fit ≤ 2,
e explore the CFP in three bins of formation redshift: z form 

< 0.4,
.4 ≤ z form 

< 0.6, and z form 

≥ 0.6. The results are summarized in
able A3 in Appendix A . 
Clusters that formed earlier, z form 

≥ 0.6, and thus those that are
ikely in the slow accretion phase, form a CFP at z = 0 that is
eviated from the similarity solution for a secondary infall model (see 
able A3 in Appendix A ). This conclusion applies to all temperature
efinitions and radial ranges explored in this work. In particular, 
he results obtained for the z form 

≥ 0.6 subsample using the mass-
MNRAS 512, 1214–1233 (2022) 
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eighted temperature are fairly consistent with the expectation for
implified virial equilibrium ( α = 1 and β = −1). It should be
oted that we find qualitatively similar results for relaxed clusters
see Table A2 in Appendix A ). This is not surprising, since clusters
lassified as relaxed ( χDS ≥ 1) exhibit typical formation redshifts
f z form 

> 0.4, although there are some unrelaxed clusters ( χDS ≤
/3) with z form 

≥ 0.6 and some relaxed clusters ( χDS ≥ 1) with z form 

 0.6. The CFP parameters obtained with the spectroscopic-like
emperature are slightly closer to the similarity solution compared to
hose with the mass-weighted temperature. 

On the other hand, the CFP parameters obtained for recently
ormed clusters with z form 

< 0.4 ( α ∼ 1.25 and β ∼ −1.5; see
able A3 ) lie halfway between the simplified virial expectation
nd the similarity solution. In particular, the results obtained with
 sl (500 h 

−1 kpc ) are compatible with the similarity solution. These
ndings are in line with the results for the subsample of unrelaxed
lusters ( χDS ≤ 2/3). This is a natural consequence of the fact that
ll The Three Hundred project clusters with z form 

< 0.4 have χDS <

 (see also Table A2 in Appendix A ). 
For the subsample of intermediate- z form 

clusters with 0.4 ≤ z form 

 0.6, we find CFP parameters that are consistent with the z form 

0.6 subsample within the 1 σ uncertainty level (see Table A3 in
ppendix A ). This suggests that the dependence of the CFP on the

ormation epoch only comes into play for the most recently formed
lusters with z form 

< 0.4, or equi v alently, those clusters formed o v er
he last ∼4 Gyr. 

Consequently, there are hints pointing out that the CFP of recently
ormed clusters differs from that of clusters assembled at higher red-
hift. This conclusion holds irrespective of the definition and radial
ange of weighted temperature, at a significance level higher than
 σ in all cases. The typical differences between the CFP parameters
f clusters with z form 

< 0.4 and z form 

≥ 0.6 are approximately �α

0.21 ± 0.03 and �β ∼ −0.26 ± 0.05. The largest discrepancy
etween these two subsamples is found when the CFP is defined using
he innermost region of clusters (i.e. r ≤ 500 h 

−1 kpc) to compute the
eighted temperature, where the differences in the CFP parameters

re of the order of �α ∼ 0.45 ± 0.12 and �β ∼ −0.53 ± 0.18.
oreo v er, the CFP thickness of z form 

< 0.4 clusters is larger than for
lusters formed at higher redshift. This reflects that recently formed
lusters tend to have disturbed internal structures, which increases
he dispersion of the CFP. 

 F U N DA M E N TA L  PLANE  O F  CLASH  

L USTERS  

aking use of the CLASH data sets, we have also explored the
undamental Plane obtained from observations. In this study, we
e-analysed the 20 CLASH clusters of Fujita et al. ( 2018a , b ) by
dopting the methodology described in Section 3 . For the CLASH
ample, we used X-ray temperatures measured in the radial range
0–500 h 

−1 kpc (see Section 2.2 ). 
We find that the CLASH sample lies on a plane in logarithmic

pace defined by ( M s , r s , and T X ), as previously found by Fujita et al.
 2018a ). The best-fitting parameters of α, β, and δ obtained with

INDISQ (shown in Table 5 and Fig. 8 ) provide the CFP with the
owest dispersion ( σ d = 0.037 dex) and these results are compatible
ith those obtained by Fujita et al. ( 2018a ): 

 X ∝ M 

1 . 93 + 0 . 81 
−0 . 57 

s r 
−2 . 57 + 0 . 83 

−1 . 14 
s ∼ M 

1 . 9 
s r −2 . 6 

s . (9) 

e find that the discrepancies between the Fundamental Planes
btained for clusters of The Three Hundred project and those from
NRAS 512, 1214–1233 (2022) 
LASH are mainly due to the clusters with the highest X-ray
emperatures. The rest of clusters lie on a shared region between
oth Fundamental Planes. 
In addition, we explore whether the Fundamental Plane can be

ffected by the inclusion of unrelaxed clusters, even though the sam-
le size is reduced. To this end, we remo v ed those clusters identified
s unrelaxed candidates in Postman et al. ( 2012 ; see Table 1 ). This
esults in a subsample of 13 CLASH clusters. For this ‘relaxed’
ubsample, we find that the resulting CFP is compatible with both the
irial expectation and the similarity solution within the increased un-
ertainty, as shown in Table 5 . Instead, if we exclude the four hottest
lusters with T X > 12 keV (RX J2248.7 −4431, RX J1347.5 −1145.
ACS J0717.5 + 3745l, and MACS J0647.7 + 7015), the CFP of the
LASH sample comes closer to the virial expectation, while the
ncertainties of the CFP parameters decrease (see Table 5 and right-
and panel in Fig. 8 ). Hence, the four hottest clusters appear to be
ystematically deviated from the plane defined by the rest of the
LASH sample. 
The CFP obtained for a relaxed sample of The Three Hundred

roject clusters ( χDS ≥ 1) can be compared to the CLASH sample
t a median redshift of z ∼ 0.35. Using the spectroscopic-like
emperature T sl (500 h 

−1 kpc ), the CFP parameters for the relaxed
imulated sample at z = 0.35 are obtained as α = 1.10 ± 0.02 and
= −1.26 ± 0.04 (see Section 6.2 and Table 4 ). This is in agreement
ith the CFP parameters ( α, β) obtained for a subsample of CLASH

lusters with T X lower than 12 keV (see Table 5 ), abo v e which
o simulated clusters are found. Two of the four hottest CLASH
lusters (MACS J0717.5 + 3745 and MACS J0647.7 + 7015) are high-
agnification-selected systems at z > 0.5, which often turn out to be

ynamically disturbed, highly massive ongoing mergers (Torri et al.
004 ; Meneghetti et al. 2010 , 2014 , 2020 ; Umetsu 2020 ). The other
wo (RX J2248.7 −4431 and RX J1347.5 −1145) are X-ray-selected
lusters that are classified as unrelaxed. The inclusion of the four
lusters with T X > 12 keV alters the CFP for CLASH, in such a way
hat the CFP becomes compatible with the similarity solution. Here
he main point is that these four clusters lie on the upper side of the
FP, so that they have a high contribution to determining the CFP

or CLASH. This result suggests the possibility that the inclusion of
lusters undergoing transient merger-induced boosts in temperature
Ricker & Sarazin 2001 ) can significantly affect the inference of the
FP parameters. 

 DI SCUSSI ON  

his section is devoted to a discussion of our findings from The
hree Hundred project simulations. In Sections 8.1 and 8.2 , we
xplore potential sources of systematic effects that could bias our
etermination of the CFP. In Section 8.3 , we analyse simulated cluster
ata in the published literature to derive their cluster Fundamental
lanes (CFP) and compare them with our results from The Three
undred project simulations. 

.1 Robustness of the NFW fitting pr ocedur e 

ere, we study systematic effects on the determination of the
haracteristic halo parameters r s and M s and their impact on the
esulting CFP. Specifically, we investigate how the CFP parameters
epend on the NFW fitting procedure using The Three Hundred
roject simulations. 
To study possible effects of the choice of the fitting range, we

epeat NFW fits using different radial ranges. For clusters at z =
, we refit the NFW formula to mass profiles M ( < r ) of individual
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Table 5. Best-fitting parameters ( α, β, and δ) and thickness ( σ d in dex units) of the Fundamental Plane (see equation 7 ) derived for the CLASH 

sample. The upper and lower errors enclose the 1 σ uncertainty range. The normalization parameters ( M s, 0 , r s, 0 , and T X, 0 ) are also included in the 
table for each case. 

Number α β δ σ d M s, 0 r s, 0 T X, 0 

(dex) (10 14 h −1 M �) ( h −1 kpc) (keV) 

CLASH 20 1 . 75 + 0 . 64 
−0 . 43 −2 . 34 + 0 . 64 

−0 . 95 0 . 078 + 0 . 030 
−0 . 024 0.037 2.96 407 7.75 

CLASH relaxed 13 1 . 82 + 0 . 86 
−0 . 64 −2 . 45 + 0 . 96 

−1 . 28 0 . 135 + 0 . 056 
−0 . 039 0.029 2.38 354 6.70 

CLASH ( T X < 12 keV) 16 0 . 99 + 0 . 56 
−0 . 33 −1 . 29 + 0 . 47 

−0 . 79 −0 . 009 + 0 . 017 
−0 . 021 0.032 2.54 399 7.40 

Figure 8. Constraints on the parameters defining the Fundamental Plane (see equation 7 ) of CLASH galaxy clusters. Green solid, dashed, and dotted lines 
illustrate the confidence levels of 68, 95, and 99.7 per cent of probability , respectively . Dashed blue lines show the 16 th , 50 th , and 84 th percentiles of the 
distributions of parameters obtained from the posterior distributions of the NFW parameters for all individual clusters. The orange and red star-shaped symbols, 
as well as orange and red dotted lines in the histograms, indicate the virial expectation and the similarity solution for a secondary infall model, respectively. 
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lusters in the radial range from 0.08 × r 100 to 2 h 

−1 Mpc. For clusters
t higher redshifts ( z = 0.07, 0.22, 0.33, 0.59, and 0.99), we perform
FW fits in the radial range from 0.1 × r 200 to 2 h 

−1 Mpc. 
We also repeat NFW fits using the density profile ρ( r ), instead

f the mass profile M ( < r ). We fit the NFW model (equation 1 ) to
ensity profiles of individual clusters to determine r s and M s in two
ifferent radial ranges, namely: [0.08, 1.0] × r 100 and from 0.08 ×
 100 to 2 h 

−1 Mpc for clusters at z = 0. For clusters at higher redshifts
 z = 0.07, 0.22, 0.33, 0.59, and 0.99), we perform NFW fits to density
rofiles in radial ranges of [0.1, 1.0] × r 200 and from 0.1 × r 200 to
 h 

−1 Mpc. 
With new sets of r s and M s , we have repeated our CFP analysis,

ocusing on the dependence of the CFP on different temperature 
efinitions, the redshift evolution of the CFP, and its dependence on 
he dynamical state of clusters. As a result, we find no evidence of
ignificant differences in the CFP parameters when using different 
FW fitting procedures for extracting the r s and M s parameters. 
herefore, our main conclusions remain unchanged. We only find 
ild discrepancies typically amounting to | �α| , | �β| � 0.1. 
.2 Robustness of the σ fit selection 

o study the CFP, we constructed a simulated cluster sample from
he Three Hundred project by selecting haloes according to the 
tting quality of the NFW profile, σ fit = χ2 /dof ≤ 2. This selection

s to remo v e from the analysis those clusters that are not properly
escribed by an NFW profile owing to the presence of strong
symmetries and massive substructures associated with mergers. It 
hould be noted that, ho we ver, cosmological N -body simulations of
 CDM reveal systematic deviations of quasi-equilibrium density 

rofiles of collisionless haloes from the self-similar NFW form (e.g. 
avarro et al. 2004 ; Merritt et al. 2006 ). These numerical studies

ound that the density profiles of CDM haloes are generally better
tted by a three-parameter Einasto profile, while both NFW and 
inasto profiles describe well the density profiles of cluster-scale 
aloes at low redshifts ( z < 1; Child et al. 2018 ), as found by cluster-
ensing observations (e.g. Umetsu et al. 2016 ). Although the NFW
ssumption is well justified for our CFP analysis of cluster-scale 
DM haloes at z < 1, we examine here the robustness of our findings
MNRAS 512, 1214–1233 (2022) 
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M

Figure 9. Best-fitting parameters describing the Fundamental Plane at z = 

0 (see equation 7 ) as a function of the σ fit threshold obtained for The 
Three Hundred project clusters using the mass-weighted temperature within 
500 h −1 kpc. From top to bottom: α, β, δ, and number of clusters included in 
the analysis. In each panel, the shaded area shows the 1 σ uncertainty range 
obtained by a bootstrapping technique. The dashed lines show the best-fitting 
parameters for σ fit ≤ 2. 
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s a function of the σ fit threshold using The Three Hundred project
imulations. 

To this end, we repeat our CFP analysis for about 80 values of the
fit threshold, ranging from 0.5 up to 12. About half of The Three
undred project clusters at z = 0 have σ fit values below 0.5, so that
 good fraction of our simulated clusters are properly fitted by an
FW profile. On the other hand, less than 15 per cent of the clusters
ave σ fit > 3, and less than 8 per cent present σ fit > 5. 
Overall, we find that the resulting CFP parameters ( α, β, and δ)

btained for all cases at z = 0 are independent of the σ fit threshold
nd consistent within the 1 σ uncertainty level, up to the σ fit threshold
f 6. Here, the relative change in the CFP parameters is below 3–
 per cent in all cases. This change in the parameters increases up to
 per cent, which corresponds to the selection threshold of σ fit ≤ 12
or the spectroscopic-like temperature within 500 h 

−1 kpc. In Fig. 9 ,
e show the CFP parameters α, β, and δ as a function of the σ fit 

hreshold. 
We have also performed this test for The Three Hundred project

lusters at z > 0, finding that the relative change in the CFP
arameters ( α, β, and δ) decreases with increasing redshift. At z =
.99, the change in the CFP parameters is negligible regardless of
NRAS 512, 1214–1233 (2022) 
he σ fit threshold, even when including all clusters independently of
he NFW fitting quality. 

Finally, we also checked the stability of our results against the
nclusion of clusters with extreme σ fit values, namely, those with σ fit 

0.05 and σ fit ≥ 2. We find that these are homogeneously distributed
cross the range of the parameters explored in The Three Hundred
roject and they do not preferentially populate particular regions of
he Fundamental Plane. We thus conclude that our simulation results
o not depend on the particular choice of the σ fit threshold. 

.3 Fundamental Planes from other cluster simulations 

he central gas properties in galaxy clusters and their connection
ith the dark-matter potential are sensitive to the effect of baryonic

eedback. Hence, different implementations of baryonic physics in
osmological cluster simulations, as well as different cluster selection
rocedures, may lead to different predictions of the CFP. In this
ubsection, we confront our findings with those obtained from the
diabatic MUSIC N -body/hydrodynamical simulations (Meneghetti
t al. 2014 , Section 8.3.1 ) and another set of simulation data including
on-gravitational feedback detailed in Rasia et al. ( 2015 ); Planelles
t al. ( 2017 , hereafter FB simulations; Section 8.3.2 ). It is of note
hat these simulations were also used to explore the CFP in Fujita
t al. ( 2018a ). 

.3.1 MUSIC simulations 

he MUSIC sample consists of resimulated haloes selected from the
ark-matter-only suit of MultiDark simulations ( 	M 

= 0.27, 	b =
.0469, 	� 

= 0 . 73, σ 8 = 0.82, n s = 0.95, and h = 0.7), whose haloes
re more massive than 10 15 h 

−1 M � at z = 0. For the high-resolution
esimulation of Lagrangian regions around haloes (a spherical
egion with radius of 6 h 

−1 Mpc at z = 0), the TREEPM + SFH
ADGET code (Springel 2005 ) was used, reaching a mass reso-

ution for dark matter and gas of m DM 

= 9 . 01 × 10 8 h 

−1 M � and
 gas = 1 . 9 × 10 8 h 

−1 M �, respectively. The MUSIC simulations do
ot include any non-gravitational effects, such as AGN and supernova
eedback, and there is no radiative cooling implemented. 

Following Fujita et al. ( 2018a ), we select all MUSIC clusters with
 200 > 2 × 10 14 h 

−1 M � at z = 0.25 regardless of their dynamical
tate, amounting a total of 402 clusters. Mass-weighted temperatures
ere computed for these clusters within the r 500 radial range, without

xcluding the core region (Fujita et al. 2018a ). This decision is
ased on that the MUSIC sample does not present cool-core features
ecause the MUSIC simulations are non-radiative. The CFP of
USIC clusters and the uncertainties in the CFP parameters are

omputed following the methodology described in Section 3.5 . For
his sample, ho we ver, it is not possible to remo v e clusters that are
ot properly fitted by an NFW profile (i.e. no σ fit selection applied)
nd the only temperature employed is T mw ( r 500 ). 

We find that the CFP of MUSIC clusters is characterized by
= 1 . 28 + 0 . 03 

−0 . 02 and β = −1 . 55 + 0 . 05 
−0 . 05 (see Table 6 and Fig. 10 ), which

ie between the simplified virial expectation ( α = 1, β = −1) and
he similarity solution for a secondary infall model ( α = 1.5, β =

2). In contrast, we find α = 1 . 00 + 0 . 02 
−0 . 02 and β = −1 . 12 + 0 . 03 

−0 . 03 for
he Three Hundred project clusters at z = 0.22 using the same

emperature definition (see Table A1 in Appendix A ), which is
loser to the simplified virial expectation and significantly different
rom the MUSIC results at z = 0.25. Moreo v er, the CFP obtained
ith the MUSIC simulations has a larger dispersion of σ d =
.023 dex, compared to σ d = 0.018 dex for The Three Hundred
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Table 6. Best-fitting parameters ( α, β, and δ) and thickness ( σ d in dex units) of the Fundamental Plane obtained for simulated cluster 
samples, MUSIC at z = 0.25, FB0 at z = 0, and FB1 at z = 1. The lower and upper errors enclose the 1 σ uncertainty. 

Number α β δ σ d M s, 0 r s, 0 T 0 
(dex) (10 14 h −1 M �) ( h −1 kpc) (keV) 

MUSIC T mw ( r 500 ) 402 1 . 28 + 0 . 03 
−0 . 02 −1 . 55 + 0 . 05 

−0 . 05 0 . 02 + 0 . 00 
−0 . 00 0.023 0.97 283 3.68 

FB0 T mw (500 h −1 kpc ) 29 1 . 36 + 0 . 12 
−0 . 10 −1 . 88 + 0 . 20 

−0 . 25 −0 . 07 + 0 . 01 
−0 . 01 0.027 2.07 444 7.91 

FB0 T mw ( r 500 ) 29 1 . 25 + 0 . 09 
−0 . 08 −1 . 66 + 0 . 16 

−0 . 20 −0 . 06 + 0 . 01 
−0 . 01 0.022 2.07 444 6.73 

FB0 T sl (500 h −1 kpc ) 29 1 . 32 + 0 . 15 
−0 . 13 −1 . 84 + 0 . 27 

−0 . 32 −0 . 07 + 0 . 02 
−0 . 02 0.030 2.07 444 7.13 

FB0 T sl ( r 500 ) 29 1 . 19 + 0 . 08 
−0 . 06 −1 . 62 + 0 . 12 

−0 . 15 −0 . 07 + 0 . 01 
−0 . 01 0.016 2.07 444 6.61 

FB1 T mw (500 h −1 kpc ) 29 1 . 29 + 0 . 14 
−0 . 12 −1 . 87 + 0 . 35 

−0 . 34 0 . 02 + 0 . 02 
−0 . 02 0.034 0.47 187 3.27 

FB1 T sl (500 h −1 kpc ) 29 1 . 17 + 0 . 13 
−0 . 11 −1 . 69 + 0 . 34 

−0 . 33 0 . 05 + 0 . 02 
−0 . 02 0.030 0.47 187 2.97 

Figure 10. Constraints on the parameters α and β defining the CFP at z = 

0 obtained for The Three Hundred project and FB simulations (top panel, 
blue and red lines, respectively) using mass-weighted and spectroscopic- 
like temperatures measured within 500 h −1 kpc (solid and dashed lines, 
respectively). The contours show the 68 per cent confidence intervals in the 
α–β plane. The results obtained for the MUSIC simulations (green line) 
and CLASH (black lines), as well as the expectations for simplified virial 
equilibrium (red filled star) and the similarity solution for a secondary infall 
model (black filled star), are also shown. Similarly, the constraints on ( α, β) 
at z = 1 for The Three Hundred project and FB simulations are shown in the 
bottom panel. 
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roject simulations. The main difference between the MUSIC and 
he Three Hundred project simulations is the implementation of non- 
ravitational feedback (see Section 2.1 ), meaning that both supernova 
eedback and AGN feedback were not implemented in the former set
f simulations. This may suggest that quantitative predictions of the 
FP depend on the implementation of non-gravitational physics to 

ome degree. 

.3.2 FB0 and FB1 simulations 

he FB simulation sample consists of 29 massive haloes with M 200 

 [1–30] × 10 14 h 

−1 M � at z = 0, selected from a parent N -body
osmological simulation ( 	M 

= 0.24, 	b = 0.04, 	� 

= 0 . 76, σ 8 =
.8, n s = 0.96, and h = 0.72; see Rasia et al. 2015 ; Planelles
t al. 2017 ). Lagrangian regions around the selected clusters were
esimulated with an impro v ed resolution to include the baryonic com- 
onent in hydrodynamic simulations. These simulations were carried 
ut with the GADGET code, including an updated SPH scheme 
etailed in Beck et al. ( 2016 ), reaching a final mass resolution of
 DM 

= 8 . 47 × 10 8 h 

−1 M � and m gas = 1 . 53 × 10 8 h 

−1 M � for the
ark matter and gas components, respectively. The FB simulations 
nclude baryonic feedback effects, such as radiative cooling, star 
ormation, supernova feedback, and metal enrichment, as well as 
GN feedback (for further details, see Rasia et al. 2015 ; Planelles
t al. 2017 ). We note that the code used to perform The Three Hundred
roject simulations is essentially the same as for the FB simulations,
here the main differences are certain choices in stellar evolution 

nd AGN feedback, as well as in the resimulated regions. 
For our analysis, we select from Fujita et al. ( 2018a ) all 29 clusters

or the simulation runs at z = 0 and z = 1 (hereafter FB0 and
B1, respectively). Since this set of simulations includes radiative 
rocesses, mass-weighted and spectroscopic-like temperatures were 
omputed within core-e xcised re gions of r ∈ [50 , 500] × h 

−1 kpc
nd [0.15, 1.0] × r 500 (Fujita et al. 2018a ). For the FB1 run,
oth weighted temperatures are measured in the [50 , 500] × h 

−1 kpc
adial range. We have repeated our CFP analysis on the FB cluster
ample at z = 0 and z = 1 following the procedure described in
ection 3.5 . It is worth mentioning that we used the same simulated
ample than in Fujita et al. ( 2018a ) to explore the CFP by simulated
lusters, where the only difference was the analysis outlined in 
ection 3.5 . 
For the FB0 run, we find the best-fitting CFP parameters in the

ange α ∈ [1.19, 1.36] and β ∈ [ −1.62, −1.88] (see Table 6 ). The
est-fitting α and β parameters lie halfway between the simplified 
irial expectation and the similarity solution for a secondary infall 
odel. These results are compatible with the similarity solution 
ithin a 95 per cent uncertainty level (see Fig. 10 ). We find no

vidence of discrepancies between the results obtained using the 
pectroscopic-like and mass-weighted temperatures. We note that 
or the FB simulations, the uncertainties on the CFP parameters are
ypically larger owing to the small sample size of simulated clusters.
MNRAS 512, 1214–1233 (2022) 
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or The Three Hundred project simulations, we find a tendency that
he absolute values of α and β decrease with increasing aperture
adius within which the weighted temperature is computed (see
able 6 ). 3 The absolute values of α and β obtained for the FB0
ample are systematically larger than the corresponding The Three
undred project results (see Table 2 ). Overall, the dispersion of the
FP for the FB0 sample is comparable to, but in some cases larger

han, the corresponding The Three Hundred project results. 
For the FB1 run, we find a similar set of α and β values to the

B0 results (Table 6 ). Comparing the FB0 and FB1 results, we find
hat there is a slight evolution of the CFP parameters, thus leading to
imilar conclusions. In particular, we notice that the CFP parameters
 α, and β) for the FB1 sample are slightly less compatible with the
imilarity solution compared to the FB0 case. The variations in the
FP parameters are still compatible with no evolution given the large
ncertainties. Nevertheless, the trends are qualitatively consistent
ith The Three Hundred project results (see Section 5 ). Overall, the

bsolute values of α and β increase with decreasing redshift, coming
loser to the similarity solution. 

 SUMMARY  A N D  C O N C L U S I O N S  

ecent observational studies (Fujita et al. 2018a , b ) suggested that
alaxy clusters form a tight Fundamental Plane in logarithmic space
f the gas temperature ( T ) and the characteristic halo scale radius
nd mass ( r s and M s ), that is, T ∝ M 

α
s r 

β
s . This CFP was found to

eviate from the virial equilibrium expectation, T ∝ M s r 
−1 
s , and to

e in better agreement with the similarity solution for a secondary
nfall model (Bertschinger 1985 ), T ∝ M 

1 . 5 
s r −2 

s . 
In this paper, we have carried out a systematic study of the CFP

sing a sample of ∼250 simulated clusters from The Three Hundred
roject (Cui et al. 2018 ). In particular, we focus on the stability of
he plane with different temperature definitions and its dependence
n the dynamical relaxation state of clusters. The characteristic scale
arameters of The Three Hundred project clusters, r s and M s , were
xtracted from the total mass profiles M ( < r ) of individual clusters
ssuming an NFW halo description. After excluding clusters with
oor fit quality of the NFW profile ( σ fit = χ2 /dof > 2), we have 245
lusters in our sample at z = 0. At higher redshifts ( z = 0.07, 0.22,
.33, 0.59, and 0.99), the number of selected clusters ranges from 231
o 280. We have explored two definitions of weighted temperatures,
amely mass-weighted and spectroscopic-like temperatures ( T mw 

nd T sl ), and computed them in three radial ranges: [0.1, 1.0] ×
 200 , [0.15, 1.0] × r 500 , and [50 , 500] × h 

−1 kpc. 
We find that The Three Hundred project clusters at z = 0 lie on a

hin plane whose parameters ( α and β) and dispersion ( σ d = 0.015–
.030 dex) depend on the gas temperature definition (Section 4 ,
able 2 , and Figs 2 and 3 ). Overall, the resulting CFP parameters are
ound in the range 1 < α < 1.5 and −2 < β < −1, that is, the range
ounded by the virial equilibrium expectation and the similarity
olution. The CFP for mass-weighted temperatures is slightly closer
o the virial expectation ( α = 1, β = −1) with a smaller dispersion,
hereas the CFP parameters for the spectroscopic-like temperature

ie halfway values between the virial expectation and the similarity
olution. When gas temperatures are measured within 500 h 

−1 kpc,
hich is close to the median value of r s for The Three Hundred
roject sample, the resulting CFP deviates the most from the virial
NRAS 512, 1214–1233 (2022) 

 Ho we ver, we reiterate again that for the larger aperture radii of r 500 and r 200 , 
here is a substantial aperture mismatch with respect to the characteristic scale 
adius r s of haloes. 

o  

t  

o  

a  

a  
xpectation and shifts towards the similarity solution ( α = 1.5, β =
2). 
We hav e e xplored the evolution of the CFP with redshift for

elax ed and unrelax ed clusters separately (Section 6 ). Independently
f the temperature definition, we find that clusters at z = 1 form
 CFP similar to the virial expectation, which evolves into a CFP
hat is halfway between the virial expectation and the similarity
olution (Table 4 and Fig. 7 ). For the unrelaxed subsample, the
bsolute values of α and β progressively increase towards lower
edshifts, coming closer to the similarity solution. In contrast, the
FP of relaxed clusters remains close to the virial expectation, with
 milder evolution than for the unrelaxed subsample. Importantly, at
ll epochs, the CFP remains well defined throughout the evolution
f the cluster population. 
We have also studied the dependence of the CFP on the formation

edshift, z form 

, using The Three Hundred project clusters at z = 0
Section 6.3 ). Our results suggest that the CFP of recently formed
lusters ( z form 

< 0.4) differs from that of clusters assembled at higher
edshift, independently of the temperature definition (Table A3 in
ppendix A ). We find that clusters with z form 

< 0.4 form a CFP at
 = 0 that is most deviated from the virial expectation. In particular,
he results obtained with the spectroscopic-like temperature within
00 h 

−1 kpc are compatible with the similarity solution. These
ndings are in line with the results for the unrelaxed subsample.
n fact, we verify that all The Three Hundred project clusters with
 form 

< 0.4 are classified as unrelaxed. 
Making use of the multiwavelength CLASH data sets, we also

xamined the Fundamental Plane for real clusters (Section 7 ). We
nd that the CLASH sample forms a CFP with α = 1 . 93 + 0 . 81 

−0 . 57 and
= −2 . 57 + 0 . 83 

−1 . 14 , with a dispersion of σ d = 0.037 dex (see Table 5
nd left-hand panel in Fig. 8 ). The results are compatible with those
btained by Fujita et al. ( 2018a ) using the same data but with a
ifferent fitting procedure for the CFP measurement. There is a slight
iscrepancy between the Fundamental Planes obtained for clusters
n The Three Hundred project and the CLASH sample (Fig. 10 ). We
nd that the inclusion of the four hottest clusters with T X > 12 keV
lters the CFP for CLASH. Excluding them, we find that the CFP
or CLASH is fully compatible with the simulation results with The
hree Hundred project clusters. This result suggests the possibility

hat the inclusion of clusters undergoing mergers (Ricker & Sarazin
001 ; Rasia et al. 2011 ) can significantly affect the inference of the
FP parameters. 
Moreo v er, we e xplored potential sources of systematic effects that

ould potentially bias the determination of the CFP, such as the NFW
tting procedure and the effects of the σ fit selection (Section 8 ).
e conclude that all the results presented in this paper are robust

gainst these effects. Moreo v er, we confront our results with the
FP obtained for other cosmological cluster simulations, finding

hat the o v erall trends are consistent with our findings from The
hree Hundred project simulations. 
This study has been centred on massive haloes (all clusters having

 > 2.5 keV and the average temperature of the sample exceeding
 keV) which for the hierarchical structure formation model are the
atest objects to form. As a result, the entire sample includes mostly
nrelaxed clusters at all redshifts. Despite this condition, we al w ays
nd that the CFP is extremely well defined with a low dispersion
round the plane ( σ d < 0.03 de x). Ev en restricting the analysis to
nly the most disturbed systems or the most recently formed objects,
he dispersion remains low. We expect that the reduced dispersion not
nly holds but even improves when including lower mass systems that
re not probed in this work, because smaller objects form earlier on
verage and are thus more relaxed. Thus far, the CFP has been directly
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easured only for the CLASH sample, which is quite unique for its
haracteristics and is also composed of extremely massive objects. 
herefore, it would be interesting to extend the analysis to cluster 
amples with a wider mass range as targeted by ongoing cluster 
rogrammes, such as the CHEX-MA TE programme (CHEX-MA TE 

ollaboration et al. 2021 ), the XXL X-ray surv e y (Pierre et al. 2016 ),
nd the eROSITA X-ray surv e y (Brunner et al. 2021 ), as well as
lind Sun yaev–Zel’do vich effect surv e ys (e.g. Hilton et al. 2021 ) and
ptical and near-infrared imaging surv e ys (e.g. Rubin Observatory 
SST, Euclid , and Nancy Grace Roman Space Telescope missions). 
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Table A1. Best-fitting parameters ( α, β, and δ) and thickness ( σ d in dex units) of the Fundamental 
Plane obtained for The Three Hundred project clusters at different redshifts and with different 
temperature definitions. The results are obtained from NFW fits to the centre-excised mass profile 
inside r 200 . For each redshift, the number of clusters and the median values of the characteristic 
scale parameters, r s, 0 and M s, 0 , are listed at the bottom of each panel. For each quantity, the 
upper and lower errors enclose the 1 σ uncertainty. The dashes correspond to δ errors smaller than 
5 × 10 −4 . 

z = 0.07 α β δ σ d T 0 

T mw (500 h −1 kpc ) 1 . 18 + 0 . 03 
−0 . 03 −1 . 30 + 0 . 04 

−0 . 04 0 . 000 −−
−− 0.017 6.35 

T mw ( r 500 ) 1 . 06 + 0 . 02 
−0 . 02 −1 . 18 + 0 . 03 

−0 . 03 0 . 000 −−
−− 0.016 5.67 

T mw ( r 200 ) 1 . 03 + 0 . 02 
−0 . 02 −1 . 13 + 0 . 03 

−0 . 03 0 . 000 −−
−− 0.015 5.05 

T sl (500 h −1 kpc ) 1 . 23 + 0 . 05 
−0 . 04 −1 . 47 + 0 . 06 

−0 . 07 0 . 000 −−
−− 0.022 5.97 

T sl ( r 500 ) 1 . 21 + 0 . 04 
−0 . 03 −1 . 52 + 0 . 05 

−0 . 06 0 . 016 + 0 . 003 
−0 . 003 0.019 5.54 

T sl ( r 200 ) 1 . 23 + 0 . 04 
−0 . 03 −1 . 56 + 0 . 05 

−0 . 05 0 . 014 + 0 . 003 
−0 . 003 0.018 5.32 

Number = 231 M s , 0 = 1 . 65 × 10 14 h −1 M � r s , 0 = 329 h −1 kpc 
z = 0.22 α β δ σ d T 0 

T mw (500 h −1 kpc ) 1 . 10 + 0 . 02 
−0 . 02 −1 . 23 + 0 . 03 

−0 . 03 0 . 000 −−
−− 0.016 5.45 

T mw ( r 500 ) 1 . 00 + 0 . 02 
−0 . 02 −1 . 12 + 0 . 03 

−0 . 03 0 . 007 + 0 . 002 
−0 . 002 0.018 4.93 

T mw ( r 200 ) 0 . 97 + 0 . 02 
−0 . 02 −1 . 06 + 0 . 03 

−0 . 03 0 . 000 −−
−− 0.018 4.44 

T sl (500 h −1 kpc ) 1 . 13 + 0 . 03 
−0 . 03 −1 . 35 + 0 . 04 

−0 . 05 0 . 000 −−
−− 0.020 5.13 

T sl ( r 500 ) 1 . 08 + 0 . 03 
−0 . 02 −1 . 34 + 0 . 04 

−0 . 04 0 . 000 −−
−− 0.018 4.86 

T sl ( r 200 ) 1 . 12 + 0 . 03 
−0 . 02 −1 . 41 + 0 . 04 

−0 . 04 0 . 002 + 0 . 003 
−0 . 003 0.019 4.70 

Number = 243 M s , 0 = 1 . 34 × 10 14 h −1 M � r s , 0 = 303 h −1 kpc 
z = 0.33 α β δ σ d T 0 

T mw (500 h −1 kpc ) 1 . 10 + 0 . 02 
−0 . 02 −1 . 26 + 0 . 03 

−0 . 03 −0 . 005 + 0 . 002 
−0 . 002 0.015 5.09 

T mw ( r 500 ) 1 . 00 + 0 . 01 
−0 . 02 −1 . 13 + 0 . 03 

−0 . 02 −0 . 011 + 0 . 002 
−0 . 002 0.017 4.73 

T mw ( r 200 ) 0 . 98 + 0 . 02 
−0 . 02 −1 . 07 + 0 . 03 

−0 . 03 −0 . 006 + 0 . 002 
−0 . 002 0.018 4.18 

T sl (500 h −1 kpc ) 1 . 11 + 0 . 02 
−0 . 02 −1 . 37 + 0 . 04 

−0 . 04 0 . 001 + 0 . 003 
−0 . 003 0.019 4.79 

T sl ( r 500 ) 1 . 06 + 0 . 02 
−0 . 02 −1 . 32 + 0 . 03 

−0 . 04 −0 . 009 + 0 . 002 
−0 . 002 0.018 4.65 

T sl ( r 200 ) 1 . 09 + 0 . 02 
−0 . 02 −1 . 36 + 0 . 04 

−0 . 04 0 . 000 + 0 . 000 
−0 . 000 0.018 4.49 

Number = 243 M s , 0 = 1 . 18 × 10 14 h −1 M � r s , 0 = 288 h −1 kpc 
z = 0.59 α β δ σ d T 0 

T mw (500 h −1 kpc ) 1 . 10 + 0 . 02 
−0 . 02 −1 . 23 + 0 . 03 

−0 . 03 0 . 000 −−
−− 0.017 4.15 

T mw ( r 500 ) 0 . 98 + 0 . 02 
−0 . 02 −1 . 10 + 0 . 03 

−0 . 03 0 . 000 −−
−− 0.019 3.96 

T mw ( r 200 ) 0 . 95 + 0 . 02 
−0 . 02 −1 . 04 + 0 . 03 

−0 . 03 0 . 000 −−
−− 0.019 3.54 

T sl (500 h −1 kpc ) 1 . 09 + 0 . 02 
−0 . 02 −1 . 34 + 0 . 04 

−0 . 04 0 . 000 −−
−− 0.019 4.04 

T sl ( r 500 ) 1 . 03 + 0 . 02 
−0 . 02 −1 . 28 + 0 . 04 

−0 . 03 0 . 000 −−
−− 0.018 3.90 

T sl ( r 200 ) 1 . 05 + 0 . 02 
−0 . 02 −1 . 31 + 0 . 04 

−0 . 04 0 . 006 + 0 . 002 
−0 . 002 0.019 3.77 

Number = 274 M s , 0 = 8 . 54 × 10 13 h −1 M � r s , 0 = 239 h −1 kpc 
z = 0.99 α β δ σ d T 0 

T mw (500 h −1 kpc ) 1 . 08 + 0 . 01 
−0 . 02 −1 . 17 + 0 . 03 

−0 . 03 0 . 000 −−
−− 0.017 2.93 

T mw ( r 500 ) 0 . 94 + 0 . 01 
−0 . 02 −1 . 04 + 0 . 03 

−0 . 03 0 . 000 −−
−− 0.016 3.10 

T mw ( r 200 ) 0 . 94 + 0 . 02 
−0 . 01 −1 . 01 + 0 . 03 

−0 . 03 0 . 000 −−
−− 0.016 2.72 

T sl (500 h −1 kpc ) 1 . 03 + 0 . 02 
−0 . 02 −1 . 24 + 0 . 03 

−0 . 03 0 . 000 −−
−− 0.017 3.06 

T sl ( r 500 ) 0 . 95 + 0 . 02 
−0 . 02 −1 . 15 + 0 . 03 

−0 . 03 0 . 000 −−
−− 0.019 3.10 

T sl ( r 200 ) 0 . 97 + 0 . 02 
−0 . 02 −1 . 19 + 0 . 04 

−0 . 03 0 . 000 + 0 . 002 
−0 . 002 0.018 2.98 

Number = 280 M s , 0 = 5 . 19 × 10 13 h −1 M � r s , 0 = 185 h −1 kpc 
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Table A2. Same as Table 2 , but for the relaxed ( χDS ≥ 1, upper panel) and unrelaxed ( χDS ≤
2/3, lower panel) subsamples at z = 0. 

α β δ σ d T 0 
(dex) (keV) 

T mw (500 h −1 kpc ) 1 . 01 + 0 . 05 
−0 . 04 −0 . 99 + 0 . 07 

−0 . 08 −0 . 003 + 0 . 003 
−0 . 003 0.018 6.71 

T mw ( r 500 ) 0 . 96 + 0 . 04 
−0 . 03 −1 . 02 + 0 . 05 

−0 . 06 0 . 001 + 0 . 002 
−0 . 002 0.013 5.53 

T mw ( r 200 ) 0 . 91 + 0 . 04 
−0 . 03 −0 . 94 + 0 . 04 

−0 . 05 0 . 005 + 0 . 002 
−0 . 002 0.012 4.94 

T sl (500 h −1 kpc ) 1 . 07 + 0 . 08 
−0 . 05 −1 . 15 + 0 . 10 

−0 . 11 −0 . 009 + 0 . 005 
−0 . 005 0.026 6.53 

T sl ( r 500 ) 1 . 05 + 0 . 06 
−0 . 04 −1 . 23 + 0 . 07 

−0 . 08 −0 . 007 + 0 . 003 
−0 . 004 0.016 5.80 

T sl ( r 200 ) 1 . 06 + 0 . 06 
−0 . 04 −1 . 27 + 0 . 07 

−0 . 08 −0 . 013 + 0 . 003 
−0 . 004 0.015 5.68 

Number = 90 M s , 0 = 1 . 67 × 10 14 h −1 M � r s , 0 = 355 h −1 kpc 
α β δ σ d T 0 

(dex) (keV) 

T mw (500 h −1 kpc ) 1 . 20 + 0 . 13 
−0 . 09 −1 . 50 + 0 . 11 

−0 . 12 −0 . 004 + 0 . 007 
−0 . 007 0.022 6.63 

T mw ( r 500 ) 1 . 02 + 0 . 07 
−0 . 05 −1 . 15 + 0 . 07 

−0 . 07 −0 . 008 + 0 . 004 
−0 . 004 0.019 5.71 

T mw ( r 200 ) 1 . 00 + 0 . 05 
−0 . 03 −1 . 08 + 0 . 06 

−0 . 06 −0 . 006 + 0 . 004 
−0 . 004 0.024 5.09 

T sl (500 h −1 kpc ) 1 . 40 + 0 . 22 
−0 . 15 −1 . 71 + 0 . 16 

−0 . 18 −0 . 019 + 0 . 009 
−0 . 010 0.031 6.04 

T sl ( r 500 ) 1 . 16 + 0 . 14 
−0 . 09 −1 . 44 + 0 . 12 

−0 . 12 −0 . 002 + 0 . 006 
−0 . 007 0.023 5.25 

T sl ( r 200 ) 1 . 20 + 0 . 13 
−0 . 08 −1 . 50 + 0 . 11 

−0 . 12 −0 . 004 + 0 . 007 
−0 . 007 0.026 4.96 

Number = 87 M s , 0 = 2 . 49 × 10 14 h −1 M � r s , 0 = 513 h −1 kpc 
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Table A3. Same as Table 2 , but for The Three Hundred project clusters at z = 0 with different 
formation redshifts: z form 

< 0.4, 0.4 ≤ z form 

< 0.6, and z form 

≥ 0.6. 

z form 

≥ 0.6 α β δ σ d T 0 
(dex) (keV) 

T mw (500 h −1 kpc ) 1 . 04 + 0 . 04 
−0 . 03 −1 . 09 + 0 . 06 

−0 . 07 0 . 013 + 0 . 004 
−0 . 004 0.021 6.71 

T mw ( r 500 ) 0 . 98 + 0 . 03 
−0 . 03 −1 . 05 + 0 . 05 

−0 . 05 0 . 017 + 0 . 002 
−0 . 002 0.012 5.68 

T mw ( r 200 ) 0 . 92 + 0 . 04 
−0 . 03 −0 . 94 + 0 . 05 

−0 . 05 0 . 018 + 0 . 002 
−0 . 002 0.012 5.07 

T sl (500 h −1 kpc ) 1 . 11 + 0 . 07 
−0 . 05 −1 . 27 + 0 . 10 

−0 . 11 0 . 018 + 0 . 006 
−0 . 006 0.022 6.42 

T sl ( r 500 ) 1 . 10 + 0 . 05 
−0 . 04 −1 . 33 + 0 . 07 

−0 . 08 0 . 019 + 0 . 004 
−0 . 004 0.017 5.82 

T sl ( r 200 ) 1 . 10 + 0 . 05 
−0 . 04 −1 . 37 + 0 . 07 

−0 . 09 0 . 013 + 0 . 004 
−0 . 004 0.017 5.69 

Number = 87 M s , 0 = 1 . 66 × 10 14 h −1 M � r s , 0 = 336 h −1 kpc 

0.4 ≤ z form 

< 0.6 α β δ σ d T 0 
(dex) (keV) 

T mw (500 h −1 kpc ) 1 . 03 + 0 . 07 
−0 . 05 −1 . 08 + 0 . 08 

−0 . 09 −0 . 021 + 0 . 005 
−0 . 004 0.019 6.97 

T mw ( r 500 ) 0 . 91 + 0 . 03 
−0 . 03 −0 . 91 + 0 . 05 

−0 . 06 −0 . 002 + 0 . 003 
−0 . 003 0.013 5.58 

T mw ( r 200 ) 0 . 91 + 0 . 02 
−0 . 02 −0 . 89 + 0 . 05 

−0 . 05 0 . 000 + 0 . 003 
−0 . 003 0.012 4.95 

T sl (500 h −1 kpc ) 1 . 14 + 0 . 11 
−0 . 08 −1 . 41 + 0 . 13 

−0 . 15 −0 . 020 + 0 . 007 
−0 . 008 0.028 6.42 

T sl ( r 500 ) 0 . 99 + 0 . 06 
−0 . 04 −1 . 15 + 0 . 07 

−0 . 07 0 . 000 + 0 . 004 
−0 . 004 0.016 5.48 

T sl ( r 200 ) 1 . 06 + 0 . 07 
−0 . 05 −1 . 32 + 0 . 10 

−0 . 11 0 . 000 + 0 . 005 
−0 . 006 0.017 5.16 

Number = 75 M s , 0 = 2 . 02 × 10 14 h −1 M � r s , 0 = 431 h −1 kpc 
z form 

< 0.4 α β δ σ d T 0 
(dex) (keV) 

T mw (500 h −1 kpc ) 1 . 27 + 0 . 06 
−0 . 05 −1 . 46 + 0 . 07 

−0 . 08 −0 . 002 + 0 . 005 
−0 . 005 0.021 6.55 

T mw ( r 500 ) 1 . 11 + 0 . 04 
−0 . 04 −1 . 21 + 0 . 06 

−0 . 06 −0 . 016 + 0 . 004 
−0 . 004 0.017 5.61 

T mw ( r 200 ) 1 . 06 + 0 . 04 
−0 . 03 −1 . 12 + 0 . 06 

−0 . 06 −0 . 016 + 0 . 004 
−0 . 004 0.020 5.07 

T sl (500 h −1 kpc ) 1 . 55 + 0 . 13 
−0 . 10 −1 . 80 + 0 . 13 

−0 . 16 −0 . 029 + 0 . 009 
−0 . 009 0.034 6.03 

T sl ( r 500 ) 1 . 26 + 0 . 07 
−0 . 06 −1 . 49 + 0 . 08 

−0 . 08 −0 . 007 + 0 . 006 
−0 . 006 0.020 5.16 

T sl ( r 200 ) 1 . 25 + 0 . 06 
−0 . 05 −1 . 51 + 0 . 07 

−0 . 08 −0 . 016 + 0 . 005 
−0 . 005 0.020 5.01 

Number = 83 M s , 0 = 2 . 49 × 10 14 h −1 M � r s , 0 = 518 h −1 kpc 
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