Amplitude modulation atomic-force microscopy (am-AFM), also known as a tapping-mode AFM, is the most used scanning probe method for the characterization and modification of a variety of materials such as DNA, antibodies, polymers, and silicon surfaces. Several theoretical models have been proposed to explain and understand the tip motion. It is the coordinate along the beam, $E$ is the Young modulus, $I$ is the moment of inertia for a rectangular beam, $\rho_c$ is the mass density, and $a_1$ is the internal damping of the cantilever. $L$, $b$, and $h$ are, respectively, the length, width, and height of the cantilever. The boundary conditions considered in this study are the free boundary conditions. The equations considered in this study are the free boundary conditions. The equations considered in this study are the free boundary conditions. The equations considered in this study are the free boundary conditions. The equations considered in this study are the free boundary conditions. The equations considered in this study are the free boundary conditions. The equations considered in this study are the free boundary conditions.

To shed more light into the relevance of higher oscillation modes in amplitude modulation AFM we have performed a comparative study between point-mass and continuous models. Some of the most common observables in am-AFM, such as cantilever–tip oscillation, its Fourier transform, and amplitude curves, have been calculated and compared.

The description of the tip motion with a point-mass model is performed with the theoretical framework provided by García and San Paulo. The continuous model considers the cantilever–tip ensemble simulated as a one-dimensional beam with a semispherical tip at the end. Long- and short-range interaction forces are included in the model following the approximations given in Ref. 1.

The continuous model considers that the equation for the dynamic deflection function $w(x,t)$ is described by

$$EI \frac{\partial^4}{\partial x^4} w(x,t) + a_1 \frac{\partial w(x,t)}{\partial t} + bh \rho_c \frac{\partial^2 w(x,t)}{\partial t^2} = F_{\text{ext}}(x,t) + F_{\text{med}} + F_{\text{geo}}(x,t).$$

$x$ is the coordinate along the beam, $E$ is the Young modulus, $I$ is the moment of inertia for a rectangular beam, $\rho_c$ is the mass density, and $a_1$ is the internal damping of the cantilever.

The above models were successfully applied to explain some of the observed experimental behaviors such as the discontinuous transitions in amplitude curves, enhanced resolution with single proteins, liquid layers, or phase contrast in heterogeneous samples. Recently, several experimental contributions have suggested that more than one resonance should be considered to describe the tip motion in amplitude modulation AFM. Simultaneously, a few theoretical descriptions based on a continuous model have been developed to describe the higher oscillation modes of the cantilever.

To solve the above equation, the deflection is expressed in a base of the eigenmodes of the free cantilever. The above boundary conditions imply that the deflection can be separated into spatial and temporal components. Then, the initial equation is equivalent to a system of coupled anharmonic oscillators, one equation for each eigenmode. Then, we solve numerically the system of equations for the first three eigenmodes (350.6, 2197, and 6153 kHz, respectively) with three coupled fourth-order Runge–Kutta algorithms.

Figure 1 shows the dependence of low- and high-amplitude branches on the rest tip–surface separation for the continuous and point-mass models. At the scale of the image, both models provide identical results. The oscillation signal for low- and high-amplitude branches at a fixed tip–surface separation $z_c = 14.5$ nm is also plotted (inset). The oscillation
signal is almost sinusoidal for both solutions. Again, at the scale of the image no differences are observed.

The almost sinusoidal behavior given by the point-mass model is better appreciated if the signal is decomposed in its frequency components. A monotonous decay of the components of the amplitude with frequency is observed. The peak corresponding to the first harmonic is about 1700 times larger than the one corresponding to the second harmonic. No major differences are observed between L and H solutions. The presence of higher harmonic peaks is due to the strength of the tip–surface interaction force.

The continuous model reveals a qualitatively different result (Fig. 3). Although the oscillation signal shows an apparently sinusoidal behavior (inset, Fig. 1), the frequency domain shows a nonmonotonous decay. In addition to the peak at the excitation frequency, another local maximum appears at $\omega = 6\omega_0$. Other peaks appear at $\omega = 17\omega_0$ and $18\omega_0$, respectively (not shown). Those peaks are a consequence of the existence of several oscillation modes of the cantilever. Whenever a higher harmonic of the excitation signal is close to the frequency of an eigenmode of the cantilever, a local peak will be observed.

The strength of the interaction force enhances the effects of the eigenmodes of the cantilever. The peak at $6\omega_0$ is twice higher in the H branch than in the L branch. The H branch is the result of attractive and repulsive forces while in the L branch only attractive forces are present. Nevertheless, in both cases the second maximum is $10^3$ times smaller than the one corresponding to the fundamental mode.

It is important to observe that the most relevant experimental quantity, the oscillation amplitude, is effectively included in the amplitude of the fundamental peak. This result confirms the validity of point-mass models to describe amplitude modulation AFM experiments with relatively high-quality factors, $Q = 10^3$–$10^4$.

Hillenbrand, Stark, and Guckenberger have suggested that information about the sample properties could be extracted from analysis of the higher harmonic components of the oscillation. To examine in more detail this aspect, in Fig. 4 we have plotted the result of applying a rectangular bandpass filter centered around the sixth harmonics to the oscillations shown in Fig. 3. A beat pattern is observed for both solutions. The differences in the beat pattern reflect the strength of the interaction forces. However, this result only gives partial support to the Hillenbrand, Stark, and Guckenberger claims. For one thing, in the L branch there is not a tip–sample mechanical contact, so only information about force gradients could be extracted. On the other hand, for the above operating conditions, the values of the high-frequency components are of the order of a few pm, barely in the measurable level.

The relative importance of higher harmonics in the tip motion depends on the value of the fundamental resonance frequency and the set point amplitude. The oscillation signal

**FIG. 1.** Amplitude vs tip–surface distance curves for continuous (lines) and point-mass (symbols) models. Two different branches coexist. At this scale, both models give identical amplitude curves. The inset shows the deflection signal (high- and low-amplitude solutions) as a function of time for a fixed tip–surface separation $z = 14.5$ nm (continuous model).

**FIG. 2.** Spectra of the oscillation signal calculated with the point-mass model. A monotonous decay of amplitude of higher harmonics is observed in both cases. (a) Low-oscillation state and (b) high-oscillation state.

**FIG. 3.** Spectra of the oscillation signal calculated with the continuous model. The contributions of higher harmonics are modulated by the eigenmodes of the cantilever. (a) Low-oscillation state and (b) high-oscillation state. The vertical dashed lines show the rectangular bandpass filter applied to generate Fig. 4.

**FIG. 4.** Filtered oscillation signal obtained by the application of the rectangular bandpass filter shown in Fig. 3. (a) Low-amplitude solution and (b) high-amplitude solution.
of a point-mass oscillator in the presence of a parabolic force 
\( F/m = -\epsilon z^2 \) can be approximated by

\[
z(t) = A \cos(\omega_0 t) - \frac{\epsilon A^2}{\omega_0^2} \left[ \frac{1}{2} - \frac{1}{6} \cos(2\omega_0 t) \right] + O(\epsilon^2),
\]

(2)

where \( \epsilon \) is a measure of the interaction. Equation (2) shows that increasing the fundamental frequency decreases the contribution of higher harmonics, in this case, the second harmonic. This explains why for a 350 kHz cantilever higher harmonic contributions are in the pm range while a 40 kHz cantilever will give components in the 0.1 nm range for a set point amplitude of 20 nm.

In short, the above results confirm and generalize for attractive and repulsive forces previous theoretical calculations (Ref. 14), which show that tip–surface interactions excite higher harmonics in the tip motion. Whenever a higher harmonic is close to an eigenmode of the cantilever an increase of the corresponding frequency component should be expected. However, in air environments \( (Q \sim 100–1000) \) and \( f_0 > 10^5 \) Hz higher frequency components are about three orders of magnitude smaller than the component of the fundamental frequency. As a consequence, simulations based on point-mass models are suitable to describe the cantilever tip motion in air. Higher harmonics contributions are expected to play a dominant role in low-\( Q \) environments, i.e., in liquids where the cantilever spectra present broader and closer resonances.
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