Calibrating the elements of a multispectral imaging system.
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We describe a method to calibrate the elements of a multispectral system aimed at skylight imaging, which consists of a monochrome charge-coupled device (CCD) camera and a liquid-crystal tunable filter (LCTF). We demonstrate how to calibrate these two devices in order to build a multispectral camera that can obtain spectroradiometric measurements of skylight. Spectral characterizations of the tunable filter and the camera are presented together with a complete study into correcting temporal and spatial noise, which is of key importance in CCDs. We describe all the necessary steps to undertake this work and all the additional instrumentation that must be used to calibrate the radiometric devices correctly. We show how this complete study of our multispectral system allows us to use it as an accurate, high resolution spectroradiometer.
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1. Introduction

Multispectral imaging systems and techniques\(^1\text{-}^6\) have become powerful tools for the rapid measurement of high spatial resolution spectral images. They allow us to recover the spectral radiance of an illuminant, the reflectance of an object or the combined color signal\(^7\) at every pixel of the image by using data from the responses of only a few sensors. The spectral responsiveness of these sensors can be obtained by two different procedures. First, a trichromatic digital CCD camera with one or more broadband color filters attached to it can be used to take an image of the scene with each filter\(^8\text{-}^\text{10}\). This technique is fast, easy to implement and provides good results in certain situations if the correct filters are chosen. Second, a monochrome CCD camera attached to a tunable filter (liquid crystal [LCTF] or acoustic-optic [AOTF] technologies are available) or a filter wheel can be used. Both options allow to a filter to be placed before the lens before taking each image from the scene\(^1\text{-}^6,\text{11}\text{-}^\text{15}\). With the latter approach the filters are usually narrow band and hence each image needs high exposure time, so noise must be taken adequately into account.

We built our multispectral imaging system by making use of a cooled 12-bit, monochrome, CCD camera (model Retiga QImaging SRV1394) and a Varispec LCTF (Cambridge Research Instruments). The camera has a spatial resolution of 1392x1040 pixels, with a pixel size of 6.45\(\mu\)m x 6.45 \(\mu\)m, and its sensor is cooled to a constant -30 °C. The LCTF can be tuned from 400nm to 720nm in 10nm steps with full width at half maximum (FWHM) between 7nm and 15nm, depending upon the central wavelength selected. These two devices can be used together to obtain accurate spectroradiometric measurements at every pixel of the imaged scene. We will demonstrate the accuracy of the results by comparing the measurements of our multispectral system with those obtained by using a spectroradiometer SpectraScan PR650.
Scientific researchers in many fields may benefit from high resolution angular maps of the spectral power distribution (SPD) of skylight across the whole sky dome\textsuperscript{2,3,9,12,13}. This information could be used, for instance, to estimate the experimental values of climate parameters\textsuperscript{9}, or in algorithms for automatic cloud detection, among many other possible applications. Since the sky dome is the imaged object, the camera’s lens is always focused to infinity, thus avoiding problems of chromatic aberration frequently experienced in systems using LCTFs.

Section 2 shows how we measure the spectral transmittance of the 33 selected channels of the LCTF, taking into account that liquid-crystal devices act as linear polarizers. In Sections 3 and 4 we focus on calibrating the CCD camera\textsuperscript{16,17}. In Section 3 we conduct an exhaustive study into temporal and spatial noise generated by the CCD sensor array and how to remove as much of it as possible. By ‘noise’ we mean any process that reduces the ideal behavior of the camera’s response with as far as time and radiant exposure changes\textsuperscript{16-24} are concerned. In Section 4 we measure the spectral response of our CCD camera so as to be able to take it into account when making spectroradiometric measurements. Finally, in Section 5 we describe a simple practical case involving skylight imaging where the measurements from the calibrated multispectral system are compared with the measurements from the PR650, thus demonstrating that our calibration process is accurate enough for spectral imaging purposes. We discuss our conclusions in Section 6.

2. Spectral calibration of the LCTF.

Before measuring the spectral transmittance of the modes (or peak wavelengths) of the LCTF, we must remember that this device, as all liquid crystal devices, has a linear polarizer at its input. Thus, if we are only interested in measuring its spectral transmittance we must assure that light impinges on it being linearly polarized, with its plane of vibration matching the direction described by the polarization
transmission line of the LCTF. Otherwise we would perceive intensity attenuation due to absorption by the polarizer rather than by the filter *per se*. For this reason we also used a linear polarizer to obtain the adequate light polarization state impinging on the LCTF. We made sure in all the experiments that the transmission lines of the polarizer and the LCTF were perfectly aligned (the direction of both transmission lines were calculated in our laboratory).

The spectral calibration of the LCTF also involves two additional problems. First, the transmittance of the LCTF is quite low (particularly when tuned in short-wavelength modes) and so we must use a strong enough light source to ensure that the measurements needed to calculate the transmittance curves are affected as little as possible by noise. Second, the light source used to measure the transmittance of the LCTF must contain sufficient power throughout the spectral range in question (from 400 nm to 720 nm). Some authors⁵ have succeeded in doing this by using an integrating sphere and tunable lasers, instrumentation which is not easy to come by. To overcome these two problems we propose to use skylight on completely clear days as an intense, spatio-temporal, homogeneous light source⁶ (at least in the field of view of our instruments and within the short time needed for our measurements). Skylight is, nevertheless, a partially polarized light source, and this is an issue that should also be born in mind, as we explain later in more detail.
Figure 1. Diagram of the setup for measuring the spectral transmittance of the LCTF modes.

Figure 1 shows a scheme of the setup we followed for measuring the spectral transmittance of the LCTF modes. We used the PR650 spectroradiometer with a linear polarizer attached to it pointing at the sky (preferably towards the zenith) on a completely clear day. For the first measurement we obtained $E_1(\lambda, \theta_1)$. No more than five seconds later we made a second measurement after inserting the LCTF (tuned to the corresponding mode or central wavelength) between the polarizer and the PR650 (always making sure that the polarization directions of the polarizer and the LCTF were perfectly aligned) and obtained $E_2(\lambda, \theta_1, \theta_2)$. Since the polarizer is perfectly aligned with the LCTF, angles $\theta_1$ and $\theta_2$ are identical and hence $E_2$ depends upon $\theta_1$ alone. In Figure 1 the magnitude we are interested in measuring is $T_{\text{LCTF}}(\lambda)$, which is the spectral transmittance of the selected mode on the LCTF. $T_{\text{pol}}(\lambda)$ is the spectral transmittance of the polarizer and $E(\lambda)$ is the radiance coming from the zenith.

By calculating the ratio between $E_2$ and $E_1$ we can obtain $T_{\text{LCTF}}(\lambda)$ in the selected mode of the LCTF. Following this procedure we can measure the spectral transmittance of the LCTF when linearly polarized light impinges on it. We repeated each measurement three times from 400 nm to 720 nm, tuning the filter to the selected modes. Figure 2 shows the curves thus obtained with error bars corresponding to the standard deviation achieved throughout the three series of measurements. These curves obtained using our method are very close to the information provided by the manufacturer and also to the curves measured by other authors with an identical device\textsuperscript{27,28}.
Figure 2. Spectral transmittance of the 33 modes of the Varispec liquid-crystal tunable filter measured in our laboratory (error bars show the standard deviation obtained at each wavelength sampled).

3.- Correction of the CCD camera’s response.

In this section we detail the entire process we propose to calibrate radiometrically a monochrome CCD camera\textsuperscript{16-20,22}, which mainly involves two steps: studying and correcting the influence of different kinds of noise, and studying the spectral response of the CCD sensor. In the following subsections we show how we developed the necessary steps to accomplish the complete calibration of our camera, and the instrumentation used in each case.

Several publications exist describing the types of noise and their influence on CCD camera response\textsuperscript{5,8,13,16-24,29}. Detailing the effect of noise on electronic devices is outside the scope of this paper but it is important to consider the nature of the major noise sources in order to understand how to minimize them.

Shot noise is the noise associated with the random arrival of photons at the CCD and it grows proportionally to $Q^{1/2}$, $Q$ being the total charge collected in a pixel (as governed by Poisson’s statistics)\textsuperscript{16,29}. In addition, some of the electrons within each pixel of the CCD are generated thermally and this is also affected by noise (dark response). The number of these thermal electrons in a pixel is proportional to temperature and exposure time. All excited electrons suffer from generation-
recombination noise. Furthermore, thermal, or Johnson, noise is produced as the stored electrons move along the CCD and associated electronics. Flicker or 1/f noise is associated with the output amplifier attached to every CCD matrix sensor, and it is generally accepted that flicker noise is generated by the tunneling of electrons into the oxide and by surface states which generate energy levels within the forbidden gap^{29}, hence trapping electrons that are released later and disturbing the total current. This type of noise varies inversely with the frequency of variation of the currents inside the device, which in CCD devices is related to the readout frequency. Finally, quantization noise, another important noise source, is due to the round effects present in any A/D conversion.

Bearing in mind the nature of noise, we may conclude that cooling down the CCD will reduce noise as well as the dark counts. To this end we cooled our CCD down to –30 °C. Nevertheless, from a radiometric point of view, it is more interesting to study high- and low-frequency temporal noise from an overall point of view, since high-frequency temporal noise can be minimized by averaging frames, while low-frequency noise will be the limiting noise measurement.

3.1.- Estimating high-frequency temporal noise.

High-frequency temporal noise refers to that noise which varies fast enough to be detected in periods of under one minute^{18}. This undesired noise can easily be removed if we take and average a set of consecutive frames. Hence, the aim of this experiment was to find the minimum number of frames that must be averaged to minimize the effect of high-frequency noise. We also wanted to ascertain whether this minimum number of averaged frames depends upon exposure time.

The experimental setup is shown in Figure 3. We had an integrating sphere 50 cm in diameter with an input and an output port in order to have a large and uniform source to be imaged by the camera. Polychromatic light from a 420 W incandescent lamp (current stabilized to better than 1 mA)
was used. The output port was set at 90° from the input port and the CCD camera was placed right in front of it on top of a rail, perfectly aligned so that the reading from the CCD was optimized.

![Experimental setup](image)

**Figure 3.** Experimental setup for measuring high-frequency temporal noise.

For each exposure time we placed the light source at such a distance from the input port that the camera registered near to the maximum number of digital counts without reaching saturation. We used exposure times of 7, 16, 95 and 1000 ms, considering this to be a reasonable range. Since our camera is 12-bit, the maximum corresponds to 4095 digital counts. Thus in every frame we took with our camera we tried to get no more than 3500 digital counts (about 85% of the maximum) in any pixel. Some authors\textsuperscript{16,17,22} recommend not exceeding a limit of 90% in order to avoid saturation and work safely in the linear region of the CCD sensor. By assuring a constant number of registered digital counts and a constant temperature of the sensor (thanks to the cooling system of the camera) we avoided the influence of both parameters on camera noise\textsuperscript{17}.

We took series of $p = 20, 80, 150,$ and 300 frames to study the influence of the number of averaged frames on the minimization of high-frequency temporal noise, which was measured by calculating the residual spatial standard deviation across the whole CCD sensor array. The smaller this residual spatial standard deviation is, the more temporal noise is removed in the averaging process. In Figure 4 we show the residual spatial standard deviation \textit{versus} the number of averaged frames, $p$, for
the different exposure times. It can be seen how an increase in the exposure time results in a concomitant increase in residual noise in the camera since the flicker or 1/f noise\textsuperscript{16,23} rises with exposure time, whilst thermal noise and shot noise depend only on temperature and the number of digital counts\textsuperscript{24} respectively. In our experiment, for exposure times under 100 ms the residual spatial noise was almost of the same magnitude, whilst it was considerably higher for an exposure time of 1000 ms. This was due to the influence of flicker noise when the exposure time was long, since thermal and shot noise are considered to be ‘white noise’, i.e. they are equally intense for every exposure time. This experiment proves that we can compensate for flicker noise if we operate with small exposure times but cannot avoid the ‘plateau’ value imposed by ‘white noise’ sources such as thermal and shot noise.

![Figure 4](image)

Figure 4. Residual spatial standard deviation for different exposure times as a function of averaged frames.

It can also be seen in Figure 4 how noise is barely reduced when we average more than 100 frames approximately. This number seems to be independent of the exposure time and hence we can think of it as a CCD camera figure.
3.2.- Estimating low-frequency temporal noise.

In this section we measure the kind of noise that affects the camera when it is used for long periods of time (more than one minute at least\textsuperscript{18}). By this we do not mean that the exposure time is longer than one minute, but that the response of the camera can be affected for several reasons, causing it to change slightly through time. These reasons are known as low frequency noise\textsuperscript{18}. Moreover, it is important to make sure that the spatial average of the pixels in the CCD array and all the individual pixels behave similarly over long periods of time because, if their responses do not vary together, the algorithms used for the spatial correction of the camera response (shown below) would not be valid, since this correction would not be constant in time. The experiment shown in this section allows us to estimate low-frequency spatial noise and at the same time to find any individual pixels behaving abnormally\textsuperscript{18}.

We took series of 100 frames each with a fixed exposure time of 10 ms, every five minutes for three hours (36 series of images finally), recording only the dark response of the camera (in the absence of any light source). By taking only the dark response of the camera we avoid the influence of high-frequency temporal noise (mainly shot noise, which increases concomitantly with the digital counts registered with the camera). For each of the 36 series obtained in this way we can calculate the temporal average over the 100 frames of the difference between each individual pixel value, $C_i$, and the spatial average across the whole CCD array, $<C>$. This magnitude is then $\overline{C_i - <C>}$, the upper bar indicating the temporal average. We can also calculate the standard deviation, $\sigma(C_i - <C>)$, throughout the 36 series, which gives us an estimation of the temporal variation of the response of each individual pixel compared to the spatial average across the whole CCD sensor array. In other words, it shows whether the response of each individual pixel varies together with the spatial average response.
Figure 5. Histogram showing the standard deviation of the difference between individual pixel response and the frame’s average response, $\sigma(C_i - \langle C \rangle)$, for our CCD camera.

Figure 5 shows a histogram with the number of pixels having a certain value of the standard deviation $\sigma(C_i - \langle C \rangle)$. Some authors\textsuperscript{18} have found in similar experiments that some CCD sensors show various peaks in the histogram, revealing the existence of abnormal pixels in the CCD array. In our case, however, every pixel of the CCD camera varied together with the response of the spatial average. We can see that our histogram is centered on a value of 0.22 digital counts, which theoretically corresponds\textsuperscript{18} to the readout noise magnitude\textsuperscript{16} of 2.2 digital counts provided by the manufacturer\textsuperscript{30}.

3.3. Reciprocity law.

Several authors\textsuperscript{1-6,8,16-22} put forward the idea of modelling the pixel response of CCD cameras linearly, i.e.

$$C_i = C_{o,i} + R_i E_i t_{\text{exp}}$$  \hspace{1cm} (1)
where the digital counts on pixel $i$, $C_i$, relates linearly to the exposure time, $t_{exp}$, the irradiance, $E_i$, and the responsiveness of that pixel, $R_i$. The additive term, $C_{oi,i}$, represents the dark current response that always affects any electronic imaging device or detector, and can be estimated in the absence of light. If we assume that the pixel’s responsiveness, $R_i$, is constant, then we will obtain the same response, $C_i$, while the product $E_i t_{exp}$ is constant. For example, we could double the exposure time while closing the aperture so that the received irradiance is halved, and the response of the camera would be the same. This behavior is known as ‘reciprocity law’\textsuperscript{17}. Nevertheless, it is possible that this law is not fulfilled under some circumstances, and we focus on this possibility in this section: to study the dependence of $R_i$ upon $t_{exp}$ in order to find some ranges where the reciprocity law does not hold good.

Using the same experimental setup as that shown in Figure 3, we took series of 100 frames of the integrating sphere output port and their corresponding dark frames, with exposure times ranging from 10 $\mu$s up to 100 ms. We calculated the ratio $\frac{C_i - C_{oi,i}}{t_{exp}}$ for every CCD pixel, eliminating the influence of high-frequency temporal noise with the average of the 100 frames, as explained in Section 3.1. In Equation (1) we can see that this magnitude corresponds to the product of responsiveness, $R_i$, and irradiance, $E_i$, which was not measured in this experiment, but was constant throughout the procedure. In this way we can calculate the relative value of responsiveness compared, for example, to its value at 100 ms exposure time, and then check whether this responsiveness depends upon $t_{exp}$. This is enough to check whether the reciprocity law holds good for our CCD camera.

Figure 6 shows the spatial average of relative responsiveness across the CCD array, $< R^P >$, against the exposure time used in this experiment. We can see that for exposure times under 1 ms responsiveness greatly depends upon exposure time and hence the reciprocity law is not valid in that region. For exposure times of more than 4 ms the variation in responsiveness is below 2% (limit
represented by horizontal lines in Figure 6), which is below responsiveness uncertainty and thus it may
be considered that the reciprocity law is fulfilled. This behavior is known as “smear” and has to be
taken into account when using cameras with under 4 ms exposure times.

Figure 6. Responsiveness spatial average relative to its value at 100 ms versus exposure time.

3.4. Non-linearity and spatial non-uniformity:
Pixel responsiveness in a CCD, $R_i$, not only depends upon exposure time, as we explained in the
previous section, but it also varies with the number of digital counts registered at that pixel\(^{19}\), even if
we are in the situation where the reciprocity law holds good. From Equation (1), ideal responsiveness
would be

$$R_i = \frac{C_i - C_{o,i}}{E_i t_{exp}} \tag{2}$$

If we want to take into account the non-linear effect we are referring to here, we must introduce a factor
into Equation (2) that embraces this variation:

$$R_i^{0} (\lambda) = \frac{C_i - C_{o,i}}{E_i t_{exp} r_{NL}(C)} \tag{3}$$

The new factor, $r_{NL}$, depends upon the digital counts $C = C_i - C_{o,i}$ registered at the camera.
There are still other effects, such as spatial non-uniformity in the sensor array, that influence the response of the camera. We can also take this effect into account by modifying the expression of the responsiveness:

\[ R_i(\lambda) = R_i^0(\lambda)r^{NL}(C) = \left\langle R_i^0(\lambda) \right\rangle r^{NU}r^{NL}(C) \]  \hspace{1cm} (4)

where we have explicitly separated the variation in responsiveness due to non-linear effects, \( r^{NL} \), and spatial non-uniformity, \( r^{NU} \), since the spatial average \( \left\langle R_i^0(\lambda) \right\rangle \) is constant. The dependence upon wavelength (or spectral calibration) will be studied in the following section once we have estimated these two correction parameters.

The factor correcting non-linearity can be calculated in a straightforward experiment, once more using the experimental setup in Figure 3. We will use exposure times over 4 ms to be sure that the reciprocity law is fulfilled. The light source was placed in such a way that for an exposure time of 4 ms we got about 500 digital counts on the camera, and for 100 ms the reading was around 3000 digital counts (after removing the dark current noise and averaging 100 frames). Figure 7 shows the values for the average non-linearity correction factor, \( r^{NL} \), across the CCD array for various digital count levels, \( C \), registered by the camera. We can see how this factor decreases considerably below 2500 digital counts, proving that it is necessary to take it into account in order to correct this effect. Figure 7 also shows the error bars corresponding to the spatial standard deviation of this correction parameter across the CCD array. We have also plotted the best second-degree polynomial that fits the experimental points, which will be used as a theoretical function for correcting non-linearity in further measurements taken with our camera.

After correcting the camera response from non-linearity, we might now expect its behavior to be much closer to the ideal. Figure 8 shows the spatial average of responsiveness \( \left\langle R_i^0(\lambda) \right\rangle \) (normalized
to its value at 10 ms) after using the correction factor $r^{NL}$ (and normalized to its value at 10 ms). The remaining variability is lower than 0.3% and is completely random (i.e. it does not depend on the number of digital counts). By doing this we have extended the counts range within which reciprocity law holds good from 500 to 3000 digital counts.

Figure 7. Non-linearity correction factor as a function of the registered digital counts.

Figure 8. Spatial average of responsiveness corrected for non-linearity and normalized to its value at 10 ms, as a function of the digital counts registered by the camera.
Finally, we need only to correct for spatial non-uniformity, as we mentioned in Equation (4), in which we introduced the \( r^{NU} \) correction factor. The sources of spatial non-uniformity in CCDs are manifold\(^{22} \), but fortunately they are almost constant \textit{versus} time and thus can be adequately corrected. From Equations (1) to (4) we can easily obtain\(^{19} \)

\[
 r^{NU}_i = \frac{C_i - C_{o,i}}{r^{NL}_i(C) < R^0_i(\lambda) > E(\lambda) \eta_{exp}}
\]

The main advantage of this method is that we can separate the effects of wavelength dependence and spatial non-uniformity from other factors that exert major influence on camera response. Other authors\(^{16} \) have proposed the use of so-called “flat-field correction algorithms” where such separation is not so clear, and hence their spatial corrections depended on the spectral power distribution of the illuminant used\(^{18} \).

We calculated \( r^{NU}_i \) for each camera pixel, using the same set of images mentioned in this section and applying Equation (5). Figure 9a shows the resulting spatial correction array, i.e. the value of \( r^{NU}_i \) at every pixel of the CCD array sensor, which must be used in the denominator of Equation (6) to correct the sensor data (the origin of this equation is discussed later). We can see how small corrections are applied in the entire CCD matrix, and a value below 1 is used near the corners of the image in order to increase the value registered in those pixels. This is a typical effect caused by any camera lens. Figure 9b shows the effect of applying this correction factor to an image of the integrating sphere port, and it can be seen how the standard deviation across the CCD array decreases from 3% to 0.27% at 3000 digital counts, thus proving that the inclusion of the correction factor for spatial non-uniformity really improves the homogeneity of the CCD array response. Figure 10 shows the value of the pixels in an image of the integrating sphere before and after applying the spatial non-uniformity correction. We should notice that this image was taken with a different light source from the one used.
to calculate the correction parameters, thus proving that our method depends in no way upon the spectral-power distribution of the incident irradiance.

Figure 9. a) Spatial correction array; b) Improvement in spatial non-uniformity.
We can summarize this section by pointing out that the corrected pixel value, $C_i^c$, after applying the corrections studied here can be calculated as

$$C_i^c = \frac{C_i - C_{\alpha,i}}{n_i^{LN}(C) r_i^{NU} (\lambda)}$$  \hspace{1cm} (6)$$

These pixel values are corrected for temporal noise, CCD non-linearity and spatial non-uniformity. They also comply with the reciprocity law and so, once we have performed the spectral calibration of the CCD, they can be used to make the camera work as a precise radiometric instrument by means of Equation (7):
4. Spectral calibration of the camera.

Spectral calibration of CCD devices is a frequently studied subject, involving two main approaches. By using a monochromatic light source (from a monochromator or a tunable laser) and an integrating sphere it is possible to measure the responsiveness of the CCD for a certain wavelength and then cover all the visible range by tuning the wavelength of the light source. Otherwise, a set of known spectra from the patches of a color target may be related to the responses of the camera to those spectra in order to estimate the spectral responsiveness of their sensors. Really accurate results can be obtained by following this indirect procedure.

Our proposal is closer to the methods described by the former authors, since we try to use a monochromatic light source for each wavelength at which we want to discover the spectral responsiveness of the camera. Nevertheless, instead of using a sophisticated monochromator or a tunable laser we use our LCTF as an easy-to-use monochromator to obtain the responsiveness of the camera at the central wavelength of each of the filter modes. Furthermore, instead of using an integrating sphere as a perfectly homogeneous object, we take images of the zenith on perfectly clear days for this purpose, as we did in Section 2. We do this because we only have access to tunable lasers that can cover a small portion of the visible range and the low transmittance of the LCTF modes forces us to use a very intense light source. Nevertheless, we will compare the results of our method against the latter approach using tunable lasers in the spectral regions where they overlap.

When developing our method for spectral calibration of the camera, we made two assumptions. First, each of the transmittance modes of the LCTF is narrow enough to assume that the radiance information received by the camera when a filter mode is tuned corresponds to the central wavelength.

\[
E_i(\lambda) = \frac{C_i^c}{R^0_i(\lambda)\gamma_{\text{exp}}} \tag{7}
\]
alone (i.e. we assume that the modes of the LCTF are equivalent to monochromatic filters). Since the typical spectral accuracy of spectroradiometric devices is 4 nm, monochromatic in this context means a spectral width of about that range. The full width at half maximum (FWHM) of the modes of the LCTF is between 7 nm and 15 nm, depending upon the central wavelength chosen, and thus we can accept the assumption of monochromaticity. Nevertheless, if a more accurate result were needed, a bandwidth correction could be made\textsuperscript{32}. Second, the radiometric information given by the CCD camera is accurate enough to guarantee that it does not depend upon the wavelength, the exposure time or other external factors. In the preceding sections we have described a precise procedure to assure this by means of a complete radiometric calibration.

As we said in Section 2, when using skylight as the source for spectral calibration, we must bear in mind that it is partially polarized. Hence the output of the LCTF will be affected by its orientation since it behaves as a linear polarizer. To avoid this problem, we use a linear polarizer with the same orientation as the LCTF to ensure that we always work with linearly polarized light and a fixed orientation for the polarizer elements. Figure 11 shows a schematic experimental setup used during this experiment. For each selected LCTF wavelength we take an image with the LCTF attached to the camera pointing to the zenith. In this way spatially homogeneous\textsuperscript{26} and monochromatic light (corresponding to the selected wavelength at the LCTF), $E_2$, impinges on the CCD array. Then we need to measure somehow the irradiance received by the camera in order to calculate its responsiveness at that wavelength. To this end, at the same time that the image is taken with the camera we measure the radiance from the zenith with the PR650 spectroradiometer, but with a linear polarizer (with the same orientation as the LCTF, i.e. $\theta_1 = \theta_2$) attached to it in order to take into account only the amount of energy aligned with the transmission line of the LCTF. We have just measured $E_1$ (see Fig. 11). If we proceed in this way we only need to relate $E_1$ and $E_2$ to spectrally calibrate the camera, assuring that
both radiances are linearly polarized with the same orientation ($\theta_1 = \theta_2$). To do this we first need to measure the spectral transmittance of the polarizer, $T_{pol}(\lambda)$.

![Figure 11. Schematic experimental setup for the spectral calibration of the CCD camera.](image)

We use the light coming from a TFT monitor as linearly polarized, intense and covering the whole visible-range light source to measure the spectral transmittance of the polarizer. Using the PR650 as we explained in Section 2 we easily obtained the curve shown in Figure 12. Once we know $T_{pol}(\lambda)$ and that $\theta_1 = \theta_2$, we can relate $E_1$ and $E_2$ by looking at Figure 11 and calculating their ratio in order to eliminate their dependence upon $E(\lambda)$

$$E_2(\lambda) = E_1(\lambda) \frac{T_{LCTF}(\lambda)}{T_{pol}(\lambda)}$$  \hspace{1cm} (8)
Once we know the irradiance impinging on the CCD camera at every wavelength we can easily relate its response to this incoming light, hence calculating its spectral responsiveness, which is shown in Figure 13 for the spatial average across the CCD matrix, also averaged over three series of measurements (the total standard deviation after the whole procedure is shown as error bars). In this same figure we also show the results of the spectral calibration performed by using three tunable lasers (two of which are Ar lasers and the other a dye laser) and an integrating sphere in the same configuration as that shown in Figure 3, which might cover the spectral regions from 454 nm to 514 nm and from 615 nm to 760 nm. We can see how in the spectral regions where our method overlaps with the other method using tunable lasers the results are very similar, bearing in mind the difference in spectral bandwidth of both devices and the spectral feature of skylight, and also measurement uncertainty, which is about 4% for the PR650 and about 1.5% for the laser source method. Hence, we have proved that the LCTF can well be used as an accurate monochromator in calibration tasks, and also that skylight on perfectly clear days can be used as a very intense, spatially homogeneous, though partially polarized, light source.
Figure 13. Spectral responsiveness of the CCD camera: Comparison of our method using the LCTF and a classical method using tunable lasers. Error bars correspond to the spatial standard deviation obtained across the whole CCD matrix and the three series of measurements.

5. Spectroradiometric measurements using our calibrated multispectral system.

In previous sections of this paper we have described the spectral calibration of the LCTF and the camera, and also corrected the camera’s response to noise, non-linearity and spatial non-uniformity. Therefore we can immediately relate the corrected digital counts registered at a pixel of the camera, \( C_k^c \), when a wavelength mode, \( k \), is selected at the LCTF, with the incident irradiance at that wavelength, \( E_k \).

\[
E_k = \frac{C_k^c}{R_k T_{LCTF,k} t_{\text{exp},k}}
\]  \hspace{1cm} (10)

where \( t_{\text{exp},k} \) is the exposure time used for taking the image when mode \( k \) was selected at the LCTF (\( T_{LCTF,k} \) being the spectral transmittance of this mode and \( R_k \) the CCD responsiveness at this selected wavelength).

In Table 1 we show the mean values (±standard deviations) for the various quality metrics explained below to compare the similarity between each pair of simultaneous spectra measured with the PR650 and our multispectral system over a set of 125 spectral measurements taken in Granada in
2007 on the basis of Equation (10). Since the test set was acquired with the PR650 spectroradiometer between 380 nm and 780 nm at steps of 4 nm, and the multispectral system gets spectral information between 400 nm and 720 nm every 10 nm, a conversion of the data from the PR650 was made prior to comparing the spectra from both instruments. Hence we discarded the data below 400 nm and above 720 nm and made a linear interpolation in order to get spectral data every 10 nm (some intermediate data were also discarded). The metrics shown$^{2,3}$ are the goodness fit coefficient ($GFC$), which is the cosine of the angle between two spectra if these are intended to be vectors in a Hilbert space, the colorimetric CIELAB $\Delta E_{ab}^*$ distance, the percentage of the integrated radiance error metric $[IRE(\%)]$, which is a relative measurement of the difference in the total energy of the two spectral curves being compared, and the colorimetric and spectral combined metric ($CSCM$) proposed$^2$ to compare the spectra of natural illuminants from the colorimetric and spectral points of view, a measurement which has also been used by other researchers$^{33}$. The equations defining these four metrics are shown below [$E(\lambda)$ represents the original spectrum while $E_R(\lambda)$ stands for the recovered spectrum].

\[
GFC = \frac{\left| \sum_j E(\lambda_j)E_R(\lambda_j) \right|}{\left( \sum_j |E(\lambda_j)|^2 \right)^{1/2} \left( \sum_j |E_R(\lambda_j)|^2 \right)^{1/2}} \tag{11}
\]

\[
\Delta E_{ab}^* = \sqrt{\Delta L^* + \Delta a^* + \Delta b^*} \tag{12}
\]

\[
IRE(\%) = 100 \frac{\sum_{j=1}^{N} E(\lambda_j) - E_R(\lambda_j)}{\sum_{j=1}^{N} E(\lambda_j)} \tag{13}
\]
Three examples of spectral reconstructions made by using this method, corresponding to the (a) 10th, (b) 50th, and (c) 90th percentiles of the CSCM metric over the test set of 125 skylight measurements are shown in Figure 14, where it can be seen how the spectral measurements given by the multispectral system are quite similar to those given by the spectroradiometer PR650, although there is a tendency to overestimate the total energy of the spectra, which implies that high values are obtained for the IRE(%) metric. This could be due to a systematic difference between the theoretically expected pixel values and the real ones, $C^e$, registered at the camera, which is brought about by the inexact assumption of monochromaticity of the LCTF transmittance modes. Nevertheless, the quality of the spectral measurements taken with the multispectral system may be accurate enough for certain purposes when studying skylight, where the total energy estimation is not of paramount importance and we may need only the relative SPD.

**Table 1.** Mean ± standard deviation values of various metrics over the test set of 125 spectral measurements taken in Granada in 2007.

<table>
<thead>
<tr>
<th>GFC</th>
<th>CIELAB $\Delta E_{ab}^*$</th>
<th>IRE (%)</th>
<th>CSCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.998±0.002</td>
<td>1.26±0.37</td>
<td>13.1±7.1</td>
<td>15.5±7.3</td>
</tr>
</tbody>
</table>

$$CSCM = Ln(1 + 1000(1 - GFC)) + \Delta E_{ab}^* + IRE(\%)$$  \hspace{1cm} (14)
Figure 14. (a) 10\textsuperscript{th} percentile (CSCM = 6.00), (b) 50\textsuperscript{th} percentile (CSCM = 15.35) and (c) 90\textsuperscript{th} percentile (CSCM = 25.05) over the test set of 125 spectral measurements taken in Granada in 2007.
6. Conclusions

We propose here a way of calibrating the elements of a multispectral imaging system in such a way as to be able to use it as an accurate spectroradiometric instrument in a simple application for skylight imaging. By following the detailed steps described it is possible to eliminate the effects of some kinds of noise, correct the camera’s response to non-linearity and non-uniformity and also to calculate the radiometric response of the CCD sensor array, leading to a substantial improvement in the quality of the CCD imaging.

The novelty of our method lies in our use of the LCTF in some parts of the calibration procedure as a simple monochromator and the zenith on perfectly clear days as a simple homogeneous object to be imaged. We have shown that an accurate estimation of the camera’s spectral responsiveness can be obtained by using our approach and have compared the results against those obtained when using tunable lasers and integrating spheres under more controlled conditions.

We have shown a practical situation in which we use our calibrated multispectral system to obtain spectral measurements of skylight. Our results are very accurate when compared with measurements taken simultaneously with a PR650 spectroradiometer, demonstrating that the calibration procedure we present here is reliable for the purposes of spectral imaging.
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