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Abstract
This work presents an analysis of immersive realities and natural language applied to the teleoperation of hyper-redundant 
robots. Such devices have a large number of degrees of freedom, so they often exhibit complex configurations frustrating their 
spatial understanding. This work aims to contrast two hypotheses; first, if immersive interfaces enhance the telepresence and 
efficiency against conventional ones; and second, if natural language reduces workload and improves performance against 
other conventional tools. A total of 2 interfaces and 6 interaction tools have been tested by 50 people. As a result, immersive 
interfaces were more efficient, improved situational awareness and visual feedback, and were chosen by 94% of participants 
against conventional ones. On the other hand, participants performed better using natural language than conventional tools 
despite having less previous experience with the first ones. Additionally, according to 52% of the population, the preferred 
interaction tool was a mixed strategy that combined voice recognition and hand gestures. Therefore, it is concluded that 
immersive realities and natural language should play a very important role in the near future of hyper-redundant robots and 
their teleoperation.

Keywords  Virtual reality · Augmented reality · Mixed reality · Natural language · Hyper-redundant robot · Soft robot · 
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1  Introduction

In every robotic device, the concept of Degree of Freedom 
(DoF) is very important. It can be defined as the number 
of movements or independent parameters that define the 
configuration of a robot (Barrientos et al. 2007). Tradition-
ally, manipulator robots have been designed to have up to 6 
DoF because it is the minimum number for which a robot 
can properly position and orient its end-effector in a three-
dimensional (3D) space. However, robots with a higher 
number of DoF have some advantages against traditional 
ones: they have higher kinematic skills, and they can recover 
from a failure in some of their joints and have better abilities 

to actuate in complex environments with obstacles. Those 
robots with more than 6 DoF are called redundant, while 
those with more than 12 DoF can be named as hyper-redun-
dant (Martín-Barrio et al. 2018b).

Traditionally, hyper-redundant robots have been con-
ceived to be discrete, with a high number of distinguishable 
links. However, one of the most researched topics in the 
robotics scope is currently focused on continuous robots, 
especially those made by soft materials. These robots are 
characterized to continuously deform instead of being 
moved by the concatenation of a set of rigid links. Therefore, 
compared to traditional ones, they exhibit more flexibility 
and inherent safety to interact with their environment.

To control any robot, a prior knowledge of a model is usu-
ally required to extract its behaviour and predict its move-
ments. At a kinematic level, two main problems are usually 
studied: the direct and inverse kinematics. The direct kin-
ematics aims to determine the end-effector position and ori-
entation when the joint values—the configuration or pose—
are known. This problem is relatively easy to be solved for 
hyper-redundant robots using traditional techniques. On the 
other hand, the inverse kinematics problem is usually more 
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interesting since it aims to solve the configuration that leads 
to a determined position for its end-effector. This problem 
has more difficulties in the hyper-redundant scope since 
such devices offer an infinite number of configurations that 
lead to a single position and orientation for the end-effector 
(Chirikjian and Burdick 1994). Choosing the best solu-
tion can be a great challenge because it is very relative and 
dependant on every situation. Several works have focussed 
on this matter (Collins and Shen 2016; Espinoza et al. 2012; 
Marques et al. 2009; Martín-Barrio et al. 2018a).

However, commanding the end-effector location of a 
hyper-redundant robot offers a limited number of applica-
tions. Besides, methods aiming to solve the inverse kin-
ematics problem usually do not exploit all the kinematic 
capabilities for such robots. Thus, shape controls emerge 
as an alternative. This work will focus on the application of 
this type of control scheme. Under this paradigm, the entire 
configuration of the robot is controlled to perform tasks such 
as local avoidance of obstacles, surrounding objects or fol-
low the leader guidance. Therefore, multiple references are 
needed to control such robots and not just one.

Strategies to adequately define this set of references are 
usually studied in telerobotics. This outlook implies linking 
a human operator and a robot in order to execute a remote 
task. Thus, teleoperation of the shape of a hyper-redundant 
manipulator should study how to properly associate a set of 
user-defined references to move the robot pose (Fig. 1). This 
field is highly related to telepresence, which means that the 
information about the remote environment is naturally dis-
played to the operator, implying a feeling of presence at the 
remote site. A good degree of telepresence guarantees the 
feasibility of a determined manipulation task (Aracil et al. 
2007). Since hyper-redundant robots often exhibit intricate 
shapes, hindering their spatial understanding, maybe emerg-
ing immersive technologies can be a good solution to solve 
this issue.

According to the previous definition, immersive realities 
could be understood as those real or simulated environments 
in which a perceiver experiences telepresence (Rheingold 
1991; Vertut 2013). For example, Virtual Reality (VR) 
provides interaction of virtual elements in virtual environ-
ments, Augmented Reality (AR) features interaction of vir-
tual elements in real environments, and Mixed Reality (MR) 
offers interaction of real and virtual elements through real 
or virtual environments (Roldán et al. 2019b). Nowadays, 
all these realities are achieved using headsets, headphones, 
glasses or controllers among several other devices, provid-
ing stimulus to the human senses including, but not limited 
to, vision, audition and touch. This feedback can be used 
within a teleoperation system to properly manage the pose 
of hyper-redundant robots.

On the other hand, traditional telerobotic systems have 
often relied on a master, intended to command the move-
ments of a remote robot, called slave. These master–slave 
architectures were conceived in this manner to be transpar-
ent, in other words, to exactly reproduce the remote environ-
ment (Aracil et al. 2007). However, they often implied the 
design and construction of a physical interface to reproduce 
the real-robot movements. Immersive technologies could 
replace those physical masters within the virtual world 
while enhancing the immersion and telepresence. But such 
transparency will highly rely on the interaction tools used to 
replace those physical architectures. In that context, natural 
language could be used as one possible tool. It is understood 
as a rich, intuitive mechanism by which humans can interact 
with systems around them, offering sufficient signal to sup-
port robot task planning (Matuszek et al. 2013).

Accordingly, this work aims to contrast two hypotheses: 
the first one states that immersive interfaces are better in 
terms of efficiency and situational awareness against con-
ventional ones to teleoperate hyper-redundant robots; the 
second one states that natural language can improve the 
performance and reduce the workload against conventional 
tools for the same purpose.

The first main contribution of this work is the comparison 
of emergent immersive technologies against conventional 
ones to teleoperate the shape of hyper-redundant manipula-
tors. Furthermore, an analysis of natural language and other 
tools used to interact within the immersive scenarios has 
been conducted and compared against conventional tools. 
Additionally, an experimentation strategy is proposed in 
order to measure both subjective and objective parameters, 
relevant to contrast the conjectures. In summary, this work is 
expected to clear the path to which the research of teleopera-
tion of hyper-redundant, continuous and soft robots should 
be focused on.

This document will be structured as follows: Sect. 2 
introduces the up-to-date state of the art in telerobotics, tel-
eoperation, immersive technologies and natural language. 

Fig. 1   Teleoperation of a continuous robot for space exploration 
using a Virtual Reality headset and a Leap Motion controller
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Section 3 introduces the system setup, in order to contextual-
ize the following chapters. Section 4 explains of the devel-
oped interfaces to contrast the benefits of using immersive 
realities or conventional ones. Section 5 explains the inter-
action tools and strategies used to perform in immersive 
scenarios for further comparisons. Section 6 presents the 
experiments performed to contrast the hypotheses and the 
results, and Sect. 7 outlines the conclusions derived from 
this work.

2 � State of the art

This section presents the up-to-date research in robot tel-
eoperation, specifically in human–robot interfaces and 
interaction strategies, intended for many types of robots 
and purposes. Hopefully, this will help to clarify the cur-
rent research, potential applications and limitations related 
to this work.

One of the major challenges in robot teleoperation is the 
difficulty of achieving a precise and reliable representa-
tion of the environment. Remote perception and manipu-
lation are affected by factors such as limited field of view 
(FOV), orientation, camera viewpoint, depth perception, 
degraded video image, time delay and motion. Researchers 
have shown that enhancing teleoperator feedback plays an 
important role in decreasing task difficulty and creating a 
greater sense of operator immersion in a teleoperation envi-
ronment (Chen et al. 2007). Accordingly, some authors have 
studied the strengths and weaknesses of conventional 2D 
interfaces against immersive 3D ones. Some of them predict 
that immersive interfaces can help users to achieve a higher 
level of understanding of the robot’s point of view and situ-
ational awareness (Hedayati et al. 2018).

Several works related to mobile robotic applications agree 
at selecting virtual and augmented reality interfaces in order 
to improve performance (Cheng-jun et al. 2009; Kot and 
Novák 2018; Mostefa et al. 2015; Nielsen et al. 2007). One 
example of enhancing situational awareness is Flying Frus-
tum, an AR interface aimed to control semi-autonomous 
Unmanned Aerial Vehicles (UAV) using a 3D interactive 
printout of the terrain. In this work, UAV operators could 
use pen-based interactions to input flight paths and com-
mands to the UAVs by sketching directly on the physical 
topographical model of the terrain (Li et al. 2015).

Moreover, many works claim that VR technologies 
applied to robotics can reduce the cost of expensive special-
ized systems in manufacturing (Bugalia et al. 2015; Lipton 
et al. 2018; Roldán et al. 2019a).

Concerning the teleoperation of service robots, immer-
sive realities can be used for surveillance and remote inter-
ventions in our homes. (Labonte et al. 2010) conducted an 
experiment in which two MR visualization modalities were 

compared with standard video-centric and map-centric 
perspectives. As a result, novice operators experienced a 
higher workload and were less efficient than expert ones. 
Regarding the interfaces, the performance was significantly 
inconclusive. According to the authors, this is due to a high 
complexity of different factors such as the operation environ-
ment, the mission’s objectives, the robots’ capabilities or the 
choice of performance metrics. In another work, teleopera-
tion enabled operators to establish effective communications 
between humanoid robots and people in order to avoid the 
automatic recognition difficulties of spoken language (Koi-
zumi et al. 2006).

In the hyper-redundant robotics scope, teleoperation 
schemes often follow traditional master–slave architectures. 
This is reasonable since these robots with a large number of 
DoF are usually perceived to need a replica with the same 
number of DoF in order to exploit all their kinematic skills. 
However, using masters and slaves with different number of 
DoF is a common practice. For example, a Phantom Omni 
haptic device (master) was used to accurately teleoperate 
the end-effector of an articulated snake with 12 DoF (slave) 
for minimally invasive surgical procedures. In these situa-
tions where the number of DoF of the master is lower than 
in the slave, it is necessary to obtain a mapping relation 
between each other (Ren et al. 2017). Another example uses 
the same master to teleoperate a tendon-driven continuous 
robot by using a VR interface in real time, also intended 
for surgical procedures. This research underlines that the 
kinematic structure of the master is very dissimilar to the 
kinematic model of the continuum robot, so the teleopera-
tion strategy may not be the best (Bhattacherjee et al. 2018). 
Such dissimilarities were also studied trying to teleoperate 
a redundant continuous manipulator using a non-redundant 
rigid-link master. These differences were minimized using 
feedback linearizing task-space controllers (Kapadia et al. 
2012). In all these works, the inverse kinematics is inter-
related between the master and slave for the end-effector 
only. Then, only the inverse kinematics problem is solved, 
but shape controls are not managed. This work will study 
such whole-body movements to be the ones that fully take 
advantage of the kinematic capabilities of these robots for 
remote operations.

Different interaction strategies are used to teleoperate 
robots, varying from traditional and mechanic peripherals 
to multimodal ones. On the one hand, physical tools vary 
from game controllers, electronic devices, keyboards, mouse 
devices, joysticks or Phantom haptic devices, among others. 
Depending on the field of application and the robot kinemat-
ics, one can be chosen against another. For example, to fly a 
UAV, specific physical controllers with buttons and axis are 
commonly used (Hedayati et al. 2018).

Human gestures without physical intermediaries are 
another way of controlling robots in teleoperation. They 
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can be advantageous because are easy to use, robust, fast 
and can be used in a wide range within the field of view 
(Hu et al. 2003). Such interfaces are oriented to tasks that 
can be performed hands free. In fact, some authors claim a 
higher prominence of devices like the Leap Motion sensor 
for the future of human–machine interaction applications 
(Mantecón et al. 2016). Some works describe vision system 
interfaces that track human gestures for relatively simple 
robot commands such as up-down, stop, turn, approach and 
go (Frigola et al. 2003). Others developed a robotic wheel-
chair controlled using face movements (Kuno et al. 1999). 
Moreover, it is worth highlighting that these strategies are 
also used to control UAV by using body postures (Mashood 
et al. 2015). Usually, vocabulary rules or ad hoc methods 
are used to select hand gestures. Some authors affirm that 
analytical approaches are better to design gesture vocabu-
laries for multiple objectives for psycho-physiological and 
gesture recognition factors (Stern et al. 2007). Accordingly, 
gesture-based techniques can be a valid alternative to physi-
cal master–slave architectures since they can be cheaper and 
more intuitive (Shirwalkar et al. 2013).

Voice commands are also useful especially in environ-
ments where manual control is difficult or when both hands 
of the operator are busy, as in the case of ROBTET, a robotic 
system for maintaining live power lines. In such a system, 
users use voice commands, while both hands perform other 
control tasks (Aracil et al. 2002). Other projects compared 
the utility of manual and speech inputs for several UAV 
control tasks. Results showed that using speech was signifi-
cantly better than manual inputs in terms of task comple-
tion time, accuracy, flight and navigation measures and pilot 
ratings (Draper et al. 2003). Voice commands have been 
used in telerobotic surgical systems as well, as in ARTE-
MIS, an Advanced Robotics and Telemanipulator System 
for Minimally Invasive Surgery. The main components are 
two master–slave units guiding the surgical instruments 
and a remotely controlled endoscope guiding system. This 
last one can be guided by a simple joystick, voice control 
or automatic camera tracking (Rininsland 1999). In addi-
tion, voice can be a powerful tool to use in teleoperation of 
humanoid robots for being convenient and simple, with less 
workload and learning time involved (Lu et al. 2010; Poncela 
and Gallardo-Estrella 2015).

Natural-language interfaces can be applied to make the 
use of intelligent robots more flexible, such as in the case 
of the autonomous mobile two-arm robot KAMRO (Lueth 
et al. 1994). Combination of gesture and voice strategies 
gives place to multimodal interfaces, providing a large 
range of interactions, intuitive to humans and advantageous 
to service robots (Yoshizaki et al. 2001). There is evidence 
that multimodal displays and input controls have great 
potential towards improving the teleoperation performance 
(Chen et al. 2007). In fact, some authors claim that these 

approaches increase awareness of surroundings, cue visual 
attention and convey a variety of complex information, espe-
cially when the visual channel is heavily loaded (Shilling 
and Shinn-Cunningham 2002).

3 � System setup

The system arrangement will rely on the information 
exchanged between the user and the robot in both direc-
tions. Thus, communication is named bilateral (Fig. 2). In 
other words, the user sends information to operate the robot 
in one direction, whereas the robot transmits information to 
the user in the other direction in order to report its current 
pose, both in real time. As a reminder, a real-time system 
can be understood as an information processing activity that 
responds to an externally generated stimulus in a previously 
determined frame of time (Young 1982). In the presented 
system, this bilateral communication performs a cycle with 
a frequency of 10 Hz, which depending on the application 
can be acceptable or not. In this work, it was high enough to 
test the capabilities of the interfaces that will be explained 
in Sect. 4.

The bilateral controller implemented in this work follows 
a position–position scheme. Thus, the robot will move to 
a determined position previously commanded by the user. 
Although this scheme is very simple, it is the best suited 
when the master–slave size relation is similar, there are no 
limitations in the slave speed, a high level of telepresence is 
required, and the task involves a high number of degrees of 
freedom (Ferre et al. 2007).

In this work, the hyper-redundant and soft manipulator 
Kyma will be used to conduct the experiments (Martín-
Barrio et al. 2019) (Fig. 3). Its structure consists of a set of 
bellows that allow both flexion and prismatic movements. It 
is divided into 4 sections, each one actuated by 3 angularly 
equidistant tendons and motors. Therefore, teleoperating this 
robot will rely on 4 input positions. Moreover, the robot is 
also equipped with a gripper for pick and place operations.

Additionally, a computer is used to host the interfaces 
and control the robot movements. It uses different periph-
erals to transmit or capture information from the user 

Fig. 2   Bilateral scheme for the robot teleoperation
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such as a display monitor, a VR headset, a keyboard or 
a gaming controller. The robot feedback to the user will 
be visual, so it will rely on displaying its shape, obtained 
from the onboard sensory system based on Inertial Meas-
urement Units (IMUs).

Therefore, the developed setup corresponds to Mixed 
Reality (MR), since interaction occurs with both real and 
virtual elements through real and virtual environments. 
This MR can be achieved from a Virtual Reality (VR) 
perspective, by introducing the user in a virtual world, 
or from an Augmented Reality (AR) one, by overlapping 
virtual elements over the real scene. In this work, the 
developments have been made in MR from both perspec-
tives using the HTC Vive VR headset and the Hololens AR 
glasses, respectively, although the experiments have been 
entirely conducted on the first ones.

It is worth highlighting that virtual and augmented envi-
ronments are not competitors, but rather different perspec-
tives for different purposes and applications. Usually, AR 
is thought to be useful in local environments, enriching 
the real world, while VR is oriented to replicate remote 
or imaginary places by immersing the user in the envi-
ronment. For example, teleoperating a robot in a nuclear 
reactor (Dutta et al. 2017), or in a remote place such as the 
moon (Britton et al. 2015), is an application better suited 
for VR. However, teleoperating a robot in a surgery room 
(Pessaux et al. 2015), or in a cooperative environment for 
in situ assemblies (Michalos et al. 2016), are perspectives 
more appropriate for AR.

4 � Human–robot interfaces

This work aims to determine whether immersive interfaces 
are better or worse than conventional ones to teleoperate 
hyper-redundant robots. Hence, both interfaces have been 
created based on the same constitutive elements in Uni-
ty3D, a cross-platform real-time engine. A human–robot 
interface can be understood as a set of elements that enable 
the communication and interaction between a person and a 
robotic system. In this context, a good interface would be 
clear, concise, familiar, responsive, consistent, aesthetic, 
efficient and forgiving. Binding such features will give 
place to an efficient interface while also providing high 
situational awareness.

Teleoperation of hyper-redundant robots, similarly to 
multi-robot systems, usually requires a relatively high 
number of inputs to appropriately manage their shape 
(Roldán et al. 2017). And it is important to highlight that 
human beings perform better paying full attention to one 
thing at one time (Raskin 2000). Therefore, choosing the 
most convenient interface for this purpose is very impor-
tant in order to maximize efficiency. In the context of tel-
eoperating robots, efficiency will be defined as the ability 
to maximize precision and speed by commanding a robot 
to perform a determined task.

In this context, the number of inputs will be highly 
dependent on the number of degrees of freedom, but not 
always strictly the same. For example, several hyper-
redundant devices such as continuous or soft robots can be 
considered as under-actuated (Martín-Barrio et al. 2018b). 
Such systems have a higher number of degrees of freedom 
than actuators, so their teleoperation will usually rely on 
a model to estimate their pose when being teleoperated. 
In the case of Kyma (Fig. 3), it has 4 sections so the num-
ber of inputs will be the same, although the virtual robot 
will rely on model based on Piecewise Constant Curva-
ture (PCC) to reconstruct its shape (Gravagne and Walker 
2000). This is the main difference between commanding 
non-redundant robots and the shape of continuous or soft 
ones.

On the other hand, situational awareness can be defined 
as the perception of elements in the environment within 
a volume of time and space, the comprehension of their 
meaning and the projection of their status in the near 
future (Endsley 1988a). Under these circumstances, a high 
level of situational awareness is considered a result of a 
high level of telepresence. Thus, situational awareness will 
be measured later to infer the quality of telepresence.

Therefore, two interfaces were created in order to make 
further comparisons: a conventional one that shows the 
information in a regular monitor, and an immersive one that 
uses a virtual reality headset to display the same information.

Fig. 3   Kyma, a soft continuous manipulator robot actuated by ten-
dons
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The scenes are originally developed in a three-dimen-
sional space, although in the conventional interface the 
information is shown in a two-dimensional (2D) display. 
As it will be explained in Sect. 6, in both interfaces the user 
is expected to move the input towards 5 predefined posi-
tions and, in case of making a selection, the robot will move 
accordingly. The pose of the robot will be updated in the 
interface in real time using the onboard sensory system 
explained in Sect. 3.

4.1 � Conventional interface

In this interface, the user is sitting looking at the monitor and 
can use the keyboard to move in 3D a sphere that symbolizes 
the position where the robot’s end-effector is commanded 
to move (Fig. 4). The real robot was located in the same 
space so the users could see the robot being commanded. 
However, in a real scenario, the robot could be located in 
a remote environment, so the current pose of the robot is 
adequately displayed in real time using the bilateral scheme 
explained in Sect. 3.

4.2 � Immersive interface

In the immersive interface, the same information is dis-
played, but in this case an immersive headset with three-
dimensional (3D) stereoscopic vision is used. For this prac-
tice, the user is asked to stand up and make small movements 
to command the robot position. Here, the user moves the 3D 
sphere that symbolizes the end-effector position by pushing 
it using the bare hands, tracked by the Leap Motion device 
(Fig. 5).

As a remainder, these interfaces were developed to con-
trast which one is better in terms of efficiency and situational 
awareness. In later experiments, only visual feedback will be 
further analysed to enlighten which one of such interfaces is 

better suited to enhance telepresence and efficiency, regard-
less of the interaction strategy used.

Next, Sect. 5 will introduce different interaction tools to 
contrast if natural language can improve the performance 
and reduce the workload against conventional tools to tel-
eoperate hyper-redundant robots. Specific details of the 
experiments and results for both hypotheses are explained 
in Sect. 6.

5 � Interaction tools

One of the main purposes of this work aims at determin-
ing which strategy is more appropriate to teleoperate hyper-
redundant robots in an immersive interface in terms of effi-
ciency and workload.

In this context, efficiency will be defined in the same way 
as the previous Sect. 4, as the ability to maximize precision 
and speed. On the other hand, the workload can be defined 
as a hypothetical construct that represents the cost incurred 
by a human operator to achieve a particular level of perfor-
mance (Hart and Staveland 1988).

As a result, 6 different approaches have been developed 
in Unity3D, making use of a computer, the HTC Vive VR 
headset and, in some cases, Xbox or Leap Motion controllers. 
These strategies are the following: controller, master–slave, 
local gestures, remote gestures, voice commands and a 
hybrid approach of gestures and voice recognition.

The strategy based on a controller was chosen to illustrate 
one of many possible conventional tools based on a physi-
cal device to command the movements. The master–slave 
was inspired by past efforts based on physical replicas of 
the robot; but in this case, the replica was designed in the 
virtual world, so it is easily scalable, the teleoperation trans-
parency is preserved, and the construction and maintenance 
costs are minimized. The local gestures strategy was devel-
oped to be the most intuitive since it relied on shaping the 
real-size robot with the hands. While remote gestures were 

Fig. 4   Conventional interface. Here, the scene is displayed in two 
dimensions by a monitor. The robot is commanded to move using a 
keyboard, and its pose is displayed in the interface in real time

Fig. 5   Immersive interface. The setup is nearly the same than in the 
conventional interface but using a VR headset instead of a monitor
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also conceived to manipulate the robot with the hands, they 
promise better interactions when the robot is too big or too 
small. Additionally, voice commands were implemented to 
let the robot be moved when the operator hands are busy or 
their movement is hindered. Finally, the gestures and voice 
strategy combines two natural-language approaches to deter-
mine if they synergize and give place to better results.

In every method, the user has to exploit all the available 
resources to adequately manage the pose of a virtual robot, 
which has to be approached towards a predefined virtual 
reference. This reference was only conceived to measure the 
performance and conduct the experiments. A more detailed 
description of each interaction tool is given below. Basically, 
in all these interaction tools the user will be introduced in a 
Virtual Reality scenario and then will be requested to move a 
virtual robot (green) towards a virtual reference (blue). In all 
these experiments, the participants needed to complete the 
tasks as fast and precise as possible, as it will be explained 
in Sect. 6.

5.1 � Controller

This strategy uses an Xbox gaming controller to teleoperate 
the robot, so it can be defined as a conventional technique 
against others developed in this work based on natural lan-
guage. The user, provided with a VR headset and the control-
ler, will rely on pressing buttons and axis to move the virtual 
robot towards the reference.

First, the desired joint must be selected using some but-
tons, and then, it can be moved along the Cartesian direc-
tions using the controller’s axis. The implementation allows 
simultaneous inputs so the user can combine the three direc-
tions to perform 3D movements. The joints’ speed can be 
adjusted by the quantity of displacement in the axis. In fact, 
these inputs have been filtered to minimize drifting or unde-
sired sensibility issues (Fig. 6).

5.2 � Master–slave

Traditionally, the master–slave architecture often implied 
the design and construction of one physical device (mas-
ter) to reproduce the real-robot movements (slave). In this 
context, the system is more transparent if the similarity 
of the master and the slave is higher. However, creating a 
physical replica of the robot with onboard sensors usually 
involved additional cost, maintenance and construction 
time.

Currently, immersive realities offer the possibility of 
rapidly and easily creating a virtual master with the same 
features of the slave without any physical restriction on 
its construction, and any additional cost or maintenance. 
According to the specific literature, all the presented strat-
egies in this chapter have a master and a slave. However, 
this strategy takes its name inspired from traditional mas-
ter–slave physical models, since the robot relies on a vir-
tual model of different size. Thus, this strategy could be 
most beneficial when the robot size is too big or too small 
to be adequately manipulated using regular gestures.

In this scenario, the user’s hands were tracked using the 
Leap Motion controller, which uses a set of infrared light-
emitting diodes (LED) and cameras to track the move-
ments of hands and fingers. The sense of proprioception 
using this device is very high, so the users feel like touch-
ing virtual objects, although they are not.

Thus, when the user raises one hand, a smaller rep-
lica of the robot is created. Additionally, it will follow the 
hand movements until it closes so it can be positioned as 
desired. Then, the other hand can be raised to gently push 
the robot joints towards the desired reference by apply-
ing contact. By doing this, the slave will be moved the 
same way as the master is being manipulated. But in any 
case the user will enter in contact with the slave directly 
(Fig. 7).

Fig. 6   Controller strategy. In this interaction tool, a gaming controller 
is used to select and move the robot joints one by one using buttons 
and axis

Fig. 7   Master–slave strategy. Here, a little replica of the virtual robot 
(master) is manipulated so the bigger one (slave) is identically moved 
towards the desired reference
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5.3 � Local gestures

This strategy also uses hand tracking to capture gestures. 
However, the main difference is that the user must approach 
the virtual real-size robot and use the hands to push the robot 
joints towards the desired reference by direct contact. It was 
found that pushing enhanced efficiency and reduced work-
load against grabbing, so the joints could not be grabbed but 
only pushed using this approach.

Here, the performance is highly dependent on the rela-
tive size of the robot and the user. If the virtual robot is too 
small, it will be difficult to be precise. On the other hand, if 
the virtual robot is too big, then the user will be very slow 
and will need to move more in the workspace. However, in 
VR is possible to scale all the environment so the perfect size 
of the robot can be chosen to the most adequate even if the 
real one has other dimensions (Fig. 8).

5.4 � Remote gestures

Next, similarly to the master–slave strategy, remote gestures 
allow the robot to be moved without direct contact with the 
virtual robot model. In this case, the virtual robot model 
is moved without any intermediary using hand gestures as 
well.

Therefore, the user can open the index finger on the 
one hand, so a virtual laser appears as an extension to eas-
ily select the joint to move. Then, when the other hand is 
opened, it will move the selected joint accordingly to its own 
movement. When this hand closes, the joint does not move.

This implemented technique is called reindexing. It can 
be defined as the temporary removal of connection between 
master and slave when the range of motion is smaller for the 
first than for the second one (Sayers 1999). It is the same 
principle as when a computer mouse is raised when getting 
closer to the edge of a table.

Since this strategy relies on remote gestures, the operator 
is not expected to move a lot, so reindexing is very important 
to minimize the difference of size between master and the 
slave (Fig. 9).

5.5 � Voice commands

This following tool is based on speech recognition to com-
mand the robot movements. This approach was created so 
the user can teleoperate the robot even if the hands are busy 
or their movement is hindered. Therefore, the user needed 
to remember some intuitive commands previously defined in 
a dictionary. Such commands could activate the movement 
of the robot by small increments or continuously by defin-
ing when to start and stop. This work opted for the second 
alternative because it was found to increase the precision and 
dramatically reduce the number of commands.

Therefore, the joint to move is first selected by pronounc-
ing numbers, in this case, from 1 to 4. Then, the speed can be 
defined as slow, medium or fast. Only three levels of speed 
are taken to reduce the complexity of the strategy. However, 
they are tuned for the robot dimensions, so the slowest one is 
aimed to be more precise, while the fastest is more adequate 
to move long distances. Finally, the user can speak in which 
direction to move the selected joint among left, right, for-
ward, backward, up and down.

These directions have not been allowed to be combined 
using this method because the result was unfamiliar to the 
users. Alternatively, this method could be implemented 
using voice intensity as a variable to select the movement 
speed (Fig. 10).

5.6 � Gestures and voice

If the user can speak and move in the real environment, 
another approach is based on using both voice and gestures 

Fig. 8   Local gestures strategy. The user’s hands are tracked using a 
Leap Motion system so they can be used to directly interact with the 
virtual robot

Fig. 9   Remote gestures strategy. In this setup, the user can select the 
joint to move by pointing with a virtual laser that emanates from the 
left index finger. Then, the selected joint remotely moves when the 
right hand is opened
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to command the robot. Thus, it is the only multimodal 
approach in this work. Several methods could be proposed 
in this matter, but it was finally decided to combine what 
voice and gestures do better.

Therefore, and similarly to the previous method, Voice 
Commands are programmed to select the desired joint by 
pronouncing which joint to move from 1 to 4. Then, simi-
larly to the Remote Gestures strategy, the user can raise the 
hand to move the joint with reindexing, as explained before. 
Hence, the voice is proposed as an alternative of point-
ing with the other hand to unequivocally select the joints, 
and gestures are selected to efficiently move the joint. This 
method can be understood as a hybrid method within the 
natural-language strategies (Fig. 11).

6 � Experiments and results

Two experiments were conducted between February and 
March of 2019 to validate the proposed hypotheses of this 
work. As a reminder, the first one wonders whether immer-
sive 3D interfaces or conventional 2D ones are better suited 

to teleoperate hyper-redundant robots. On the other hand, 
the second one aims at selecting which interaction tools are 
more efficient and reduce workload for the same purpose.

For both experiments, a sample of 50 volunteers was 
selected in order to be heterogeneous enough to lead to 
generalizable results, while also homogeneous enough to 
minimize variances due to factors not relevant in the con-
text of this work. For example, an engineering student with 
experience using computers or videogames is expected to 
perform differently compared to an elderly person. Since 
this work is not intended to compare people skills, but the 
interfaces and interaction tools instead, the population sam-
ple should exhibit a compromise between heterogeneity and 
homogeneity.

Therefore, the participants have different academic back-
grounds but all of them come from a university context, they 
have different genders and ages but come from the same gen-
eration, and have different previous experience in immersive 
realities, robotics and videogames (Table 1).

Since this sample is just one sector of the potential popu-
lation, the obtained data are first evaluated to measure the 
goodness of fit to a determined statistical distribution. For 
this purpose, the Kolmogorov–Smirnov test is applied to all 
the normalized data using the software MATLAB (Daniel 
1990). As a result, it has been found that the data follow a 
normal distribution. Based on this assumption, determining 
if the means of two sets of data are significantly different 
from each other, require the use of a Student’s t test or one-
way analysis of variance (ANOVA), so they will be applied 
throughout this chapter. If not mentioned, the chosen signifi-
cance level is α = 0.05.

6.1 � Human–robot interfaces

In order to test the objective efficiency of the developed 
interfaces in terms of precision and time, the participants 
were asked to move a blue sphere as a representation to 
where the end-effector of the robot is desired to move. They 
were warned to do it equally as fast and precise as possible. 
This input could be moved towards 5 numbered and prede-
fined target positions, depicted by grey spheres of the same 
size. The participants could practice for a while until they 

Fig. 10   Voice commands strategy. The VR headset records the user’s 
voice to recognize simple commands in order to select the joint to 
move, its speed and the direction

Fig. 11   Gestures and voice strategy. This strategy uses the voice to 
select a joint and hand gestures to remotely move it

Table 1   Mean and variance values of the participant ages and their 
subjective previous experience (the higher, the more experience)

Personal data Mean Variance

Age (years) 24.2 11.5
VR experience (%) 35.6 58.4
AR experience (%) 28.1 50.2
Robotics experience (%) 50.1 79.2
Videogame experience (%) 66.9 81.5
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felt ready, in order to minimize the learning factor between 
interfaces. They could press a begin button and move the 
input towards 3 of the 5 target positions, previously speci-
fied. Then, a timer began to run, and the precision was meas-
ured as the mean of the Euclidean distances between the 
input and the desired targets. Both time and precision vari-
ables were first rescaled—min–max normalization—(Eq. 1) 
among the data relative to both interfaces to allow further 
comparisons, then averaged (Eq. 2), and then rescaled again 
(Eq. 1).

where x is a single data for each participant, and x′ the scaled 
value relative to all the population for both interfaces, x̄ the 
mean value between time and precision and n the number of 
participants. By this method, speed and precision are meas-
ured the same to test efficiency since both parameters can 
be considered as equally important to teleoperate a generic 
hyper-redundant robot. However, it must be remarked that 
one variable could be more important than the other depend-
ing on the robot and its purpose.

As a result, the efficiency is a 33.55% higher on average 
and the variance a 41.98% lower for the immersive interface 
than for the conventional one (Fig. 12a). The results between 
immersive and conventional interfaces are significantly dif-
ferent between each other based on both the Student’s t test 
(p = 1.9 × 10−6) and the ANOVA (p = 6.6 × 10−7). Therefore, 
their comparison is statistically reliable.

The situational awareness (SA) is measured in this docu-
ment inspired by previous works (Endsley 1988b). Since 
such variable is subjective and depends on the environment 
setup, the questionnaire is usually custom-made. In this 
test, 3 questions were made to quantify the user perception 
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of what was happening in the real world, compared to the 
images displayed on the interface. Therefore, the participants 
were able to see both the real robot and the interface in order 
to make an inference.

It is worth highlighting that the interface was pro-
grammed to hide the target number labels, so the participants 
were previously asked to remember them in order to test 
memory retention (s1). Moreover, they were asked to focus 
on which of the 3 commanded movements they thought their 
precision was higher (s2). To finish, they were asked to eval-
uate visual feedback from both interfaces (s3). Parameters s1 
and s2 were binary variables which could take value 0 if the 
answer was wrong or 1 if it was right. Variable s3, the visual 
feedback, it was measured from 1 to 10. All these variables 
were normalized (Eq. 1) to allow further averaging (Eq. 3).

Furthermore, the influence of s3 was increased to reduce 
the variance of the results a 10% (Eq. 3).

Afterwards, the resulting data are again rescaled (Eq. 1) 
in order to facilitate comparisons between interfaces. The 
results show that situational awareness is a 73.71% higher 
in the immersive interface than for the conventional one 
(Fig. 12b). Concerning the visual feedback evaluation, the 
participants were able to see the real robot and the model 
within the interface simultaneously and in real time, so they 
could make reliable comparisons between them. As a result, 
they perceived that the visual feedback was a 39.47% higher 
for the immersive interface than for the conventional one on 
average (Fig. 12c). These results are also significantly dif-
ferent based on the Student’s t test (p = 1.8 × 10−10) and the 
ANOVA (p = 4.3 × 10−12).

To finish, and regardless of previous questions, the par-
ticipants were asked to subjectively choose between both 
interfaces assuming they had to perform the same task. 
Consequently, 94% of the participants preferred to use the 
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Fig. 12   Results for the human–robot interfaces test. a Efficiency in terms of precision and time, b situational awareness, c subjective visual feed-
back and d subjective preference
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immersive interface (Fig. 12d). Therefore, both subjective 
and objective parameters agree to select the immersive 3D 
interface to teleoperate hyper-redundant robots as the best 
to enhance efficiency and telepresence.

6.2 � Interaction tools

The human–robot interfaces test shows that immersive ones 
obtain better results to teleoperate hyper-redundant robots. 
The next inquiry is based on selecting which interaction 
strategy is better within this immersive reality for the same 
purpose. As a reminder, there are 6 developed strategies, as 
explained in Sect. 5: controller (CR), master–slave (MS), 
local gestures (LG), remote gestures (RG), voice commands 
(VC) and gestures and voice (GV). In this test, the partici-
pants used a VR headset to command the movements of a 
hypothetical virtual robot towards a randomly defined set 
of references by using the previously mentioned interaction 
approaches.

On the one hand, the efficiency was similarly measured 
using both elapsed time and precision. For each one of the 
approaches, the user could also practice before the timer 
began in order to reduce the learning factor. And the pre-
cision was measured and averaged as the Euclidean dis-
tance between every 4 sections of the virtual robot and the 
relative ones of the reference, differently coloured to ease 
comprehension.

In all the strategies, the user had to repeat the process 
3 times, moving the virtual robot towards different refer-
ences in order to increase the data normalization. Such 
references were randomly defined but bounded to a prede-
fined and limited space so they would not differ too much 
from one participant to another. Therefore, the virtual robot 
joints were moved 3600 times in total in these experiments. 
Accordingly, the learning factor was minimized, whereas the 
randomness and repetitions standardize the data in order to 
achieve generalization.

Similarly to the previous experiment, the speed and time 
were first rescaled (Eq. 1), then averaged (Eq. 2), and then 
rescaled again (Eq. 1), giving place to the previously defined 
efficiency. In this case, the obtained p values using the Stu-
dent’s t test in pairs show that the interaction tools are sig-
nificantly different except for two combinations (Table 2). 
In those cases, it is not possible to determine which one of 
them is statistically better or worse.

Therefore, as seen in Fig. 13a, the efficiency is indistin-
guishably the best for both local gestures and gestures and 
voice, with mean values of around 90%. They are closely 
followed by remote gestures and the controller, also indis-
tinguishable between each other with efficiencies of around 
85% on average. And finally, the master–slave and the voice 
commands are, respectively, the ones with less objective 
efficiency.

On the other hand, the most common method to deter-
mine the workload (W) of a mission is the NASA Task Load 
Index (NASA-TLX) (Hart 2006; Hart and Staveland 1988). 
It is based on rating 6 variables related to the influence of 
workload: mental demands, physical demands, temporal 
demands, performance, efforts and frustration. These param-
eters were first defined to ease their comprehension, and 
then, the users could evaluate them using natural numbers 
(wi = [0, 20]). On the other hand, the participants ordered 
from lowest to highest the subjective relevance of such 
parameters in workload (ri = [0, 5]), so the obtained scores 
were weighted and normalized according to (Eq. 4).

Afterwards, the resulting data are again rescaled (Eq. 1) 
in order to facilitate comparisons between strategies. Again, 
the p values using the Student’s t test in pairs have been 
analysed to objectively make reliable comparisons from the 
results showed in Fig. 13b (Table 3).

Thus, local gestures, controller, gestures and voice and 
remote gestures have half of the workload compared to mas-
ter–slave and voice commands with mean values of approxi-
mately 32% and 61%, respectively.

Besides, the participants selected the frustration as the 
most important factor to influence workload, followed by 
performance, mental demands, efforts, time demands and 
physical demands as shown in Fig. 13d. Furthermore, it is 
possible to compare the objective efficiency represented in 
Fig. 13a with the subjective performance obtained from 
the workload test. Surprisingly, the participants were very 
accurate evaluating their performance and it was found to 
be highly influenced by the level of frustration (Fig. 13e).

As explained in Table 1, the participants were asked about 
their previous experience in VR and AR, robotics and vide-
ogames. If that experience is averaged and plotted against 
the objective mean efficiency for both tests, the variables are 
found as directly proportional (Fig. 14). Therefore, previous 
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Table 2   Pair-wise p values to show the significance between the 
results of efficiency in the interaction tool test

CR

MS 10-11 MS

LG 10-5 10-15 LG

RG 0.18 10-12 10-5 RG

VC 10-22 10-5 10-26 10-20 VC

GV 10-3 10-17 0.13 0.02 10-26

Relations in red do not reject the null hypothesis
CR controller, MS master–slave, LG local gestures, RG remote ges-
tures, VC voice commands, GV gestures and voice



	 Virtual Reality

1 3

experience can be understood as a very important factor to 
achieve a high level of efficiency.

Although the master–slave strategy is controlled by 
gestures, it has been inspired by the physical architecture. 
Therefore, this work proposes to consider this tool as con-
ventional, together with the controller one. In this context, 
the results show that despite having less experience with 
natural language than conventional tools, the participants 

performed better using the first ones against the last ones 
(Fig. 13f).

Finally, and regardless of previous results, the partici-
pants were asked to choose among their preferred interaction 

Fig. 13   Results for the interaction-tools test. a Efficiency in terms of precision and speed, b workload, c subjective preference, d subjective 
importance of variables in workload, e subjective and objective performance comparison and f previous experience influence in performance

Table 3   Pair-wise p values to show the significance between the 
results of the workload in the interaction tools test

CR

MS 10-10 MS

LG 0.29 10-13 LG

RG 0.25 10-10 10-3 RG

VC 10-11 0.59 10-13 10-10 VC

GV 0.91 10-8 0.26 0.16 10-12

Relations in red do not reject the null hypothesis
CR controller, MS master–slave, LG local gestures, RG remote ges-
tures, VC voice commands, GV gestures and voice

Fig. 14   Previous experience influence in efficiency both for the 
human–robot interfaces and the interaction tools experiments
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tool to teleoperate hyper-redundant robots. More than half of 
the participants, exactly 52%, chose the gestures and voice 
strategy, followed by local gestures with 28% and remote 
gestures with 14% (Fig. 13c). If the number of conventional 
and natural-language tools were the same, 92.31% of the 
participants would have preferred to use a natural-language 
tool against a conventional one.

7 � Conclusions

This work aims to clear the path to focus the future research 
of hyper-redundant robot’s teleoperation. This kind of robots 
has numerous degrees of freedom, so their spatial under-
standing is often difficult to be perceived. Teleoperation is a 
very important field in robotics since it is essential for sev-
eral applications such as surgery, spatial missions, inspec-
tion or surveillance. A bilateral communication based on a 
position–position scheme has been developed to be the most 
adequate to teleoperate hyper-redundant robot applications.

On the one hand, this work aimed to determine whether 
immersive 3D interfaces are better or worse than conven-
tional 2D ones in order to teleoperate hyper-redundant 
robots. Experiments with 50 participants show that immer-
sive interfaces exhibit 33.55% mean higher efficiency in 
terms of speed and precision and 73.71% mean higher 
situational awareness than conventional ones. As a result, 
immersive interfaces were chosen to teleoperate this kind 
of robots by 94% of the participants.

On the other hand, some interaction tools were tested by 
the same population in order to determine which strategy 
is better suited for the same purpose within an immersive 
reality. A total of 6 methods were developed: controller, 
master–slave, local gestures, remote gestures, voice com-
mands and gestures and voice. In this case, efficiency is 
indistinguishably the best for both local gestures and ges-
tures and voice, with mean values of around 90%, closely 
followed by remote gestures and controller. Also, a work-
load test showed that local gestures, controller, gestures and 
voice and remote gestures have half of the workload than the 
other two approaches.

Besides, the participants were very accurate in evaluating 
their performance, which was found to be highly influenced 
by their level of frustration. Moreover, results showed that 
natural-language tools are more intuitive since exhibited 
higher performance despite the less previous experience. 
Finally, more than half of the users chose the gestures and 
voice strategy as the preferred one. This is understandable 
since we, as human beings, are used to communicate by 
simultaneously gesticulating and speaking. This is closely 
related to the Principle of Least Astonishment (POLA), 
which states that a user interface should behave in the way 
that most users will expect it to behave. Thus, it can be 

deduced that this combined strategy was the most intuitive, 
while, at the same time, the distribution of tasks to differ-
ent stimulus did not increase the subjective workload to the 
users. Moreover, 92.31% selected an interaction tool based 
on natural language against a conventional one. Future work 
in this matter should be focused on proposing and classify-
ing new interaction strategies in order to select the most 
appropriate, depending on the hyper-redundant robot speci-
fications and its applications.

Therefore, this work concludes that immersive reali-
ties and natural-language tools should play an important 
role in the near future of hyper-redundant robots and their 
teleoperation.
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