Structure of deviations from optimality in biological systems
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Optimization theory has been used to analyze evolutionary adaptation. This theory has explained many features of biological systems, from the genetic code to animal behavior. However, these systems show important deviations from optimality. Typically, these deviations are large in some particular components of the system, whereas others seem to be almost optimal. Deviations from optimality may be due to many factors in evolution, including stochastic effects and finite time, that may not allow the system to reach the ideal optimum. However, we still expect the system to have a higher probability of reaching a state with a higher value of the proposed indirect measure of fitness. In systems of many components, this implies that the largest deviations are expected in those components with less impact on the indirect measure of fitness. Here, we show that this simple probabilistic rule explains deviations from optimality in two very different biological systems. In Caenorhabditis elegans, this rule successfully explains the experimental deviations of the position of neurons from the configuration of minimal wiring cost. In Escherichia coli, the probabilistic rule correctly obtains the structure of the experimental deviations of metabolic fluxes from the configuration that maximizes biomass production. This approach is proposed to explain or predict more data than optimization theory while using no extra parameters. Thus, it can also be used to find and refine hypotheses about which constraints have shaped biological structures in evolution.
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Optimization theory has been widely used to analyze evolutionary adaptation (1–29). Despite their success at explaining important features of many biological systems, optimization principles have been criticized for being an excessive simplification of evolution (30, 31). Major factors in evolution not taken into account by optimization theory are, for example, stochasticity, genetic drift, insufficient time to reach the optimum, the existence of local maxima or insufficient genetic variability (3, 25–31). Practitioners of optimization theory answer to this objection that it is not claimed that biological systems are optimal, but that the optimal configuration is a useful reference to study adaptation in biological systems (3). However, in practical applications the following problem arises: When the real system deviates from the optimum, instead of acknowledging that the system is suboptimal, typically a new optimization principle using more parameters can be given to better fit the data. Although this approach might be justified on the grounds that our objective functions need improvement, the problem is that there is no procedure to distinguish deviations that can be explained by nonadaptive factors like stochasticity or finite time in evolution from those that must be explained by improvement of the objective function.

Here, we test a simple rule for the structure of suboptimal biological systems. This rule implies that the components of the system with lesser impact on the objective function are expected to have a higher probability of deviating from the optimum. We test this theoretical result in the neuroanatomy of the nematode Caenorhabditis elegans. We correctly obtain the structure of deviations from the minimum wiring configuration. We develop a significance test to check that experimental deviations from optimality correspond to the theoretical pattern. Also, a Bayesian approach is given to estimate better objective functions using the data, taking into account the deviations from optimality. Finally, we test the theoretical result in the metabolic network of Escherichia coli. We find that although maximization of ATP and biomass production gives similar predictions in deterministic optimization, it is biomass production that best explains the deviations from the optimum.

Results

Suboptimal Structure in Biological Systems. Deterministic optimization theory finds the system state \( \bar{x} \) with the highest value of the objective function \( Z(\bar{x}) \). Many factors in evolution, including stochastic effects and finite time, may not allow the system to reach the ideal optimum. In these cases, and given that we typically do not have enough details about these factors, it is still reasonable to expect that the system has a higher probability of reaching a state of high \( Z \). In mathematical terms, we can then write the probability \( P(\vec{x}) \) of finding the system state \( \vec{x} \) as a function \( f \) that increases with the objective \( Z(\vec{x}) \),

\[
P(\vec{x}) = f(Z(\vec{x})).
\]

We have applied Eq. 1 to systems of many components, such as neurons in a neuronal circuit or chemical fluxes in a metabolic network. In these systems, we typically have that the objective changes differently in the directions of some components than in the direction of others. This is illustrated in Fig. 1A for the case of a toy system of two components. The objective function falls more slowly in the direction of \( x_1 \), and Eq. 1 implies then a higher probability of deviating from the optimum for component 1. Analogously, in systems of many components, we expect larger deviations in the components with smaller impact on the objective.

Irrespective of the form of function \( f \), Eq. 1 implies a particular structure of the deviations from optimality. This can be seen in Fig. 1B for the 2D case, where we illustrate that the isoprobability lines must be identical to the isobjection lines, independently of the function \( f \). We can thus systematically use Eq. 1 to explain or predict structure of deviations from optimality, with
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no need of determining a specific function \( f \), and therefore using no more parameters than those of the objective function.

Before using Eq. 1 to explain experimental deviations from optimality, we checked that it corresponds to the resulting probability in simple models of optimization for finite time or in presence of stochastic factors. To model stochasticity, representing either our ignorance of the many unknown extra factors affecting fitness or true system fluctuations, we may consider a stochastic version of the objective, that is the sum of the deterministic objective and a random variable independent of the system variables. The probability of finding an optimum is higher in the direction in which the objective is also higher because in this direction the stochastic component has a higher probability of producing a new global maximum, resulting in Eq. 1 (see SI Appendix). For the more complex case with stochasticity present and with the system state changing according to local information of the objective surface, like in stochastic hill climbing (32) (Materials and Methods), the probability at equilibrium is again only a function of the objective function. SI Appendix. The effect of finite time may be modeled in a simple way as random jumps among system states for a short time and selecting among them the state with highest value of the objective. Again, the probability can only depend on the objective function, Eq. 1 (see SI Appendix).

**Deviations from Optimality in the Neuroanatomy of* C. elegans.***

We then tested whether the organization of* C. elegans* neuroanatomy corresponds to the suboptimal structure given by Eq. 1. *C. elegans* is a nematode whose nervous system consists of about 300 neurons. The principle of wiring economy states that the neurons will be in the positions that minimize the cost of the wire needed to connect them (refs. 18–21; Materials and Methods). Previous theoretical analysis obtained the positions of cell bodies (somas) corresponding to minimum wiring cost, given the observed connectivity (18, 21). The result of this calculation is reproduced in Fig. 24, showing the good agreement between the optimal and the actual positions of the neurons. However, the system is not optimal (18–21), with \( \sim 15\% \) of neurons showing important deviations from optimality. Here, we used the same wiring cost function as in optimization studies to explain the suboptimal structure of the nervous system. From Eq. 1, deviations from optimality are expected to be larger for the directions of lower cost \( W(\bar{x}) \) (or equivalently higher objective function, \( Z(\bar{x}) = - W(\bar{x}) \)).

The wiring cost in the direction of each neuron position is found to increase faster the more wires that neuron has

\[
W(x_i) - W(x_i^{opt}) = \omega_i (x_i - x_i^{opt})^2,
\]

with \( \omega_0 \) a measure of the number of wires associated with neuron \( i \) (see SI Appendix for a proof of this result). Thus, cost grows parabolically with the distance from the soma to its optimal position \( x_i^{opt} \). Neurons with a lower value of the number of wires \( \omega_0 \) have a slower increasing parabola and are therefore expected to deviate more. This is clearly seen in the experimental data, Fig. 2B. All neurons with large deviations from the optimum have a low number of wires. The frontier of the experimental pattern is well described by \( \omega = 1/|\Delta x| \) for all 279 neurons except the three known as DA6, AVA-L, and AVA-R (Fig. 2B, solid line).

Next, we calculated how significantly these experimental deviations follow the theoretical pattern in Eq. 1 by using the following procedure. Eq. 1 predicts largest deviations to be in the components of the system with lower impact on the cost (neurons with fewer connections). A random reassignment of deviations among neurons is then expected to destroy this effect, increasing the wiring cost. Thus, we randomly redistributed the experimental deviations among the 279 neurons, and calculated how often the cost of the new configuration was lower than the
actual one (Materials and Methods). This proportion of cases can be directly treated as a $P$ value, because it is equal to the probability that random deviations get distributed by chance in a way consistent with our probabilistic model as the empirical data. We found that the experimental deviations correspond very significantly to the probabilistic result, $P = 0.00033$, Fig. 2C.

We have also tested that alternative hypotheses cannot explain the experimental data shown in Fig. 2B. We checked that the pattern is not due to sampling effects. We also discarded the possibility that experimental errors in the measurement of the positions of neurons, sensors, or muscles are responsible for the structure of the deviations. Finally, we checked that errors in the connectivity matrix cannot explain the data (SI Appendix).

Further insight into the experimental deviations in Fig. 2B can be obtained from a simulation using the algorithm of stochastic hill climbing with Gaussian noise, Fig. 2D. Again, only neurons with low number of wires show important deviations. An approximate theoretical expression for the shape of this pattern can also be obtained from Eq. 1. Assuming independent neurons, that is, each neuron contributing with a term like Eq. 2 to the total wiring cost, and making the change of variable $u = \sqrt{\Delta x}$, each neuron has the same impact in the wiring cost expressed in the scaled variables and, by Eq. 1, also in the probability or the cumulative probability. Their isolines then correspond in the old variables to $\omega \propto \frac{1}{\Delta x^\alpha}$ (see SI Appendix for a complete proof and tests). As the envelope of the numerical results corresponds to an isoline of the cumulative probability, it follows this expected relationship (Fig. 2D, dashed line). The wiring cost function used until now assumes for simplicity that the cost increases with the square of wire length (18, 21) (see Materials and Methods). For a wiring cost increasing as wire length to any power $\xi$, the pattern of deviations approximately obeys $\omega \propto \frac{1}{\Delta x^\alpha}$, always with largest deviations in neurons with lesser number of wires (SI Appendix).

For the experimental data in Fig. 2B, the quadratic case gives a reasonable limit for the pattern (Fig. 2B, dashed line), but it is better described by the linear case (Fig. 2B, solid line).

Analysis of the experimental deviations in Fig. 2B shows that they significantly follow Eq. 1 for a wiring cost previously used in deterministic optimization theory (18, 21). Another use of Fig. 2B could be to find the wiring cost exponent best fitting the experimental pattern. However, this use of Fig. 2B would face important limitations. For example, Fig. 2B picks out $\omega$ as a relevant parameter to study deviations, but its relevance is only valid close to wiring cost exponent 2 (SI Appendix). Also, a more quantitative use of Eq. 1 requires taking into account the full distribution of the data and not the simple quantities that can be obtained from Fig. 2B, like the envelope or mean of the pattern of deviations. Fig. 2B thus allows for a robust qualitative picture, but a quantitative fitting approach must use Eq. 1 and the full data. For this reason, we built a Bayesian estimator that finds the parameters of the objective function that best fit the data to the probability in Eq. 1. Whereas all of the other procedures presented in this article have predictive value and only use the shape of the objective function, the Bayesian estimator is a fitting procedure that uses extra parameters to describe function $f$. In order not to make any assumptions about function $f$, the Bayesian estimator takes into account a wide range of functions, only limited by computational time. A complete description of the Bayesian estimator can be found in SI Appendix.

We have used the Bayesian estimator for the wiring cost for *C. elegans*, which has three parameters: $\alpha$, $\beta$, and the cost exponent $\xi$ (18, 21) (see Materials and Methods). $\alpha$ and $\beta$ are parameters that weight differently the connections of sensory neurons, interneurons, and motorneurons. There is already an anatomical reason for these weights. We need to transform the connectivity data expressed as number of synapses between any two neurons into number of wires by taking into account the actual anatomy of *C. elegans*. Actual neurites that connect two neurons or a neuron and a muscle hold on average 29.3 synapses, whereas neuron-sensor wires only hold one synapse. This anatomical difference may be taken into account by making $\alpha = \beta = 1/29.3$ (ref. 18; Materials and Methods). However, so far we have used $\alpha = 0.05$ and $\beta = 1.5$, which are known to best fit the *C. elegans* data within deterministic optimization theory (21). We have used these values to show that objective functions successful in optimization studies can be used to obtain deviations from optimality. For these values, the Bayesian estimator gives the most probable wiring cost exponent of $\xi = 1.3 \pm 0.09$, consistent with our preliminary analysis in Fig. 2B. Also, the significance of the pattern for exponent 1.3 is $P = 4 \times 10^{-7}$, much better than for the case of quadratic cost.

However, the $\alpha$ and $\beta$ that are best for deterministic optimization do not need to be the best from the probabilistic point of view. Therefore, we used the Bayesian estimator to find simultaneously the $\alpha$, $\beta$, and $\xi$ that best fit the data to Eq. 1. We obtain that the most probable $\alpha$ and $\beta$ (Fig. 3A) are close to the anatomically based values, $\alpha = \beta = 1/29.3$ (18) (Fig. 3A, white dot). The most probable cost exponent is $\xi = 0.49 \pm 0.07$ (SD) (Fig. 3B, blue line). Also, fixing $\alpha$ and $\beta$ to the anatomically based values, the Bayesian estimator finds the same wiring cost exponent $\xi = 0.49 \pm 0.07$ (SD) (Fig. 3B, red dashed line). In fact, a cost exponent of $\xi = 0.5$ is the most probable for all but the least probable $\alpha$ and $\beta$ values, SI Appendix. Furthermore, by using these estimated parameters, there is an increase of significance, $P \approx 10^{-23}$. Similarly to the cases of linear and quadratic cost exponents, for $\xi = 0.5$ the most deviated neurons correspond to directions of flatter wiring cost, Fig. 3C and D. A more specific feature of wiring cost with $\xi < 1$ is that it has local minima in the direction of some neurons. This explains the position of neurons like AVA, AVB, and AVS that are now close to a local minimum. The same happens for VAS (data not shown). DA6 does not improve significantly with the new parameters.
to a local minimum (Fig. 3E) and for which linear and quadratic wiring costs gave no explanation (Fig. 2B). However, the improvement is not only for these special neurons. To show this, we checked that we obtained again the same cost exponent, $\xi = 0.49 \pm 0.06$, using in the Bayesian method all neurons except the three outliers in Fig. 2B, DA6, AVAL, and AVAR.

**Deviations from Optimality in the Metabolism of E. coli.** As a second system to test whether Eq. 1 can obtain the suboptimal structure of biological systems, we chose the metabolism of bacterium *E. coli*. It consists of a network of chemical reactions that transform substances in the medium (glucose, oxygen, etc.) into those needed for the bacterium (ATP, amino acids, etc.). Reconstructions of this network are available from biochemical and genetic studies (8–13) (Materials and Methods). Thus, we know which reactions take part in the bacterium’s metabolism and their stoichiometry. The metabolism is also characterized by the reaction fluxes (or rates). For a given reaction, its flux is the number of molecules of reactants, weighted by their stoichiometric coefficients, that are transformed into products each hour, per gram of bacterial culture (dry weight). These fluxes are controlled by the amount of enzymes of each type produced by the bacterium and have been proposed to be tuned to maximize production of biomass for bacterial growth while producing just enough ATP for maintenance of bacterial functions (8–13). The set of fluxes that are consistent with the stoichiometry of the reactions and maximize biomass production can be computed by linear programming (Materials and Methods). The fluxes predicted in this way are in general consistent with experimental results, Fig. 4A. It has been proposed that a better predictor of reaction fluxes may be the maximization of ATP production while maintaining a certain growth rate (13). Under the circumstances considered here, maximization of ATP gives a prediction (Fig. 4B) very similar to that of maximization of biomass (Fig. 4A). This is reasonable, because ATP is one of the most important components of biomass (see Materials and Methods), so maximizing biomass implies having a high ATP production. However, although both objectives seem to have their maximum at very similar configurations, we expected the two surfaces to be different enough to predict different deviations from optimality.

Our analysis has two steps. In the first step, we would like to calculate the value of the objective function in the direction of each flux with the rest fixed. But this is not possible because, in general, varying one flux produces a state that is not compatible with the stoichiometry. To avoid this, we allow the other fluxes to change, but to prevent them from taking unrealistic values, we limit them to an interval $\Delta$ around the optimum. Then, we fix the flux under study to one of its feasible values and reoptimize the rest of the system within the intervals allowed by $\Delta$. We repeat this procedure for the whole feasible interval to find the upper bound of the objective in the direction of the flux (see Materials and Methods). This upper bound is represented for each experimental flux in color scale in Fig. 4C. The second step tests whether, as expected from Eq. 1, the experimental data (Fig. 4C, white dots) avoids regions where the objective function drops substantially (blue regions in Fig. 4C). Fluxes for which the objective stays high only in a small neighborhood of the optimum are expected to have small deviations. Also, fluxes for which the objective drops faster in one direction than in the other are expected to deviate in the direction of slower drop (e.g., flux gltA is expected to have a small negative deviation, Fig. 4C). These theoretical results, when using biomass as the objective, have a good correspondence with experimental values (Fig. 4C). A significance test was performed by randomly exchanging the deviations among fluxes and calculating the proportion of these configurations with equal or higher average values of the objective, and found $P = 0.0058$ (see SI Appendix).

We then tested whether the experimental deviations from the configuration of maximal ATP production can be explained by

Eq. 1. In this case, experimental deviations were found not to be consistent with the theory (Fig. 4D, see, e.g., flux mdh, which is predicted to be near the optimum but is, in reality, very far away). The significance test fails in this case, $P = 0.17$. The results presented in Fig. 4C and D were obtained for $\Delta = 1.99$ mmol/g dry wt per h, which is the minimum value for which calculations can be performed both for biomass and ATP as objective functions. However, it turns out that our main conclusions do not depend on the value of $\Delta$. For any value of $\Delta$, our theoretical results correspond to experimental data when biomass is the objective function ($P < 0.04$), and not when ATP is the objective function ($P > 0.09$), Fig. 4E. All of the results presented here correspond to experiments where bacteria have a growth rate $0.1$ h$^{-1}$ (meaning that the bacterial population increases 10% every hour). We further tested that we can obtain the structure of experimental deviations for growth rates of 0.2, 0.3, and 0.4 h$^{-1}$.
Results for ATP maximization improve slightly for higher growth rates, but biomass typically also improves and is always the objective most consistent with the experimental data for any value of $\Delta$.

Discussion

We have tested an approach that explains or predicts the statistical structure of deviations from optimality. Using this approach, we have shown that wiring economy and biomass production can explain the experimental data better than previously expected using deterministic optimization theory. Also, the good agreement with the experimental data suggests that the main structure of deviations from optimality need no extra constraints in the objective function. However, we cannot discard the possibility that further refinement of the objective functions may explain finer details of the experimental data. We also gave a method to calculate how significantly the data follow the theoretical prediction, resulting in a $P$ value. This method does not rely on the extraction of some relevant parameter ($\omega$ in the case of C. elegans) and it is thus generally applicable.

The correspondence between deviations from the optimum and the objective function allowed for a better choice of objective function. In the case of C. elegans, whereas wiring cost exponents of values 1 and 2 could correctly obtain the structure of deviations from the optimum, sublinear cost is significantly better. In contrast, previous neuroanatomical studies assumed a wiring cost exponent of a value $\xi = 1$ (14–21). At present we do not know which physical processes are contributing most to the wiring cost (i.e., building, maintenance, attenuation, or intracellular transport) to be able to build a realistic model of the origin of a sublinear wiring cost. However, we note that the costs of other better known production or transportation systems, like human-made ones, are in most cases sublinear (an effect that is termed economy of scale for production systems and economy of distance for transportation systems) (38–42).

We believe that the procedures described in this article will be widely applicable to any system for which an optimization principle has been proposed. They allow one to find traces of optimization even in systems far from the optimum and to better select among objective functions. Also, it is possible to use them in systems trapped in a local maximum by studying the shape of the objective function in the neighborhood of that point.

Materials and Methods

Wiring Cost in C. elegans. An almost complete reconstruction of the nervous system of C. elegans has been obtained from electron microscopy photographs (18, 34, 35). Thus, we know the network connectivity, the soma position for the $n = 279$ neurons and the $S = M = 48$ positions of contact between neurites and muscles or sensors. We used a 1D model where each neuron, sensor, or muscle is represented by a point located in the projection of its 3D position on the anteroposterior axis (18). Data are available at www.wormatlas.org. The total wiring cost for C. elegans is (18, 21)

$$W = \frac{1}{2\xi} \sum_{i,j=1}^{N} A_{ij}|x_i - x_j|^\xi + \sum_{i,k=1}^{N,S} B_{ik}|x_i - s_k|^\xi + \sum_{i,j=1}^{N,M} \beta|C_{ij}|x_i - m_j|^\xi,$$

where $x_i$, $s_k$, and $m_j$ are the positions of neurons, sensors, and muscles, respectively, and $A$, $B$, and $C$ are neuron–neuron, neuron–sensor, and neuron–muscle connectivity matrices, respectively. $\alpha$ and $\beta$ are parameters to take into account differences in average cost of the three kinds of connections. In the actual network, neurites that connect two neurites or a neuron and a muscle hold, on average, 29.3 synapses, whereas neuron–sensor wires only hold one synapse. This anatomical difference may be taken into account by making $\alpha = \beta = 1/29.3$ (18). However, optimization theory has shown a better correspondence with experiments for $\alpha = 0.05$ and $\beta = 1.15$ (21). $\xi$ is a nonnegative exponent, previously argued to be $-2$ (17). Therefore, we use $\xi = 2$, $\alpha = 0.05$, and $\beta = 1.5$, unless otherwise stated.

Deterministic Optimization of C. elegans. For quadratic cost ($\xi = 2$), the optimum can be calculated exactly (17, 18, 21). For other exponents, for which no analytical procedure is available, we discretized the worm in 100 bins, computed the cost for each neuron in each position with all other neurons fixed, and selected the bin with lowest cost. Iteration of this algorithm leads to a stationary state in which each neuron is already in the position identified as optimal in the following iteration. In this situation, by construction all partial derivatives will be zero (neglecting the imprecision due to the binning), so the system will be at a local minimum. As the problem is convex for $\xi > 1$, there is only one local minimum which is also the global minimum. For $\xi = 1$, we repeat the optimization at least 100 times, starting from random initial conditions, and choose the one ending at lowest cost.

Stochastic optimization of C. elegans was performed by stochastic hill climbing, which consists of adding small random variations to the neurons’ positions (we added to each position a random number normally distributed with variance 0.001), and accepting the change only when the new cost plus a random number is lower than the previous cost. We ran 5–10 million iterations, checking that both cost and mean deviation had stabilized, which is necessary to satisfy Eq. 1 in the final configuration (SI Appendix).

Significance Analysis in C. elegans. The permutation test was performed by using the following algorithm: Build a set of positions by randomly permuting the deviations among the neurons and adding them to the optimal positions. In general, some neurons’ positions will be outside the limits of the worm. For each of these neurons, find all other neurons such that interchanging the deviations would result in both neurons inside the worm. Choose randomly one of them, and interchange the deviations. Once all neurons are inside the animal, calculate the cost. We repeated this procedure $10^7$ times for the computation of the $P$ value. Estimation of $P$ values $<10^{-7}$ was done by approximating the histogram of permutation’s cost by a Gaussian distribution, and calculating its cumulative probability from $-\infty$ to the experimental value.

Stoichiometric Model for the Metabolism of E. coli. We used a previously published reaction network (13) that, after removal of redundant reactions, is formed by 88 reactions and 60 metabolites. Bacterial growth is incorporated as a reaction consisting in the consumption of metabolites in the proportions measured experimentally in bacterial biomass, and production of the virtual metabolite “Biomass” plus a small amount of subproducts (9) (see Dataset S1 for the meaning of the metabolites’ abbreviations).

40.2 ATP + 0.33 G6P + 0.07 F6P + 0.12 GA3P + 0.86 3PG + 0.77 PEP + 2.94 PYR + 2.41 ACCOA + 15.7 NADPH + 1.65 OA + 0.96 R5P + 0.36 E4P + 1.28 AKG $\rightarrow$ 3 NADH + 2.41 COA + Biomass. This is the reaction whose flux is maximized when biomass is the objective function. When ATP is the objective function, we maximize a reaction which just consists of consumption of ATP. The model can be found in Dataset S1, and is described in detail in SI Appendix. We performed linear optimization with the open-source GLPK optimization package (GNU Linear Programming kit; www.gnu.org/software/glpk/), and routines written in Matlab (MathWorks). Our routines are based on COBRA toolbox (38).

Calculation of Maintenance Requirements of E. coli. Maintenance requirements are modeled as ATP consumption, with two different contributions: Non-growth-associated maintenance (NGAM), and growth-associated maintenance (GAM) (9). These two parameters are computed by a fit to the experimental data, making the growth predicted by the model match the experimental growth (9), see SI Appendix. We obtained NGAM = 12.5 mmol of ATP per g dry wt (gDW) per h and GAM = 126 mmol of ATP per gDW. Maintenance is added to the model only when biomass production is the objective function. When ATP is the objective function the network anyway produces as much ATP as possible, and the addition of maintenance requirements makes no difference.

Extra Constraints When ATP is the Objective Function. When ATP is the objective function, all of the resources of the metabolic network are diverted to ATP production, resulting in zero growth rate. To avoid this unrealistic situation,
When ATP is the objective function, the growth rate is fixed to its experimental value (13) (see bounds in Dataset S1).

**Simulation of Experimental Conditions of *E. coli***

Experimental conditions are simulated by fixing some of the secretion/uptake rates (external fluxes). In all cases glucose uptake rate was fixed to the experimental value. We allowed unlimited uptake of other metabolites present in the medium (CO₂, O₂, and NO₃), and unlimited secretion of the rest of external metabolites (see Dataset S1).

**Experimental Data of *E. coli* Were Taken from Ref. 37.** They correspond to ¹³C labeling experiments on chemostat cultures of *E. coli* (MG1655 strain). A total of eight experiments are presented, in four groups: three experiments with growth rate 0.1 h⁻¹, one experiment with growth rate 0.2 h⁻¹, two with growth rate 0.3 h⁻¹, and two with growth rate 0.4 h⁻¹. For the cases with more than one experiment for the same growth rate, we use the average of the results. These data can be found in Dataset S1.

**Calculation of the Upper Bound of the Objective Function in the Direction of Each Flux**

First, we constrain to an interval Δ around their optimum all fluxes, except the one under study, the objective and those fixed previously (such as glucose uptake rate, fixed in its experimental value). Then, we find the maximum value of the objective compatible with these constrains for each value of the flux under study. This value is represented in color scale in Fig. 4 C and D. The feasible interval for the flux under study is larger the higher is Δ. We must select Δ high enough to allow the study of all fluxes with experimental data up to their experimental value. In the case of dilution rate 0.1 h⁻¹, Δ_{min} = 0.88 mmol/gDW/h when biomass is the objective function, and Δ_{min} = 1.99 mmol/gDW/h when ATP is the objective function. In the limit Δ → ∞, this calculation is the same as robustness analysis (8, 36). See SI Appendix for further details.
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