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Abstract—A quality control scheme for TechDemoSat 1 (TDS-
1) and CYclone GNSS (CYGNSS) delay-Doppler maps (DDMs)
is presented and the results of its application to a dataset of
more than 700,000 DDMs are discussed. This scheme is proven
to be effective for such purpose and its output indices can be
successfully used as quality indicators of the DDM. This study
shows that most of the TDS-1 DDMs are affected by some
distortions that are attributable to an insufficiently accurate
estimation of the specular point location. The errors, moreover,
can severely alter the symmetry of the iso-delay lines with respect
to the iso-Doppler lines leading to an asymmetry in the arrival
time of the waveforms. Furthermore, these errors may affect the
convolution of the GNSS reflected signal with the Woodward
Ambiguity Function, leading to an unwanted redistribution of
the incoming echo energy among the DDM bins. Such distortions
may in turn affect the accuracy of the wind field retrieval using
either the stare processing approach or the more consolidated
methods of inverting a Geophysical Model Function based on
the DDM peak and/or leading edge slope.

Index Terms—GNSS-R, quality control, accuracy, error, wind,
stare processing.

I. INTRODUCTION

ACCURATE sea surface wind field estimation and mon-
itoring are important for a variety of oceanographic,

atmospheric and climate applications. For example, the success
of an off-shore wind farm installation for the production of
renewable energy strictly relies on the capability of accurately
assessing the wind climatology of a marine site. Also, ac-
curate sea surface wind field estimation plays a key role in
weather forecasts [1]. The wind field is recognized as one
of the 54 Essential Climate Variables (ECV) by the World
Meteorological Organization (WMO). WMO requires that the
sea surface wind speed is retrieved with a bias of less than 0.5
ms−1 and standard deviation below 2 ms−1. Furthermore,
it should be ideally retrieved with a frequency of 1 sample
every 3 hours and with a spatial resolution better or equal to
10 km [2]. Stoffelen et al. demonstrated that the introduction
of the OSCAT scatterometer, separated in time from ASCAT-
A/B by 2,5 hours provided substantial complementary impact
in Numerical Weather Prediction (NWP) applications [3]. At
the moment, sea surface winds are routinely retrieved from
the scatterometers ASCAT-A and B onboard the European
Agency for the Exploitation of Meteorological Satellites (EU-
METSAT) polar orbiting platforms MetOp A/B [4] and from
Scatsat-1, onboard the Indian Space Research Organisation
(ISRO). These scatterometer winds achieve accuracies <1
ms−1, with a spatial resolution equal or higher than 25 km
[5], in line with the WMO requirements. However, even if
the multiple upcoming satellite scatterometer missions, i.e.,

the Chinese-French Oceanography Satellite (CFOSAT [6]),
which will be jointly operated by the Chinese National Space
Administration (CNSA) and by the French Space Agency
(CNES), the OSCAT on board the Indian OceanSat3/A [7], the
HSCAT on board the Chinese HY-2B/C [7], and the ASCAT-
C onboard the MetOp-C, the frequency requirement will be
far from being matched in the following time intervals: 00:00
- 06:00 and 12:00 - 18:00 at Local Time Ascending Node
(LTAN) [8]. All these ocean wind vector missions are planned
for launch in 2018 or 2019. The complementarity of wind
measurements plays a key role in weather forecasts. To depict
processes, such as the diurnal cycle, ocean interaction or
atmospheric mesoscale convection, additional measurements
in the early morning and afternoon will be valuable [3].
Reflected Global Navigation Satellite System (GNSS-R) sig-
nals of opportunity could potentially be used in order to
improve the temporal coverage of ocean wind measurements.
This is one of the main objective of the EUMETSAT funded
project GNSS-R Observation Operator Development and Im-
pact Evaluation (GOODIE [9]) that is being carried out at the
Royal Netherlands Meteorological Institute (KNMI) in col-
laboration with the Institute of Marine Science of the Spanish
National Science Council (ICM-CSIC). Indeed, several studies
have demonstrated the feasibility of retrieving the wind field
from ocean reflected Global Positioning System (GPS) signals
acquired by ground and airborne based receivers [10], balloons
[11] and satellite [12]. The idea of exploiting GNSS signals
for ocean wind retrievals dates back to the late 90s ( [13],
[14]). [15] formulated the bistatic radar equation for L-band
GNSS-R in the geometric optics limit. Recently, [16], [17]
addressed the same problem in a more general form, where
the geometric optics limit constraint has been removed.
GNSS constellations are designed in such a way that at least
4 satellites (usually more) are visible at the same temporal
instance from every point on the globe, in order to accurately
resolve the position of the receiver. At the moment, there
are two ongoing satellite-based GNSS-R missions: a) the
UK TechDemoSat-1 (TDS-1) [18] and b) the U.S. Cyclone
GNSS (CYGNSS) [19]. The first one was launched in 2014
and consists of a single polar orbiting satellite carrying on
board the Space GNSS Receiver Remote Sensing Instrument
(SGR-ReSI) and is operated by Surrey Satellite Technology
Limited (SSTL). The second mission, launched at the end
of 2016, is operated by the National Aeronautics and Space
Administration (NASA) and consists of 8 microsatellites that
are equally spaced on an 35-degrees inclined orbit with respect
to the equator. The choice of the orbit is due to the main aim
of the mission, which is the monitoring of tropical cyclones.
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Both missions acquire delay-Doppler maps (DDMs) with a
frequency of 1 Hz. Therefore, a large quantity of GNSS-R
signals of opportunity is available for analyzing the potential
impact of GNSS-R wind data assimilation into NWP models.
To the best of our knowledge, at the moment two approaches
exist for ocean wind speed retrieval from satellite GNSS-
R echoes. The first one consists of inverting an empirical
geophysical model function (GMF) relating the signal to noise
ratio (SNR) [20], [21] or the normalized bistatic radar cross
section (NBRCS) [12] of the DDM signal pertinent to the
specular area to the unknown ocean parameters. The second
approach consists of minimizing the variance of the wind
speed retrieval by performing a weighted average of two
different retrievals, i.e., those obtained by inverting the GMFs
of two different observables [22]. A similar approach is fol-
lowed by [23], but focusing on defining alternative observables
to optimize wind retrieval quality. The approach developed
by [22], in which the observables are the average NBRCS
(DDMA) of the approximately 25 km square area around
the specular point (SP) and the leading edge slope (LES) of
the average waveform (WF) of the 5 Doppler channels in
the interval [−1, 1] kHz, is routinely used for wind speed
retrievals from CYGNSS measurements. For CYGNSS, the
uncertainty of the retrieved wind speed has been reported to
be around 1.4 ms−1 in the wind speed range 0-20 ms−1, being
lower in the range 0-7 ms−1 and progressively degrading
with wind increasing speed [24]. For TDS-1, the reported
overall uncertainty is around 2 ms−1. A more thorough
and objective validation with more consolidated wind mea-
surements is however needed to verify whether the mission
requirements in terms of wind quality are actually met. In
data assimilation, where the observation and NWP model
information are combined, the best impact is achieved when
the observation error variance is lower than the NWP model
error variance. If the former is higher than the latter, it may in
fact be difficult to demonstrate observation impact altogether.
From [4], [25], we estimate that the NWP wind speed error
variance on the scatterometer spatial scale is well below 3
m2s−2, while the scatterometer wind speed observation error
variances are well below 1 m2s−2. With GNSS-R system
error variances of about 4 m2s−2, it will be very difficult
to extract the relevant geophysical processes and dynamics
from the GNSS-R observations in NWP data assimilation. The
reasons for a such poor accuracy at wind speed higher than
> 7ms−1 are various and can be summarized by the poor
sensitivity of the GNSS-R observables to wind speed changes,
the low SNR, and the significant measurement biases as further
elaborated in this manuscript. Furthermore, the dependency
of the various observables on other geophysical parameters
such as the significant wave height (SWH), the sea surface
temperature (SST), etc. has not yet been properly assessed.
Also note that, the noise coming from L-band anthropogenic
sources [26] can severely degrade the GNSS-R signal.
A quite different approach is the so-called stare processing,
used by [27] for the estimation of the mean square slope (mss).
Such approach exploits the multiple looks of the same surface
target on a series of 1 Hz DDMs over the ambiguity-free area
of the DDM (commonly known as the ”horseshoe”).

This paper shows a stand-alone quality control scheme which
aims at classifying the DDMs that are useful for the stare
processing approach. Indeed, a substantial amount of DDMs
suffer from unexpected features that can distort the horseshoe.
Such DDMs cannot be properly used in stare processing
because the DDM bins may not be representative of the wind
conditions in the target area.
The paper is organized as follows: section II addresses the
motivation for a quality control scheme; section III describes
the dataset used in this work; section IV describes the rational
of the scheme and its detailed implementation; section V
shows the results of its application and, finally, in section VI
the conclusions and some suggestions for the upcoming and
future work can be found.

II. FORMULATION OF THE PROBLEM

The reflected GNSS signals are weak and distorted, there-
fore, the standard GNSS closed loop tracking techniques
cannot be successfully applied [28]. As such, in order to
compute the DDM on board the satellite platform, three
specific algorithms are required: a) calculation of the SP
location, b) calculation of the delay and Doppler estimates of
the SP path, c) allocation of reflections to processing channels.
The SP location is computed by means of the so-called Quasi-
Spherical (QS) approximation [28], [29]. It is important to
stress that the accuracy of the SP calculation is crucial for
the quality of the DDM because it can affect the algorithms
in b) and c) mentioned above. TDS-1 data are only available
at Level 1a data or higher. The Level 1a data is the result of
on board post processing of Level 0 data, which prevents a
reprocessing of the raw signal.
In order to apply the stare processing approach, it is not
necessary, but of course recommended, to transform the Level
1b data in its equivalent NBRCS (σ0). Indeed, σ0 is the
physical quantity that depends on the geophysical parameters
of interest, i.e., the mss and therefore, the wind speed [15].
This can be done by inverting the bistatic radar equation
addressed in [17] (equation 13). Actually, this equation only
accounts for the non-coherent part of the GNSS-R echo, the
coherent part of which limits its effect to low wind regimes (up
to 3 ms−1) and only affects the DDM bins surrounding the SP
[17]. As the deconvolution of the signal is impossible, a useful
way to address this problem is by using an approximation of
equation 13 in [17], that reads [30]:

PR ≈ λ2PTDTDRσ0A

(4π)3R2
0R

2
1L0L1

(1)

In equation 1, λ is the wavelength of the GNSS carrier
signal, PR and PT represent respectively the received and
the transmitted power; DR and DT are, respectively, the
transmitter and receiver antenna directivity factors; R0 and R1

are, respectively, the distance between the scatterer element
and the transmitter and the receiver; and L0 and L1 are the
atmospheric loss to and from the surface respectively. Finally,
A is the integral of the WAF, that represents the effective area
that is being sounded and that depends on both the incidence
angle and the satellite velocity vectors. Equation 1 is meant for
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every delay-Doppler bin (τ, f) of the DDM. Therefore, except
PT , which depends on the Pseudo Random Noise (PRN) code,
all terms are strictly dependent on (τ, f). For the sake of
clarity, the latter notation has been omitted from equation 1.
PT depends on the PRN code, but also shows a variability on
time, which represents a large uncertainty factor [31] [32].
Equation 1 can be inverted in order to estimate σ0, given that
the user knows the transmitted power, both antenna directivity
factors and the geometric factors A,R0, R1. The accuracy
of the geometric factors depends on the accuracy of the bi-
static configuration geometry, therefore on the positions and
the velocities of both the receiver and the transmitter, and on
the position of the SP, as said before.
The observation of unexpected features in most of the DDMs
of this dataset led us to the development of the quality control
scheme presented in this manuscript. In the following sections,
it is shown that the main cause for such distortions is the
inaccuracy of the SP position estimate. In figures 1a (1c), the
arrival time of the waveform at 500 Hz (-500 Hz) is anticipated
with respect to the waveform at 0 Hz. This unexpected feature
indicates a Doppler shift of the DDM peak. Furthermore,
these DDMs are not simply rigidly shifted. Indeed, the arrival
times of the waveforms does not properly reflect the symmetry
between the delay and Doppler iso-lines, giving the feeling of a
”rotation” of the DDM horseshoe. This aspect will be clarified
with some examples later on in the paper (figure 4d of section
V).
Shifts may also be present in the delay axis. One of such cases
is depicted in figure 4, which will be discussed in section
V. These problems in the DDM can severely affect the σ0
estimation, therefore, they should be flagged as poor quality.

III. DATASET

The TDS-1 Level 1b data are in the form of DDM power
counts. The necessary instructions for their radiometric cali-
bration are available in [28]. In this paper, only uncalibrated
data will be used and referred to as TDS-1 DDMs. However,
it is important to stress that as the quality control scheme
presented in this paper is based on correlation functions,
the results are identical for both calibrated and uncalibrated
data. Indeed, correlation functions are invariant for a linear
transformation, and, as shown in the TDS-1 data manual [28],
radiometric calibrated data are a linear combination of the
uncalibrated power.
The dataset that has been used in this study consists of about
720,000 full TDS-1 Level 1b DDMs acquired in the period
from the 4th of July 2015 until the 19th of June 2016 in
fixed gain mode (FGM). Note that in comparison with the
unmonitored automatic gain control (UAGC) mode (in which
the SGR-ReSI operated during the first 9 months of the TDS-1
mission, i.e., until April 2015), the fixed gain mode (switched
on in May 2015) is more suitable for calibration purposes
since the receiver absolute power levels are known [21]. TDS-
1 DDMs are delivered on a Doppler grid spanning from -5
kHz to 4.5 kHz with a grid spacing of 500 Hz, and on a
delay grid of 128 bins with a grid spacing of a quarter τc. One
chip corresponds to 0.977 µs, or, equivalently, to 293 m. The

DDMs of this dataset have incidence angles that span from 0o

to 70o, all over the globe, from −80o to 80o in latitude.
The DDMs have been collocated with the operational 3h
forecast winds from the European Centre for Medium-Range
Weather Forecasts (ECMWF) NWP output. These winds are
used as input for the computation of synthetic DDMs that are
used in the scheme as described later in section IV. NWP
winds have been temporarily and spatially interpolated to the
TDS-1 DDMs. That is, 3-hourly ECMWF forecast winds on
a regular grid of 0.5625 in latitude/longitude are interpolated
to the TDS-1 SP location and time. In addition, the entire
dataset has been collocated with ASCAT winds according
to the following spatio-temporal constraints: a) the ASCAT
acquisition time is within ±20 minutes with respect that of
TDS-1; b) the distance between the TDS-1 SP and the ASCAT
wind vector cell is within 25 km.
WAVPY [33] is a quite flexible open source tool that has been
designed for analysis and simulation of GNSS-R waveforms.
In this work, WAVPY has been used to simulate the DDM
features using collocated NWP wind field information for a
consistency check with real TDS-1 DDMs. As an alternative,
the user can provide mss as input. If only the wind is provided,
mss is computed based on [34]. This choice has been adopted
in this study. All the information related to the acquisition
geometry (acquisition time, transmitter and receiver positions
and velocity vectors) comes from TDS-1 metadata, except
for the SP location. This is computed directly by WAVPY
according to the ellipsoid WGS-84 [35].

IV. METHODOLOGY

In order to correctly assess both the delay/Doppler shifts and
the distortions, two tests based on cross-correlation functions
and on the use of simulated DDMs have been designed.

A. Quality control test 1

The first test (QT1) aims at evaluating both delay and
Doppler shifts. It is based on the cross correlation function
between real and simulated DDMs. It is applied in the inner
core of the DDM, defined as the region of the DDM between
−1.25τc and 6.75τc in delay and between −0.5kHz and
0.5kHz in Doppler (for a total of 32x3 bins, red box of figure
2a). Before applying the cross correlation, both the real and
the simulated DDMs are normalized and reshaped according
to the following procedure:

• a) Evaluation of the noise level;
• b) Subtraction of the noise level from the inner core of

the DDM;
• c) Reshaping of the inner core in a 1-dimensional array

(1D-DDM);
• d) Normalization of the 1-D array by its maximum value

(figures 2b, 2c);
The evaluation of the noise level of the real DDM is

computed by averaging the DDM rows between 30 and 50
delay bins. It is well known that the part of the DDM below
−1τc is representative of an area above the Earth’s surface,
thus measuring the DDM noise [28]. The SP point is located
at bin 64 in all the TDS-1 DDMs analyzed in this paper. As



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 4

(a) Positive Doppler shift (b) Regular DDM (c) Negative Doppler shift

Fig. 1. Examples of correct (1b) and incorrect position of the DDM peak (1a 1c).

such, the delay bins in the interval [30, 50] are well within the
noise region of the DDM. The inner core of the real DDM is
shifted bin-by-bin in delay and Doppler in the intervals ±5 and
±2 bins, respectively, for the delay and the Doppler axis. At
each shift, the cross correlation coefficient between the men-
tioned 1D-DDMs is computed. Therefore, a matrix of 11x5
cross correlation values (C) is obtained. The delay/Doppler
lags corresponding to the maximum cross correlation value
represent the delay/Doppler shifts. The perfectly aligned DDM
should give the result arg maxi,j C = (6, 3) where i and j are
respectively the delay and Doppler indices, corresponding to
null lags in both axes.

Figures 2b and 2c show respectively a case in which the real
and the simulated DDMs are perfectly aligned and a case in
which they are not. In both figures, additional information on
the best cross correlation coefficient (ρ), the assessed values
for both shifts in delay and Doppler (∆d and ∆D respectively)
and the incidence angle at the specular point (θ), is provided.
Cases similar to that depicted in fig. 2c are much more
common than those in figure 2b. From figure 2c one can see
several features: it is evident that there is a shift, with respect
to the simulated inner core of the DDM; furthermore, the real
DDM is noisy, giving rise to some secondary peaks, which
are probably due to residual speckle noise and/or thermal noise
(appendix III of CYGNSS Handbook [36]) or to contamination
through the secondary lobes of the antenna gain pattern.
Finally, it seems that the peak of the real DDM is misplaced
with respect to the expected position. This could simply be
due to noise. Indeed, it is evident that in some situations (2c),
the noise is not negligible and this can mask the real DDM
peak. It is evident that ρ can be used as a quality indicator
of the DDM. This aspect will be discussed in more details in
section V.

B. Quality control test 2

The second test (QT2) is designed to assess the presence
of any distortion, which is perceived as a rotation of the
DDM horseshoe, as described earlier. Actually, what can be
recognized as something similar to a rotation, consists of
a delay of the waveforms (WFs) from the positive Doppler
channels with respect to the WFs relating to those from the
negative Doppler channels (or vice versa). Therefore, the test

assesses the relative lag of the normalized WF at 1kHz
with respect to the WF at −1kHz. This test could also be
implemented for other Doppler channels, but after some tests,
the choosen channels provide the best compromise between
the SNR and the sensitivity to the lag estimation. In order
to appreciate lags smaller than τc/4 (delay grid spacing),
both WFs have been oversampled by reducing the delay grid
spacing to τc/16. The relative lag has been assessed in the
interval [−2.4375τc, 2.4375τc] that corresponds to ±39 bins
in the new delay grid. Since WFs can be really noisy (figure
2c), a de-noising procedure based on Empirical Orthogonal
Functions (EOFs) is applied. The EOF decomposition and
the related Principal Component Analysis (PCA) are two
powerful tools that can be used for several purposes, such
as the dimensionality reduction in high computing demanding
problems, the noise reduction and the linear regression in
ill-posed problems [37]. Here, the de-noising procedure only
aims at filtering some secondary peaks that can mask the real
peak of the WF. The empirical basis is obtained through the
singular value decomposition of the covariance matrix of the
normalized WFs at ±1kHz for the entire DDM dataset, while
the filtered normalized WFs is reconstructed by only using
the first 3 principal components. Some sensitivity tests aiming
at assessing the most appropriate number of components has
been carried out, giving 3 as the optimal choice. The first 3
singular values explain respectively the 39%, 13% and 5% of
the variance of the entire signal.
The two de-noised WFs are cross correlated with each other
and arg maxkD P represents the lag, where P is the cross
correlation coefficient and kD the corresponding lag. kD = 0
represents the perfect alignment of the two WFs, while kD > 0
(kD < 0) is related to an early arrival (delay) of the WF
at 1kHz with respect to the WF at −1kHz. The equivalent
relative shift ∆τD is equal to kD

τc
16 . Here, the subscript D

stands for DATA and is used to distinguish this quantity from
the geophysical effects, introduced below.
The main assumption of the QT2 is that both WFs at ±1kHz
arrive at the same time. Of course, this is not exactly true, but
for incidence angles < 35o, the difference should be in the
order of a fraction of a delay bin, as shown in figure 3.

In figure 3, the red ellipse shows the instant of time at which
the WF at 1kHz reaches the receiver. As it can be seen, this
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Fig. 2. In figure 2a an example of a simulated DDM is shown together with the inner core that is used for the delay/Doppler shift evaluation. Figures 2b
and 2c show two cases of 1D inner core DDMs. In both pictures, both the simulated (dotted line) and the real (solid line) DDMs are represented. In figure
2b one can appreciate a good alignment and a very high SNR. In figure 2c one can see that the SNR is lower as well as a mis-alignment.

Fig. 3. Iso-delay (black solid lines) and iso-Doppler lines (blue solid lines)
for an incidence angle θ ≈ 35o. The red ellipse shows the iso-delay line
approximately tangent to both iso-Doppler lines at ±1kHz (solid bold blue
lines). This instant of time (1.5τc) represents the arrival time of the WFs at
±1kHz. It can be seen that the WF at −1kHz arrives slightly later than the
WF at 1kHz, but this difference is only a fraction of a delay bin.

instant of time is almost equal to the arrival time of the WF
at −1kHz, the difference of which being a small fraction of a
delay bin. It follows that a higher difference in the arrival time
of the two WFs can be due to an incorrect estimation of the
SP with a consequent alteration of the symmetry between iso-
delay and iso-Doppler lines. In some special cases, the test can
give a non null lag estimation even if the arrival time of the
WFs is almost identical. This can happen when there is high
wind speed variability. Indeed, in such conditions, the WF of
the 1kHz channel can peak in a quite different position with
respect to the WF at −1kHz, giving rise to a non null lag. This
effect is not to be attributed to any distortion, as it is rather a
”geophysical” effect. This shift can be computed by applying
the same cross correlation procedure to the synthetic WFs, and
can be taken into account by algebraically subtracting it from
∆τD as follows:

∆τ = ∆τD − ∆τG (2)

where the subscript G stands for geophysical and ∆τ is the
final output of the test QT2.
In principle, also the antenna gain pattern, the residual speckle
noise and thermal noise could lead to some asymmetries of the
DDM, however, this paper demonstrates that the main cause

of such asymmetries is the SP estimation mismatch.
It is important to stress that the same quality control scheme
has also been adapted to regular CYGNSS-like DDMs that
are operationally delivered in the 17x11 delay-Doppler format.
Indeed, such DDMs give information in the Doppler range
between −2.5kHz and 2.5kHz and the delay range is between
−1τc and 3τc, the grid sampling spaces being identical to those
of the TDS-1 DDMs. For such purpose, the QT1 is computed
in an inner DDMs core of 3x17 bins (same Doppler range and
the entire CYGNSS delay range) and the QT2 is applied to
the same WFs at ±1kHz for the entire CYGNSS delay range.
In the following section, only the results of the quality control
scheme applied to the TDS-1 dataset are presented for the sake
of brevity, while we note that the results on the CYGNSS-like
DDMs are similar to those of the full TDS-1 DDMs, and only
slightly degraded because of the reduced number of DDM
bins.

V. RESULTS AND DISCUSSION

A. Quality control test 1
Figure 4 shows an example of the application of the quality

control scheme. Figure 4b shows a DDM as it is acquired
by the SGR-ReSI instrument. From a visual inspection, one
can note a positive delay shift with respect to the simulated
one, which is depicted in figure 4a. After the application
of the QT1, the DDM is repositioned as depicted in figure
4c. Now, it better overlaps with the simulated DDM. At the
same time, one can also appreciate a delay of the WFs in
the negative Doppler channels with respect to those in the
positive channels. This can be seen more clearly in figure 4d,
where the normalized WFs at 1kHz (solid red line) and at
−1kHz (solid blue line) are depicted. It is evident that the
WF at 1kHz arrives earlier than the WF at −1kHz. One can
compare the two normalized WFs with those simulated that
are depicted respectively with dotted red and blue lines. It
is hard to distinguish the simulated WFs at ±1kHz because
they almost perfectly overlap. Therefore, the quantity ∆τG is
negligible here and the ∆τ is mainly due to a distortion effect.
One can also note that the shift does not only affect the peaks
of the WFs, but also the leading and trailing edges, confirming
the presence of some distortion.
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Fig. 4. Example of the application of the quality control scheme. Figure 4a shows the simulated DDM, figure 4b is the raw DDM as acquired by SGR-ReSI,
while figure 4c is the result of the repositioning after QT1 is applied. Finally, figure 4d shows the normalized WFs of the acquired DDM (after repositioning)
at ±1kHz respectively in solid red and solid blue lines. Simulated WFs at ±1kHz are indicated by the dotted lines (respectively red and blue). It can be
seen that the arrival time of the real WFs is different, giving the perception of a rotation of the DDM horseshoe.

Figure 5 shows the distribution of the cross correlation (ρ)
coefficient from QT1. In the panel legend, a few statistical
parameters about the distribution are shown, such as: the
10th percentile, the median and the maximum ρ. The total
number of DDMs is slightly lower than that of the original
dataset because in some cases, QT1 cannot be applied due to
some missing numbers in the raw DDM. These occurrences
represent a small percentage (≈ 1%) of the whole dataset and
are properly stated in the metadata.

Note the contrast between the DDMs with high value of ρ
(see figure 2) and those with small ρ (figure 6).

Figure 6 shows two DDMs that are rejected by QT1. Figure
6a shows some artifacts that are probably due to problems
in the data acquisition and/or processing. Indeed, the WFs at
0.5kHz and 1kHz show a much higher intensity with respect
to the surrounding WFs. Furthermore, there is only a slight
trace of the horseshoe in the area surrounding the DDM peak
bin. It is important to stress that this DDM is not flagged in
the metadata while QT1 has been able to do it.

Figure 6b depicts a noisy DDM, where some secondary peaks,
such as those shown in the 1D DDM of figure 2c, can be
easily recognized in most of the WFs, especially those between
0kHz and 2kHz. If all the DDMs shown in figures 2 and 6
are sorted according to the ρ values, one can recognize that
they are in perfect agreement with a visual check. For the
remaining of this analysis, only DDMs with ρ > 0.9 have
been considered.
In order to have a synoptic view of the effectiveness of this
quality control criterion, figures 7a to 7c show a 2D histogram
of the ASCAT wind speed versus the SNR for Range Corrected
Gain (RCG) > 3 (currently used for CYGNSS data, 7a), RCG
> 11.56 (7b) and ρ > 0.9 (7c). These histograms refer to all
TDS-1/ASCAT collocated data with TDS-1 incidence angle
at SP < 45o. The total number of samples amounts to about
110,000. When we apply the criterion ρ > 0.9, the number of
samples reduces to about 78,400 samples, that is considerably
lower than that of RCG > 3. Therefore, the criterion RCG
> 11.56 has been considered in order to have a similar number
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Fig. 5. Distribution of the cross correlation coefficient (ρ) from QT1. The
legend shows some statistics about the distribution, such as the 10th percentile
(ρ10), the median (ρ50) and the maximum value of ρ. Finally, the white dotted
line represents the minimum threshold value that flags good quality DDMs:
ρ = 0.9.

of samples to those obtained with ρ > 0.9. Figure 7d shows
the standard deviation of SNR associated to all criteria versus
ASCAT wind speed in the range 0−20 ms−1. For the sake of
completeness, the standard deviation before any quality control
is applied, is reported and stated with ”No QC”.

From figure 7d it can be seen that the standard deviation
of SNR significantly reduces when ρ > 0.9 is applied with
respect to all other criteria. Most of the SD reduction is in
the wind speed range 0 − 7 ms−1, while the SD reduction
is less noticeable for winds above 7 ms−1 (when compared
against RCG > 11.56). We have verified that the collocated
ASCAT wind speed distribution is similar to that of the real
global wind speed distribution. As such, one can conclude
that a significant SD reduction is achieved for the proposed
QC filter for about half of the data points (i.e., winds lower
than 7 ms−1). In addition, it seems that most of the outliers
in the upper part of the scatter plot in Figures 7a and 7b are
effectively removed when the quality control criterion ρ > 0.9
is applied in Figure 7c.

B. Quality control test 2

The analysis has been limited to the scenes that have been
acquired with an incidence angle lower than 35o at the SP.
In this way, one is sure that the symmetry between iso-delay
and iso-Doppler lines is preserved with a high accuracy (see
figure 3). This criterion, together with the constraint ρ > 0.9
limits the number of samples to 63% of the total amount of
data. Figure 8 shows the distribution of the two components
of the relative delay shift of the WFs at ±1kHz: ∆τD and
∆τG, respectively in blue and in yellow.
It can be seen that the two distributions are quite different.
The distribution of ∆τG is much narrower than that of ∆τD,
stressing that the geophysical component of ∆τ plays a
minor role. Furthermore, while the distribution of ∆τG is
approximately Gaussian and centered at 0, the one of ∆τD
is rather bimodal, asymmetric and with an expectation value

different than 0. The mean value of ∆τD is 0.16τc, more than
half a delay bin. The cross correlation of ∆τG and ∆τD is
almost 0, stressing once more that the nature of ∆τD is not
related to the wind at the observed scene.
In order to prove that ∆τD is mainly caused by an inaccu-
rate estimation of the SP location, this parameter has been
correlated to the Doppler component of the vector difference
between the SP location computed through WAVPY and the
SP location provided in the metadata [28]. WAVPY an iterative
Newton-Raphson method that builds a gradient function by ap-
plying three conditions: (1) location over the WGS84 ellipsoid;
(2) fulfillment of Snell’s law; and (3) co-planarity of specular-
to-receiver, specular-to-transmitter and surface-normal vectors.
Therefore, it has been assumed as the reference truth. This
parameter (∆f0, where 0 stands for 0-Doppler) has been
computed according to the following equation:

∆f0 = fWP − fTDS−1 ≈ VR ∗mTDS−1

λ
− VR ∗mWP

λ
(3)

In equation 3, fWP and fTDS−1 are the Doppler shift of
the carrier frequency caused by the relative motion of both the
receiver (subscript R) and the transmitter evaluated by means
of the SP location computed with WAVPY (subscript WP) and
of the SP location provided by the TDS-1 metadata (subscript
TDS-1). m represents the outgoing unitary vector at the SP
towards the receiver. This formula is approximated because the
component of the Doppler shift due to the transmitter velocity
is quite similar for both SP locations, therefore they cancel
out. In other words, this is the Doppler difference between the
0-Doppler reference obtained with the reference SP location
and the 0-Doppler reference obtained with the SP location
provided in the metadata.

Figure 9 shows the scatter plot of ∆f0 and ∆τ with some
additional information in the legend, such as the Pierson cor-
relation coefficient (r), the slope and the intercept of the fitting
curve (a and b, respectively) and the probability associated to
the null hypothesis test (p). The fitting curve is depicted with
a dotted magenta line. The color bar is in logarithmic scale
in order to magnify the patterns of the scatter plot. In figure
9 one can recognize the same features of the distribution of
∆τD. Indeed, the two peaks of the distribution are depicted in
the two red spots of the scatter plot. The high correlation of
∆τ with ∆f0 proves that the SP inaccuracy is the main cause
of this feature. Figure 8 shows that the Pierson correlation
coefficient between ∆τ and ∆f0 is slightly higher than that
between ∆τD and ∆f0, in line with what is expected. Also
the intercept of the fitting curve is in line with the expected
value of ∆τ , even if a little bit higher. Furthermore, ∆f0 is
approximately in the range [−220, 220]Hz in agreement with
what is stated in [28].
Finally, no evidence of the effects of the antenna gain pattern,
of the residual speckle noise and thermal noise on DDM
asymmetry has been reported during this analysis. This is not
to deny their effects, but it is evident that they are of second
order with respect to the effects induced by an inaccurate
estimation of the SP location.
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(a) (b)

Fig. 6. Example of two cases that are rejected by QT1. Figure 6a evidences two more intense WFs at 0.5kHz and 1kHz with respect to the other WFs.
Furthermore, there is only a slight trace of the horseshoe. 6b shows a really noisy DDM, where the secondary peaks shown in figure 2c can be easily
recognized in the trailing edges of the WFs, especially those between 0kHz and 2kHz.

(a) (b)

(c) (d)

Fig. 7. Density plot of ASCAT wind speed versus TDS-1 SNR (a) to c)) and standard deviation of SNR with respect to ASCAT wind speed (d)). The number
of samples that are selected by each criterion is reported in the legend. ”No QC” in 7d only refers to collocation criteria.
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Fig. 8. Distribution of the two components of ∆τ from QT2. The distribution
of ∆τD is depicted in blue, while that of ∆τG is in yellow. Some additional
information is provided in the legend: the expected value, the 99% confidence
interval, the mutual cross correlation coefficient, the cross correlation coeffi-
cient of both ∆τD and ∆τG with ∆f0 and the cross correlation coefficient
of ∆τ with ∆f0 .

Fig. 9. Scatter plot of the relative shift between the WFs at ±1kHz (∆τ ) and
the Doppler difference between the 0-Doppler computed with the reference
SP and the 0-Doppler computed with the SP provided in the TDS-1 metadata
(∆f0). r is the Pierson correlation coefficient, a is the slope, b is the intercept
of the fitting curve (dotted magenta line), and p is the probability associated
to the null hypothesis test.

VI. CONCLUSIONS AND FUTURE WORK

A quality control scheme based on the cross correlation
function is designed for both TDS-1 and regular CYGNSS
DDMs. This quality control scheme is applied to a dataset
of more than 700,000 TDS-1 DDMs and the results have
been discussed. The output indices of the tests can be suc-
cessfully used as quality indicators of the DDM, assessing a
performance that is significantly better than the Range Gain
Corrected criterion operationally implemented for CYGNSS
DDM.
The quality control scheme proposed in this paper has proven
to be effective for diagnosing TDS-1 DDM distortions, while
giving similar results for the regular CYGNSS DDM format.
Most of the TDS-1 DDMs are affected by distortions that are

attributable to an inaccurate estimation of the specular point
(SP) location. An inaccurate estimation of the SP location
may give rise to multiple artifacts, such as a) lagging of the
echo, b) the alteration of the symmetry between delay and
Doppler iso-lines, c) a redistribution of the echo energy in
the DDM bins due to a mis-alignment of the echo with the
WAF. While an a posteriori re-computation of the SP can
improve the estimation of the arrival of the echo [28], this
information cannot be used to reduce the effects of DDM
distortion described in points b) and c). Such effects may be
corrected only by reprocessing the raw data, but this is not
possible as long as L0 data are not available. For such reason,
it is highly recommended that L0 will be made available in
the near future. The analyzed distortions may compromise the
application of the stare processing approach [27], but also
severely affect the more consolidated procedures of retrieving
the wind speed through a GMF-based approach on the DDM
peak and/or the leading edge slope (LES) [12], [20]–[22].
Indeed, it is not yet assessed how much the effects described
in point c) above can affect the DDM peak intensity and the
LES. Such topic goes beyond the scope of this paper, but it is
highly recommended that some ad-hoc sensitivity studies are
carried out in the near future.
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