Phase behavior of the hard-sphere Maier-Saupe fluid under spatial confinement
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The Maier-Saupe hard-sphere fluid is one of the simplest models that accounts for the isotropic-nematic transition characteristic of liquid crystal phases. At low temperatures the model is known to present a gas-liquid-like transition with a large difference between the densities of the coexistence phases, whereas at higher temperature the transition becomes a weak first-order transition resembling the typical order-disorder (nematic-isotropic) phase change of liquid crystals. Spatial dimensionality directly conditions the character of the orientational phase change (i.e., the high temperature transition), that goes from a first-order transition in the purely three-dimensional case, to a Berezinskii-Kosterlitz-Thouless-like continuous transition which occurs when the three dimensional Maier-Saupe spins are constrained to lie on a plane. In the latter instance, the ordered phase is not endowed with true long-range order. In this work we investigate how the continuous transition transforms into a true first-order phase change, by analyzing the phase behavior of a system of three dimensional Maier-Saupe hard spheres confined between two parallel plates, with separations ranging from the quasi-two-dimensional regime to the bulk three-dimensional limit. Our results indicate that spatial confinement in one direction induces the change from first order to a continuous transition with a corresponding decrease of the transition temperatures. As to the gas-liquid transition, the estimated "critical" temperatures and densities also decrease as the fluid is confined, in agreement with previous results for other simple systems.
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I. INTRODUCTION

In a series of recent papers [1–3], the authors in collaboration with Lado, have revisited the phase behavior of one of the simplest continuum interaction models that reproduces the isotropic-nematic (IN) transition so characteristic of liquid crystal materials, namely, the Maier-Saupe (MS) hard-sphere fluid [4,5]. The three-dimensional version of this model has been known since long to undergo a weak first-order transition, either in a lattice—known as Lebwohl-Lasher model [6–9]—or in the continuum [10]. In contrast, when the Maier-Saupe spins are spatially constrained to lie on a plane—even if the spins themselves are free to rotate out of the plane—the first-order transition switches to a continuum order-disorder transition, in which the ordered phase lacks a complete long range order, at least if no density fluctuations are allowed (Lebwohl-Lasher model with full occupancy of the lattice sites) [11–13] or if the temperature is high [1–3]. Although the precise nature of the transition is still under some controversy [13], it seems that the process of formation of the quasi-long-range ordered (QLRO) phase, is accompanied by changes in heat capacities and order-parameter susceptibilities that bear some resemblance with the situation found in the Berezinskii-Kosterlitz-Thouless (BKT) transition [14,15]. This was confirmed for continuum models in Ref. [1] also in the presence of a disorienting field, and further on in Ref. [3] for a family of planar (two-dimensional (2D)) systems in which the dimensionality of the orientational degrees of freedom of the Maier-Saupe spins was varied from two to four. These models are known as $RP^{n-1}$ (real projective space in $n$ dimensions) where $n=2$, 3, and 4. The $RP^2$-model considered in [3] is essentially the same one treated in [1] in the presence of an external field and is just the continuum version of the models dealt with in Refs. [11–13].

Summarizing the results for continuum systems, the fluid phase equilibria of the three-dimensional MS system was studied in detail in [2] by means of Monte Carlo (MC) simulation. As mentioned, in the fluid phase one finds a certain range of temperatures in which an I-N phase transition appears. Outside that range, both at low and high temperatures, the compression of the isotropic phase will induce a transition to either a crystalline solid (S) phase or a plastic solid (PS) (without crossing a region of nematic stability). When temperatures are sufficiently low, the difference in density between the isotropic and nematic phases is large enough, so that the transition might also be thought of as a gas-liquid phase change induced by the average net attraction of the MS interaction [3]. The condensed phase exhibits nematic order. In agreement with previous works [6–10], in three dimensions the I-N transition is found [2] to be first order, becoming weaker as the temperature increases. The I-N transition exists as a thermodynamic stable transition up to a high temperature triple point where the I-N, N-S, and I-S transition lines meet. The solid phase is also expected to undergo a weak first-order transition between PS and S phases.

The continuum two dimensional MS (or $RP^2$) case has also been studied in depth using MC simulations [1]. This system can be considered as the limiting case of a three-dimensional nematogenic system confined between two parallel walls. The phase diagram is partially similar to that of three-dimensional (3D) systems. At low temperature (but not too low) a first-order transition occurs between a low density isotropic phase and a high density fluid phase. This high density phase exhibits nematic order at the scale of the system sizes used in the simulation, but it is supposed to have quasi-long-range-order [9,16] in the thermodynamic limit, and in fact one observes that the magnitude of the order parameters decreases as the sample size increases [1]. As the temperature increases the density of the two phases approach...
until they meet at an apparent multicritical point. For higher

It is obvious then that spatial confinement substantially
changes the nature of the phase transition. It is known that
quantities such as critical temperatures and densities will be
strongly affected by confinement [17], by the simple fact that
the average number of neighbors near the system boundaries
will be different from that of the bulk. So in the case of fluids
confined in purely repulsive slit pores (which is the case we
will be dealing with) vapor-liquid critical temperatures and
densities will decrease as the interwall separation shrinks.
Also, at least in simple fluids, when going from a bulk 3D
fluid to a system confined in a planar surface (2D), the shape
of the vapor-liquid curve changes when switching from 3D
to 2D Ising universality class. The effects of spatial confine-
ment of nematogens were already subject of investigation by
Cleaver and Allen [18], which showed that the transition
temperature from isotropic to nematic phase, $T_{IN}$ decreased
with confinement for a Lebwohl-Lasher lattice model of
spins in a slab geometry. This model was further studied by
Telo da Gama et al. [19,20] using mean field and a Bethe-
type approximation. Telo da Gama and Tarazona [20] pro-
posed a mechanism for the crossover between first-order and
continuous transitions based on the dimensional crossover of
both space and order-parameter variables, carrying out ex-
plcit mean field calculations.

The aim of this paper is to offer a detailed analysis of the
switching from a first order to a continuous transition in-
duced by confinement in the continuum hard-sphere MS
fluid. To that purpose we will present a full account of the
evolution of order parameters, their corresponding suscepti-
bilities, heat capacities, and in some cases critical exponents,
using extensive MC simulations and efficient sampling and
analysis tools, such as cluster moves and histogram re-
weighting. Calculations will be carried out using various in-
terwall separations and the results analyzed in the context of
the bulk system behavior. In this work we will restrict our
study to inert walls that induce no alignment on their neigh-
boring spins. We will see in turn how spatial confinement
affects the vapor-liquid

As found in previous works, various simulation tech-
niques are needed depending on the part of the phase dia-

FIG. 1. (Color online) Density profile of a MS hard-sphere fluid
confined in a slit pore with varying pore widths.

II. MODEL AND SIMULATION PROCEDURES

Our system of interest is defined by a set of hard-sphere
particles with embedded Maier-Saupe spins, whose total in-
teraction energy is given by

$$U = \sum_{i<j} u_{HS}(r_{ij}) + \sum_{i<j} u(r_{ij}, s_i, s_j),$$

(1)

where $u_{HS}(r_{ij})$ is a hard core repulsion between spheres $i$ and

$\cos \theta_{ij} = s_i \cdot s_j$ and

$$u_0(r) = \frac{\exp(-\kappa r/\sigma) - 1}{r/\sigma} - \frac{\exp(-\kappa R_c/\sigma) - 1}{R_c/\sigma}$$

$$\text{if } \sigma < r < R_c$$

and $u_0 = 0$ otherwise. We have truncated the interaction at

$R_c = 4\sigma$ for computational convenience. $P_2(x) = (3x^2 - 1)/2$ is

the second degree Legendre polynomial and the coupling
constant $K$ is used here to define the energy units, so that

the reduced temperature is given by $T = k_B T / K$, with $k_B$ being

Boltzmann’s constant. The screening parameter has been set
to unity, $\kappa = 1$. As shown in Ref. [13], the appropriate Mayer
averaging of this potential leads to an effective attractive
interaction, by which one might expect at sufficiently low

temperatures to encounter a vapor-liquid transition, even

without the explicit presence of dispersive interactions. Now,

the phase behavior of the system as defined above, was fully

studied in the bulk in Ref. [2], using MC simulation and an

inhomogeneous integral equation approach. In this paper, our

system particles will be confined between two parallel repul-

dive walls, separated a distance $h$ (with $h = 1.5\sigma, 5\sigma$, and $8\sigma$).

In Fig. 1 we can see the density profiles for these interwall

separations and various densities, $\rho \sigma^3$.

As found in previous works, various simulation tech-
niques are needed depending on the part of the phase dia-
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The phase behavior of the hard-sphere Maier-Saupe spins both in lattice [11,12] and in continuum models [1–3]. Obviously, when focusing on continuum systems, limitations of sample size will be more restrictive that in the case of lattice models. According to our previous experience, the sample sizes used in our calculations are sufficiently large to yield reasonably reliable estimates when applying finite size scaling procedures.

III. ANALYSIS OF FIRST-ORDER TRANSITIONS

As mentioned before, the Maier-Saupe interaction term, induces on the average an attractive term in the effective interaction between two spins. This might give rise to a vapor-liquid first-order transition, in which the density difference between the two phases is substantial. On the other hand, at high temperatures, at least in the three dimensional bulk, the isotropic-nematic transition is always first order in the absence of external fields [20]. Both the vapor-liquid and the isotropic-nematic transitions are coupled in a continuous fashion [2], but the methods to deal with each region of the phase diagram are different. In the case of the confined system, we will see that at sufficiently high temperatures the isotropic-nematic transition can be considered continuous, but for temperatures in the immediate neighborhood below the apparent multicritical point (where the first order and the continuous transition meet), one has to use the same approaches as in the high temperature bulk system, given the small density difference between the ordered and disordered phases.

A. Vapor-liquid transition

The calculation of the vapor-liquid (or low density isotropic-high density nematic phase) coexistence curves was carried out by means of extensive NVT simulations with various sample sizes (N=256, 500, 864 and 1372 particles for pore sizes h<8\sigma, and 500, 864 and 1372 particles for h=8\sigma). The pressure along the y or z direction (the system is confined along the x-direction), is given by

\[ \beta p_{yz} = \rho + \beta p_{yz}^{HS} + \beta p_{yz}^{att}, \]

where \( \beta = 1/k_BT \), with T being the temperature and \( k_B \) Boltzmann’s constant, and \( \rho \) is the number density (i.e., the ideal gas contribution). The attractive contribution to the virial along the y or z direction, \( p_{yz}^{att} \), can be evaluated in a straightforward fashion [23]. As to the hard core term, \( \beta p_{yz}^{HS} \), it can also be readily evaluated by means of the volume perturbation approach exploited in [26,27]. According to this strategy, the volume of the simulation cell is perturbed, shrinking its sides of length, \( l_{yz} \), to a new length \( l'_{yz} = l_{yz}(1 - \Delta) \)—in our case \( \Delta = 5 \times 10^{-4} \), and \( l_y = l_z \)—and the perturbed volume is \( V_{per} = h^2 l_y' l_z \), being the original unperturbed volume, \( V = h l_y l_z \). Counting the number of overlaps induced by the perturbation, \( N_{ov} \), the hard core contribution to the pressure is given by

\[ \beta p_{yz}^{HS} = \left( \frac{N_{ov}}{V - V_{per}} \right), \]

where \( \langle \cdots \rangle \) denotes the ensemble average. Using calculations for a relatively wide range of densities (from \( \rho a^3 = 0.05 \) to 0.85 with a grid \( \delta \rho a^3 = 0.05 \)), one proceeds to perform a weighted least-squares fit of the pressures to a virial equation of the form

\[ \beta p(\rho) = \rho + \sum_{k=0}^{k_{max}} B_{k+2} \rho^{k+2}, \]

which can be integrated to yield the chemical potential

\[ \beta \mu(\rho) = \ln \rho + \sum_{k=0}^{k_{max}} \frac{k + 2}{k + 1} B_{k+2} \rho^{k+2}. \]

Using a \( k_{max} \) such that minimizes the value of the \( \chi^2 \) per degree of freedom [28], we have determined vapor-liquid coexistence curves solving the equilibrium equations

\[ \beta p(\rho_c; T; N) = \beta p(\rho, T; N), \]

\[ \beta \mu(\rho_c; T; N) = \beta \mu(\rho, T; N). \]

The values so obtained for a series of system sizes are then extrapolated to \( N \rightarrow \infty \). As temperature increases, the density of the vapor phase raises, and one can bypass the thermodynamic integration from very low densities performing an integration of the pressure from a reference value \( \rho_0 \) (such that \( \rho_0 \) is smaller than the expected \( \rho_c \)), and fitting \( \beta p \) to a polynomial of \( \rho \), leading to an expression for \( \beta \mu \) different from Eq. (6). The use of a reference \( \rho_0 \) just introduces constant terms of both sides of Eq. (8) that cancel out.

B. High temperature isotropic-nematic transition

For interwall separations \( h > 1.5\sigma \) and relatively high temperatures, the coexistence densities are too close and the
results from various sample sizes are extrapolated to the thermodynamic integration approach sketched above fails. Thus, for $h=5\sigma$ and $T^*\geq 1.55$, and for $h=8\sigma$ and $T^*\geq 1.80$ we have resorted to the use of simulations in the $NpT$ ensemble, using 256, 500, 864, and 1372 particles and several values of $\beta p$ in the neighborhood of the expected transition. Using histogram reweighting techniques, the results for various $\beta p$ are combined to locate the transition. The determination of the vapor-liquid coexistence is based on the analysis of the behavior of the volume per particle, $v$, and its fluctuations [2]

$$\partial v = \left<(v-v_0)^2\right>^{1/2} \quad \text{with} \quad v_0 = \langle v \rangle,$$

which for a given $\beta p_0$ reaches a maximum (see Fig. 2), $\partial v_0$. Then, the coexistence densities will be given by

$$\rho_v = \frac{1}{v_0 + \partial v_0} \quad \text{and} \quad \rho_t = \frac{1}{v_0 - \partial v_0}.$$  \hfill (10)

As in the case of the thermodynamic integration approach, results from various sample sizes are extrapolated to the thermodynamic limit. Additionally, the behavior of the cumulant

$$G_4 = \frac{\left<(v-v_0)^4\right>}{\left<(v-v_0)^2\right>^2}$$  \hfill (11)

provides an assessment as to the order of the transition. Thus, if $G_4 \to 1$ as $N \to \infty$ the transition is first order, whereas at the critical point its value depends on the universality class of the system [31]. For temperatures above the critical, $G_4 = 3$.

**IV. CONTINUOUS ORDER-DISORDER TRANSITION**

In contrast to the bulk fluid results of Ref. [2], in the confined fluid case, the $NpT$ approach described above no longer leads to estimates for the coexistence densities at sufficiently high temperatures: the transition becomes continuous. One might also interpret this in terms of the presence of an extremely weak first-order approach which cannot be elucidated by the standard $NpT$ simulation analysis. We will see however that a careful analysis of the order parameters, their susceptibilities and heat capacities points to the presence of a BKT-type transition. But first, we will pay attention to the

**TABLE I. First-order transition coexistence densities and pressures for the confined MS fluid for interwall separation $h=1.5\sigma$. TI stands for thermodynamic integration from $NVT$ simulations.**

<table>
<thead>
<tr>
<th>$T^*$</th>
<th>$\beta p\sigma^3$</th>
<th>$\rho_v\sigma^3$</th>
<th>$\rho_t\sigma^3$</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.400</td>
<td>0.066(5)</td>
<td>0.060(4)</td>
<td>0.598(3)</td>
<td>TI</td>
</tr>
<tr>
<td>0.450</td>
<td>0.126(3)</td>
<td>0.112(4)</td>
<td>0.558(3)</td>
<td>TI</td>
</tr>
<tr>
<td>0.500</td>
<td>0.224(6)</td>
<td>0.186(3)</td>
<td>0.508(6)</td>
<td>TI</td>
</tr>
<tr>
<td>0.525</td>
<td>0.280(1)</td>
<td>0.229(3)</td>
<td>0.480(8)</td>
<td>TI</td>
</tr>
<tr>
<td>0.550</td>
<td>0.336(7)</td>
<td>0.268(10)</td>
<td>0.444(15)</td>
<td>TI</td>
</tr>
</tbody>
</table>

**TABLE II. First-order transition coexistence densities and pressures for the confined MS fluid for interwall separation $h=5\sigma$. TI stands for thermodynamic integration from $NVT$ simulations.**

<table>
<thead>
<tr>
<th>$T^*$</th>
<th>$\beta p\sigma^3$</th>
<th>$\rho_v\sigma^3$</th>
<th>$\rho_t\sigma^3$</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.80</td>
<td>0.062(4)</td>
<td>0.055(3)</td>
<td>0.770(4)</td>
<td>TI</td>
</tr>
<tr>
<td>0.90</td>
<td>0.109(20)</td>
<td>0.091(14)</td>
<td>0.703(3)</td>
<td>TI</td>
</tr>
<tr>
<td>1.00</td>
<td>0.186(24)</td>
<td>0.144(10)</td>
<td>0.640(7)</td>
<td>TI</td>
</tr>
<tr>
<td>1.10</td>
<td>0.274(12)</td>
<td>0.187(11)</td>
<td>0.555(14)</td>
<td>TI</td>
</tr>
<tr>
<td>1.20</td>
<td>0.384(4)</td>
<td>0.235(5)</td>
<td>0.509(2)</td>
<td>TI</td>
</tr>
<tr>
<td>1.27</td>
<td>0.463(7)</td>
<td>0.274(4)</td>
<td>0.486(2)</td>
<td>TI</td>
</tr>
<tr>
<td>1.35</td>
<td>0.551(3)</td>
<td>0.298(6)</td>
<td>0.455(12)</td>
<td>TI</td>
</tr>
<tr>
<td>1.40</td>
<td>0.602(16)</td>
<td>0.304(26)</td>
<td>0.453(4)</td>
<td>TI</td>
</tr>
<tr>
<td>1.43</td>
<td>0.642(5)</td>
<td>0.315(14)</td>
<td>0.448(6)</td>
<td>TI</td>
</tr>
<tr>
<td>1.45</td>
<td>0.658(7)</td>
<td>0.328(10)</td>
<td>0.436(19)</td>
<td>TI</td>
</tr>
<tr>
<td>1.50</td>
<td>0.720(6)</td>
<td>0.354(1)</td>
<td>0.439(12)</td>
<td>TI</td>
</tr>
<tr>
<td>1.55</td>
<td>0.789(9)</td>
<td>0.366(4)</td>
<td>0.434(14)</td>
<td>$NpT$</td>
</tr>
<tr>
<td>1.60</td>
<td>0.858(6)</td>
<td>0.378(5)</td>
<td>0.438(10)</td>
<td>$NpT$</td>
</tr>
<tr>
<td>1.65</td>
<td>0.921(4)</td>
<td>0.390(4)</td>
<td>0.442(7)</td>
<td>$NpT$</td>
</tr>
</tbody>
</table>
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TABLE III. First-order transition coexistence densities and pressures for the confined MS fluid for interval wall separation $h=8\sigma$. TI stands for thermodynamic integration from $NVT$ simulations.

<table>
<thead>
<tr>
<th>$T^*$</th>
<th>$\beta p_0\sigma^3$</th>
<th>$\rho_c\sigma^3$</th>
<th>$p_0\sigma^3$</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.062(34)</td>
<td>0.056(30)</td>
<td>0.761(40)</td>
<td>TI</td>
</tr>
<tr>
<td>1.0</td>
<td>0.131(24)</td>
<td>0.107(19)</td>
<td>0.669(40)</td>
<td>TI</td>
</tr>
<tr>
<td>1.1</td>
<td>0.197(23)</td>
<td>0.143(10)</td>
<td>0.618(19)</td>
<td>TI</td>
</tr>
<tr>
<td>1.2</td>
<td>0.273(10)</td>
<td>0.193(5)</td>
<td>0.551(3)</td>
<td>TI</td>
</tr>
<tr>
<td>1.3</td>
<td>0.387(8)</td>
<td>0.230(2)</td>
<td>0.499(14)</td>
<td>TI</td>
</tr>
<tr>
<td>1.4</td>
<td>0.477(5)</td>
<td>0.278(24)</td>
<td>0.476(1)</td>
<td>TI</td>
</tr>
<tr>
<td>1.5</td>
<td>0.595(10)</td>
<td>0.299(4)</td>
<td>0.454(3)</td>
<td>TI</td>
</tr>
<tr>
<td>1.6</td>
<td>0.706(22)</td>
<td>0.334(3)</td>
<td>0.448(24)</td>
<td>TI</td>
</tr>
<tr>
<td>1.7</td>
<td>0.809(8)</td>
<td>0.367(6)</td>
<td>0.450(25)</td>
<td>TI</td>
</tr>
<tr>
<td>1.8</td>
<td>0.932(6)</td>
<td>0.388(1)</td>
<td>0.446(18)</td>
<td>$NpT$</td>
</tr>
<tr>
<td>1.9</td>
<td>1.072(17)</td>
<td>0.413(3)</td>
<td>0.463(12)</td>
<td>$NpT$</td>
</tr>
<tr>
<td>2.0</td>
<td>1.211(1)</td>
<td>0.440(2)</td>
<td>0.477(1)</td>
<td>$NpT$</td>
</tr>
<tr>
<td>2.1</td>
<td>1.365(3)</td>
<td>0.463(5)</td>
<td>0.495(11)</td>
<td>$NpT$</td>
</tr>
<tr>
<td>2.2</td>
<td>1.540(3)</td>
<td>0.489(3)</td>
<td>0.516(3)</td>
<td>$NpT$</td>
</tr>
</tbody>
</table>

The determination of the apparent multicritical points, i.e., those points at which the transition switches from first order to a continuous transition. We denote these points as apparent, since the simulation approach cannot discern with sufficient accuracy whether they are “true” multicritical points or critical end points. This remark particularly applies to the quasi-two dimensional case, $h=1.5\sigma$.

A. Apparent multicritical points

It is expected that for low values of $h$ ($h=\sigma$ corresponds to the actual 2D case) the behavior of the system will approach that of the planar system and the I-N transition will transform into a BKT-type continuous transition (at some apparent multicritical temperature $T_{tc}$) before reaching the high temperature I-N-S triple point.

The location of the possible multicritical point, $T_{tc}$, of the system requires the use of finite-size scaling techniques, and the simulation of very large systems. One of the more successful approaches to compute critical or multicritical temperatures [24,32–35] relies on the determination of systems-size-dependent pseudocritical points, e.g., $\{T_{tc}(L), \mu_{tc}(L)\}$ by defining the appropriate order parameters, and then use finite-size scaling procedures to extrapolate the behavior of the infinite system. Details of the methodology used herein can be found in previous works [1,3], so we will just summarize the basic features of the procedure. We carry out computer simulations for different temperatures and volumes using the Grand-Canonical Wang-Landau methodology [1,24,25].

(1) For a given temperature, $T$, and system size $L=\sqrt{V/h}$, we compute the Helmholtz energy function of the system for a large range of densities in the fluid region.

(2) The possible phase transition is located by computing the value of the chemical potential, $\mu_c(L,T)$ that maximizes the density fluctuations.

(3) Histogram reweighting techniques [29] are used to locate the apparent multicritical temperatures $T_{tc}(L)$, which are defined as the temperatures that fulfill [32]

$$\frac{\langle [\delta \rho(T,L,\mu_c)^2] \rangle}{\langle [\delta \rho(T,L,\mu_c)^2] \rangle} = G_4^c,$$

where $\delta \rho = \rho - \langle \rho \rangle$ and $\langle \rho \rangle$ is the average value of the density. For $G_4^c$ we use the universal value amplitude ratio of the two-dimensional Ising model at the appropriate boundary conditions, i.e., $G_4^c = 1.168$ [36]. Notice that this particular choice of $G_4^c$ does not imply that our system does indeed have 2D Ising-like criticality, but is just a practical alternative [31] to define the pseudocritical conditions, taking into account that the proper universality class of our system is not known in advance.

In Fig. 3 we show the $G_4^c$ values for pore width $h/\sigma = 1.5$ and various system sizes as a function of the reduced temperature. From this figure it is clear that for the system sizes considered, curves for different values of $L$ do not cross at an unique point.

The system size dependence of the results can be analyzed in terms of scaling laws of the form

$$T_{tc}(L) = T_{tc} + a_1 \left( \frac{\sigma}{L} \right)^1 + a_2 \left( \frac{\sigma}{L} \right)^2,$$

where the exponent 1 is taken from the analysis of the planar Maier-Saupe model [1,3] and we have added an extra quadratic term which should account for possible deviations stemming from confinement. Similar scaling laws hold for other properties. We found that retaining the linear part of the functional form given in Eq. (13) adequately represents the results (within statistical uncertainty) for pore width $h = 1.5\sigma$ and system sizes $L=16,20,24,28,32,36,40$. The extrapolation leads to the estimate

$$T_{tc} = 0.565 \pm 0.002; \quad \rho_c \sigma^3 = 0.361 \pm 0.002.$$
which is practically the same obtained using the quadratic form and including system sizes starting from \( L \approx 8 \).

When \( h=5\sigma \), a linear fit (i.e., \( a_2=0 \)) to Eq. (13) is appropriate for system sizes \( L=20,24,28,32,36,40 \), leading to

\[
T_{tc}^{2.0} = 1.68 \pm 0.01; \quad \rho_c \sigma^3 = 0.417 \pm 0.003; \quad (15)
\]

\[
[h=5.0\sigma; L \approx 20].
\]

Use of the quadratic correction term in Eq. (13), allows for inclusion of the results for \( L=12, \) and \( L=16 \), and yields

\[
T_{tc}^{2.0} = 1.71 \pm 0.02; \quad \rho_c \sigma^3 = 0.425 \pm 0.003; \quad (16)
\]

\[
[h=5.0\sigma; L \approx 12].
\]

For the system with \( h=8\sigma \) we have computed apparent multicritical temperatures for \( L=10,12,14,16,18,20,22,24,26,28,30,32,34,36, \) and \( 40 \). The results cannot be fitted to the expression given in Eq. (13) when \( a_2=0 \) for a significant system size range [only considering the results for \( L \approx 30 \) in Eq. (13) the fitting to \( T_{tc}^{2.0}(L) \) is statistically acceptable: \( T_{tc}^{2.0} \approx 2.30 \pm 0.05 \). On the other hand, if the multicritical temperatures are fitted to the quadratic form, one can include system sizes down to \( L=20 \), and the extrapolated value is \( T_{tc}^{2.0} = 2.55 \pm 0.10 \). Given the large computational cost required to extend the simulations to larger system sizes for \( h=8\sigma \), we have carried out simulations of different system sizes at \( T^*=2.50 \) in order to clarify which of the extrapola-

\[Q_{\alpha\beta}(j) = \frac{1}{2N} \sum_{j=1}^{N} (3s_i^\alpha s_i^\beta - \delta_{\alpha\beta}) \] with \( \alpha, \beta = x,y,z \),

where \( s_i \) is the unit vector denoting the orientation of the spin on particle \( i \), and the summation is carried out over the \( N \) particles of a given system configuration denoted by \( \{j\} \).

The largest eigenvalue for this tensor is \( \lambda_n(j) \) (also referred to as the nematic order parameter), and as usual its ensemble average \( \langle \lambda_n \rangle = \sum \lambda_n(j) / N_{conf} \) will be our order parameter, being \( N_{conf} \) the number of configurations considered to evaluate the simulation averages. To perform this analysis we have carried out extensive \( NVT \) simulations using 256, 500, 864, 1372, 2048, 2916, and 4000 particles, for a series of temperatures in the neighborhood of the order-disorder transition (first estimated using results from small sample sizes) at given densities above the \( \rho_c \) estimated in the previous sub-section. Then histogram reweighting [29] is applied in order to determine the values of the order parameter for temperatures other than those directly simulated. In Fig. 5 we observe the sample size dependence of the order parameter for selected densities and three interwall separations. The \( h=1.5\sigma \) case behaves as expected, following the trends already encountered for two-dimensional systems [1,3], i.e., although the slope of the curves increases with system size in the vicinity of the transition temperature, at lower temperatures the order parameter decreases with the system size (this is more clearly seen in the inset) and one might infer that it will vanish in the thermodynamic limit. One can conclude that below the transition temperature the system does not exhibit true long range order (the order parameter would tend to a finite nonzero value if that was the case). As the inter-

wall separation increases, the curves seem to converge, but a rapid look to the insets makes evident that the qualitative behavior is the same for the three interwall separations we have dealt with.

On the other hand, the fact that there is a certain tempera-
ture at which the slope of the curves increases rapidly as the sample size is augmented is an indication that some type of

FIG. 4. (Color online) Size dependence of the density probability for the (possible) phase equilibrium conditions for a confined Maier-Saupe fluid with \( h=8\sigma \) (left graph) and for the bulk three dimensional system, both at \( T^*=2.50 \). Curves are labeled according to the system size, \( L \), and as \( L \) increases the well depth of the bimodal distribution increases (dramatically in the bulk case). The bulk phase is simulated in cubic cells of length \( L \) and periodic boundary conditions.

\[ [h=1.5\sigma; L \geq 16]. \]
phase change is taking place. Thus, if one now takes a look at the fluctuation of the order parameter defined by

$$\chi = N(\lambda^2 - \langle \lambda \rangle^2)$$

we immediately observe—see Fig. 6—that the curves present a clear maximum whose size dependence indicates that a divergence should occur at the thermodynamic limit. Also, once more we see that for temperatures below that of the maxima, the susceptibility also grows with the sample size. This is more apparent for $h=1.5\sigma$ and $h=5\sigma$, but taking a look at the inset of Fig. 6, the curves for $h=8\sigma$ also indicate that the value of $\chi$ does not converge for temperatures below that of the transition. As found in Refs. [1,3] we encounter here a situation in which the susceptibility would diverge for any temperature below that of the transition, but without a true long-range order, since the order parameter vanishes in the thermodynamic limit. These features are common with a BKT-type transition. Moreover, the behavior of the excess heat capacity

$$C_v^e = \frac{1}{NT^2}((U/K)^2 - \langle U/K \rangle^2)$$

near the transition temperature—see Fig. 7—points in the same direction. Contrary to the usual behavior at a critical point, we see here that the heat capacity exhibits a maximum, but its size dependence does not indicate a divergence at the thermodynamic limit. This once more fits into the picture of a BKT-type transition [11]. Whether it is strictly a BKT transition or some other type of continuum transition [13] goes beyond the scope of this work, and from a computational standpoint it is nowadays a question out of reach for continuum models. In any case, it is readily seen that the BKT-like character of the transition is more apparent the closer we are to the pure two-dimensional case. According to the behavior observed for growing interwall separations, one should expect that only in the limit of infinite separation the first-order character of the transition is recovered.

In order to give a quantitative estimate for the transition temperatures, following Ref. [38] and our previous works [1,3], we fit the size dependent transition temperatures, $T_{BKT}(L)$ obtained from the maxima of the susceptibility to

$$T_{BKT}(L) = T_{BKT} + \frac{a}{(c + \ln L)^2}.$$  

Additionally, the value of the susceptibility at the maxima is found to scale with sample size as [3] $\chi \approx L^{\gamma/\nu}$, whereby the critical exponent $\gamma/\nu$ can also be determined. Transition tem-

FIG. 5. (Color online) Size dependence of the order parameter susceptibility in the vicinity of the order-disorder transition of the confined MS fluid for the three interwall separations under consideration. Symbols denote the simulation result and lines are obtained using a histogram reweighting approach.
temperatures and critical exponents for a series of densities ($\rho > \rho_c$) for each interwall separation are collected in Table IV. The values of $\gamma/\nu$ calculated for $h=1.5\sigma$ agree well with those of the RP$^2$ model [3] as it should be, and again, do not deviate much from the two-dimensional Ising model value, $\gamma/\nu=7/4$. When the interwall separation increases, the value seems to decrease somewhat, particularly at low temperatures when approaching the apparent multicritical points.

In summary, we can say then that for the levels of confinement here considered the systems exhibit a continuous order-disorder transition, in which the ordered phase lacks true long-range order. The dependence of the susceptibilities and heat capacities with the interwall separation indicates that in the transition toward a “regular” first-order phase change no qualitative change as to the nature of the transition or the shape of the phase equilibrium curve occurs. The theoretical analysis of Telo da Gama and Tarazona [20], in fact indicates that in the case of walls that induce no alignment of the spins, the ordered phase will be destroyed by spin waves for any finite interwall separation, $h$. And indeed, as we have seen in our results, no true long-range order is found for any interwall separation we have dealt with and most likely the first-order character of the transition is only recovered for infinite separation limit. On the other hand, Ref. [20] states that in this case there should be no BKT transition. As mentioned before, our results indicate the presence of a continuum order-disorder transition in which the ordered phase lacks true long-range order. Whether this is a true BKT transition or not is a subtle matter beyond the scope of this work.

### V. Phase Diagram

Now we can collect the results analyzed in previous sections and construct the phase diagram. The corresponding curves are plotted in Fig. 8, together with the results for the MS spins constrained in a plane (continuous RP$^2$ model), from Ref. [3] and the bulk 3D phase diagram from Ref. [2]. In order to compare the RP$^2$ results with those of our quasi-two-dimensional system ($h=1.5\sigma$) the volume density has to be transformed into a surface density ($\rho_{2D}=h\rho_{3D}$), which brings the results of the $h=1.5\sigma$ system to an almost complete agreement with those of the MS fluid confined in a plane. A rapid look at Fig. 8 immediately makes evident that confinement substantially reduces the stability of the condensed (high density) phase. Thus the apparent multicritical temperatures fall as the interwall separation is reduced. In particular when going from $h=5\sigma$ (4–5 particle layers between the walls, as seen in Fig. 1) to the two-dimensional case, the critical temperature is drastically reduced by a factor 3. Since in our model the walls are inert, this effect of spatial confinement simply results from the fact that the average number of neighbors near the wall is lower than in the bulk, by which the average interaction felt by those particles is also substantially reduced. The tendency to condense must subsequently decrease, and thereby the critical temperatures and the stability of the condensed phase are diminished by

---

**TABLE IV.** Order-disorder transition temperatures and $\gamma/\nu$ exponents for the confined MS fluid.

<table>
<thead>
<tr>
<th>$h=1.5\sigma$</th>
<th>$h=5\sigma$</th>
<th>$h=8\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho\sigma^3$</td>
<td>$T_{BKT}$</td>
<td>$\gamma/\nu$</td>
</tr>
<tr>
<td>0.42</td>
<td>0.60(1)</td>
<td>1.68(6)</td>
</tr>
<tr>
<td>0.47</td>
<td>0.76(1)</td>
<td>1.68(6)</td>
</tr>
<tr>
<td>0.50</td>
<td>0.87(1)</td>
<td>1.62(4)</td>
</tr>
<tr>
<td>0.54</td>
<td>1.00(1)</td>
<td>1.62(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**FIG. 8.** (Color online) Phase diagram for the MS fluid confined in a plane (continuous RP$^2$ model), confined between two walls separated a distance $h$ (shown in the labels), and 3D bulk phase behavior. Solid symbols indicate the location of the apparent multicritical points. Lines are drawn as guide to the eyes. The inset shows the results for the confined ($h=1.5\sigma$) and the 2D system with the density appropriately rescaled.
spatial confinement. This effect is well known in fluids confined in porous systems [17]. In the case of the plain vapor-liquid equilibrium in fluids inside slit pores of small size, the dependence of the critical temperature on the pore size can be described by classical thermodynamic approaches [39,40]. In our case we would expect to obtain a Kelvin-like scaling of the form $T_c(\text{bulk}) - T_c(h) \propto 1/h$. However, our estimates of the multicritical temperatures do not follow this simple law, and this is easily understood since due to the presence of the order-disorder transition they cannot be directly mapped onto vapor-liquid critical points. Concerning the critical density, we observe that as the fluid is confined, it exhibits a slight decrease, a feature also observed in simple Lennard-Jones fluids confined between purely repulsive walls [41]. Whereas the effect on the critical temperature can be mostly ascribed to spatial confinement, the nature of the wall-fluid interaction is crucial to determine how the critical density is modified upon confinement.

If we focus now on the continuous transition (and the corresponding weakly first-order high temperature isotropic-nematic transition of the bulk MS fluid in three dimensions), we observe again that for a given density, the transition temperature decreases as the system is confined, being the change particularly dramatic when reaching the two-dimensional limit. Once again, this effect can easily be explained by the decrease in the number of neighbors of particles adjacent to the walls, and the subsequent decrease of the average net interaction felt by their spins. Hence, the tendency to align and form a nematic phase must decrease as the ratio of number of particles close to the walls with respect to those in the bulk increases. Obviously, this result would be different if the walls here not inert with respect to the orientational behavior of the particles, as it would be the case if one deals with a more realistic model for liquid crystals such as the spherocylinder fluid.

In summary, we have presented an extensive study of the influence of spatial confinement on the phase behavior of the MS hard-sphere fluid. Our results show that the change from a first order to a continuous transition when the system is confined all the way down to a two-dimensional plane takes place as the system becomes finite in one of the spatial dimensions, with the two-dimensional character of the transition becoming more apparent as the interwall separation shrinks. For the values of interwall separations considered herein, the continuous transition shares many features in common with the BKT transition, in particular the lack of true long-range orientational order. The effects of confinement on both the BKT transition temperatures and the multicritical temperature can easily be explained as the result of geometric confinement which implies a reduction in the number of neighbors for those layers of fluid adjacent to the walls. An immediate extension of this work should be the incorporation of a spatially varying field acting on the spins, in order to model the influence of the walls on the orientation of the spins. Work on this is planned.
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