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Abstract

Solute transport in heterogeneous porous media in general exhibits anomalous behaviors, in the sense that it is characterized by features that cannot be explained in terms of traditional models based on the advection-dispersion equation with constant effective coefficients. Signatures of anomalous transport are the non-linear temporal growth of the variance of solute concentration, non-Gaussian density profiles and heavy-tailed breakthrough curves. Understanding and predicting transport behavior in groundwater systems is crucial for several environmental and industrial applications, including groundwater management and risk assessment for nuclear waste repositories. The complexity of this task lies in the intrinsic multi-scale heterogeneity of geological formations and in the large amount of degrees of freedom. Hence, the predictive description of transport requires a process of upscaling that is based on measurable medium and flow attributes. The time domain random walk (TDRW) and continuous time random walk (CTRW) approaches provide suitable frameworks for transport upscaling.

In this thesis, we identify different mechanisms that induce anomalous transport and we quantify their impact on transport attributes. We propose average transport models that can be parameterized in terms of flow and medium properties. Among the mechanisms that induce non-Fickian behaviors, a pivotal role is played by the heterogeneity of the flow field, which is directly linked to medium disorder. Due to its importance, the impact of advective heterogeneity is studied throughout the thesis, alongside with other mechanisms.

First, we consider solute trapping due to physical or chemical heterogeneity, which we parameterize in terms of a constant trapping rate and a distribution of return times. We observe three distinct transport regimes that are linked to characteristic trapping time scales. At early times, transport is advection-controlled until particles start to get trapped. Then, the increasing distance between mobile and immobile particles gives rise to a superdiffusive regime which finally evolves towards a trapping-controlled regime.

Second, we study transport in correlated porous media. We show that particle motion describes a coupled CTRW that is parameterized in terms of the distribution of flow velocity and length scales. We show that disorder and correlation may lead to similar behaviors in terms of displacement moments, but the difference between these mechanisms is manifest in the distributions of particle positions and arrival times.
Next, we study the relationship between flow and transport properties and the impact of different injection conditions on transport. To this end, the relationship between Eulerian and Lagrangian velocities is investigated. Lagrangian statistics evolves to a steady-state that depends on the injection conditions. We study the velocity organization in Darcy flows and we develop a CTRW model for transport that is parameterized in terms of flow and medium attributes only. This CTRW accounts for non-stationarity through Markovian velocity models. We study the impact of advective heterogeneity by considering different disorder scenarios.

Finally, we quantify the impact of diffusion in layered and fibrous heterogeneous media by considering two disorder scenarios characterized by quenched random velocities and quenched retardation properties, respectively. These mechanisms lead to different, dimension-dependent disorder samplings that give rise to dual transport processes in space and time. Specifically, transport describes correlated Lévy flights in the random velocity model and correlated CTRWs in the random retardation model.
Resumen

El transporte de solutos en medios heterogéneos porosos exhibe comportamientos anómalos, que se caracteriza por rasgos que no pueden ser explicados en términos de modelos tradicionales basados en la ecuación de advección-dispersión con coeficientes efectivos constantes. Las características del transporte anómalo son el crecimiento temporal no lineal de la varianza de la concentración de soluto, los perfiles de densidad no gausianos y la curvas de llegada con colas pronunciadas. Entender y predecir el comportamiento del transporte en hidrología subterránea es crucial para aplicaciones ambientales e industriales, como la gestión de aguas subterráneas o la evaluación de riesgos en repositorios de residuos nucleares. La complejidad de estas tareas se debe a la heterogeneidad intrínseca en múltiples escalas de las formaciones geológicas y del gran número de grados de libertad. Por lo tanto, una descripción predictiva del transporte requiere un proceso de upscaling basado en propiedades medibles del medio y el flujo para el que los modelos time domain random walk (TDRW) y continuous time random walk (CTRW) proporcionan un marco adecuado. En esta tesis, se identifican los mecanismos que inducen transporte anómalo y se cuantifica su impacto en el transporte. Se proponen modelos de transporte parametrizados en términos de las propiedades del medio y el flujo. Entre los mecanismos que inducen comportamientos no fickianos, la heterogeneidad del flujo, relacionada con el desorden del medio, desempeña un papel fundamental. Por lo tanto, su impacto se estudia junto con los de otros mecanismos a lo largo de toda la tesis.

Primero, se considera el atrapamiento de soluto debido a heterogeneidades físicas o químicas parametrizadas en términos de un ratio de atrapamiento constante y una distribución de tiempos de retorno. Se observan tres regímenes de transporte relacionados con las escalas temporales características del atrapamiento. A tiempos pequeños, el transporte está controlado por la advección hasta que las partículas comienzan a ser atrapadas. A continuación el incremento de la distancia entre partículas móviles e inmóviles origina un régimen superdifusivo que finalmente evoluciona hacia un régimen controlado por el atrapamiento.

Después, se estudia el transporte en medios correlacionados en los que el movimiento de las partículas es descrito por un CTRW acoplado parametrizado según la distribución de velocidades del flujo y de las escalas espaciales. El desorden y la correlación generan comportamientos similares en los momentos del desplazamiento de las partículas, pero diferentes en la distribución de posiciones
y de tiempos de llegada.

A continuación, se estudia la relación entre flujo y transporte bajo diferentes condiciones de inyección, a través de las velocidades eulerianas y lagrangianas. La estadística lagrangiana evoluciona hacia un estado estacionario que depende de los modos de inyección. Se estudia la organización de las velocidades en flujos de Darcy y se desarrolla un CTRW para el transporte que se parametriza solo en términos de las propiedades del medio y del flujo. Este CTRW considera la no estacionariedad a través de modelos de velocidad markovianos. El impacto de la heterogeneidad advectiva se estudia considerando diferentes escenarios de desorden.

Finalmente, se cuantifica el impacto de la difusión en medios heterogéneos estratificados considerando dos escenarios de heterogeneidad que se caracterizan respectivamente por velocidades y propiedades de retraso aleatorias. Estos mecanismos originan diferentes muestreos del desorden que generan procesos de transportes duales en tiempo y espacio. El transporte describe un Lévy flight correlacionado en el modelo de velocidades aleatorias y un CTRW correlacionado en el modelo de retraso.
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Introduction

1.1 Motivation

A sound understanding of transport processes in complex environments is crucial in several branches of science and engineering. This challenge is, however, anything but trivial. In fact, large-scale transport usually exhibits anomalous features that do not conform to Fickian advection-dispersion models that are parameterized in terms of effective constant drift and dispersion coefficients. The anomalous, or non-Fickian, character emerges at a broad range of scales, from pore to regional scale, and is characterized by the non-linear growth of solute dispersion, non-Gaussian solute distributions with forward and backwards tails (Koch and Brady, 1988; Gelhar et al., 1992; Boggs et al., 1993; Moroni and Cushman, 2001; Levy and Berkowitz, 2003) and heavy-tailed arrival time distributions and breakthrough curves (Hatano and Hatano, 1998; Haggerty et al., 2000; Berkowitz et al., 2001; Gouze et al., 2008a; Willmann et al., 2008).

Non-Fickian behavior is constantly encountered in a wide variety of natural and engineered systems, including charge carriers diffusion in disordered solids (Scher and Lax, 1973; Scher and Montroll, 1975), light diffusion in Lévy glasses (Barthelemy et al., 2008) and in cellulose nanofibrils (Toivonen et al., 2018). In biology, the emergence of anomalous transport features has been observed in animal foraging patterns (Viswanathan et al., 1996; Ramos-Fernández et al., 2004), protein and lipid diffusion in crowded environments (Banks and Fradin, 2005; Jeon et al., 2011), intracellular transport (Caspi et al., 2000) and many others (Metzler and Klafter, 2004).

Evidence of non-Fickian transport in groundwater hydrology has been found in a plethora of studies at the pore (Cortis et al., 2004; Bijeljic and Blunt, 2006; de Anna et al., 2013), Darcy (Koch and Brady, 1988; Levy and Berkowitz, 2003) and field scale (Sudicky, 1986; LeBlanc et al., 1991; Adams and Gelhar, 1992; Boggs et al., 1993), as a consequence of the multi-scale heterogeneity that char-
acterizes geological porous media. The importance of describing these processes in a predictive way concerns environmental issues of public interest such as aquifer contamination, water resources management or geological carbon dioxide sequestration, to cite a few. The direct solution of the ADE is not feasible, since it would require a complete knowledge of the system heterogeneity and huge computational resources. For this reason, several attempts have been made in the last decades to describe non-Fickian transport and to perform the upscaling, based on the knowledge of few transport-independent parameters. In the following section, we summarize the state of the art of the modeling of non-Fickian transport in heterogeneous porous media. More detailed and specific summaries of the state of the art can be found in the introductory sections of each chapter.

1.2 State of the art

In literature, several approaches have been proposed to describe and predict non-Fickian transport. These can be distinguished in Eulerian, which solve the advection-dispersion equation (ADE) directly, and Lagrangian. Eulerian methods include fractional calculus (Meerschaert et al., 1999; Benson et al., 2000, 2013), non-local constitutive theories (Cushman et al., 1994; Guadagnini and Neuman, 1999) and multi-rate mass transfer (MRMT) (Harvey and Gorelick, 1995; Carrera et al., 1998; Willmann et al., 2008; Tecklenburg et al., 2016). Lagrangian models solve the transport problem in terms of idealized solute particles. Although these classes of models have different approaches to solve transport, it can be shown that every Lagrangian model has its equivalent Eulerian approach. Lagrangian models include, but are not limited to, non-stationary Gaussian noise (Cushman et al., 2009), time domain random walks (TDRW) (Delay et al., 2005; Russian et al., 2016) and continuous time random walks (CTRW) (Berkowitz and Scher, 1997; Berkowitz, 2002; Dentz et al., 2004; Le Borgne et al., 2008a; Cvetkovic et al., 2014; Edery et al., 2014). In this thesis, we use the TDRW and the CTRW approaches and their Eulerian equivalent approaches. In Chapter 2 we present a summary of the TDRW and the CTRW. Both models have been used to describe and predict the expected breakthrough curves of solutes within heterogeneous media (Berkowitz et al., 2001; Cvetkovic et al., 2014; Russian et al., 2016), as well as solute distribution and its spatial moments (Dentz and Berkowitz, 2003; Dentz et al., 2004, 2012; Russian et al., 2016). The CTRW framework also proved to be effective in describing advective transport with sorption in a heterogeneous column experiment (Hatano and Hatano, 1998), as well as in a 3D laboratory experiment (Holzner et al., 2015). Remarkably, the CTRW model represents a valid framework for the description of anomalous transport over a broad range of scales, from pore (Bijeljic and Blunt, 2006; de Anna et al., 2013; Kang et al., 2015a; Holzner et al., 2015), to Darcy (Le Borgne et al., 2008a; Dentz and Castro, 2009) up to catchment scale (Scher et al., 2002). The reason why this is possible is that the dynamic properties underlying non-Fickian transport are scale-independent. The CTRW is a coarse-grained approach that provides new insight on the fundamental effective transport dynamics. It also provides signif-
ificant improvement in terms of the reduction of the system’s degrees of freedom and of needed computational resources with respect to direct numerical solutions of the ADE.

We discuss now the mechanisms that induce anomalous transport. It is well-known that the non-Fickian character of transport is due to heterogeneity. The latter, manifests itself in different forms and different are the mechanisms underlying. In the following, we summarize the principal processes that are considered in this thesis. We first consider medium disorder, which is the spatial variability of the hydraulic properties, such as hydraulic conductivity. This parameter typically spans several orders of magnitude in aquifers (Gelhar, 1993) and has a pivotal role on flow at the Darcy scale. In literature, the point distribution of hydraulic conductivity is widely considered as a log-normal (Rubin, 1990; Salandin and Fiorotto, 1998; de Dreuzy et al., 2007; Gotovac et al., 2009; Edery et al., 2014). Nevertheless, some authors have considered different distributions (Painter, 1996; Kohlbecker et al., 2006; Haslauer et al., 2012) to account for strong heterogeneity and sharp contrasts. Motivated by these studies, in this thesis we consider both log-normal and power-law distributions for the hydraulic conductivity. We consider spatial correlation as a feature that induces anomalous transport behaviors. Its relevance is evident in stratified (Matheron and de Marsily, 1980) and connected fields (Stanley, 1984), as well as in fractured media (Kang et al., 2015b), where a mean correlation length for velocity transitions is often lacking. These geometric and hydraulic properties of the medium induce heterogeneity of the advective field. This mechanism has a pivotal role for transport and its impact will be studied systematically throughout the thesis. Tracer tests performed at the MAcro Dispersion Experiment (MADE), where heavy-tailed solute concentrations have been observed after injecting the tracers in areas of low conductivity (Adams and Gelhar, 1992; Boggs et al., 1993) seem to suggest that there is a relationship between the injection conditions and large scale transport behavior. Anomalous transport also arises as a consequence of mass transfer between mobile and immobile phases, which occurs in virtue of sorption and desorption of the solutes onto the grains of the porous medium, as well as for dead-end pore dynamics. Although these processes occur at the pore scale, they have a significant impact on transport at the Darcy scale. Finally, diffusion is another important transport mechanism. Longitudinal diffusion has been accounted for in stochastic convective streamtube models (Dagan and Bressler, 1979; Ginn et al., 1995; Cirpka and Kitanidis, 2000). Notice that transverse diffusion also plays a significant role in the faith of longitudinal transport. In fact, diffusion allows particles to move across streamlines, thus shortening the velocity correlation length. This effect is especially relevant in layered formations, since it represents the only mechanism that enables particles to explore the disorder. Transverse diffusion as sampling mechanism is more efficient in high spatial dimensions, since the return probability to a previously visited site decreases.
1.3 Open questions

Despite the remarkable progress in the understanding of non-Fickian transport, some important questions are still open. These refer to

1. the nature and the relative impact of different physical mechanisms that induce anomalous behaviors;

2. the parameterization of the TDRW and CTRW models in terms of few transport-independent quantities that can be related to flow and medium properties;

3. the impact of the injection conditions on the asymptotic behavior of transport observables;

4. the role of diffusion as heterogeneity sampling mechanism.

This thesis, as part of the ERC project MHetScale, aims to address these open issues and to perform the upscaling of Darcy-scale anomalous transport.

1.4 Objectives

Main objective  The main objective of the thesis is to derive a framework that allows us to upscale transport in heterogeneous porous media.

While it is well-known that the hydraulic and geometric structure of the medium and the mechanism of advection, diffusion and mass transfer are among the causes of non-Fickian transport, it is still not clear how to distinguish and quantify the relative impact of each process on large-scale transport.

The TDRW and CTRW have proved to be efficient frameworks for the upscaling of anomalous transport, since they require few parameters, thus reducing dramatically the number of degrees of freedom. However, the parameterization of such models in terms of measurable properties of the medium and the flow, i.e. in terms of transport-independent variables, represents still an open challenge. It is also still unknown how to account for diffusive mechanisms and for the non-resident injection conditions in a systematic way.

Specific objectives  On the basis of the aforementioned open questions, we set the following specific objectives for this thesis

1. to quantify the impact of the above mentioned mechanisms underlying non-Fickian transport on diagnostic observables such as spatial density profiles, moments of solutes displacement and breakthrough curves;

2. to perform Lagrangian statistics analysis to quantify the effect of heterogeneity and correlation on particle dynamics;
3. to use the knowledge obtained from the previous points to develop TDRW and CTRW models for transport upscaling. These models will be parameterized in terms of transport-independent quantities and have a predictive character;

4. to account for different injection conditions and to quantify their impact on large-scale transport within the proposed stochastic frameworks;

5. to quantify the impact of diffusion as sampling process.

1.5 Thesis outline

To address these objectives, in the following chapters we consider different heterogeneity scenarios. Most of the chapters are based on papers that are published or have been submitted to peer-reviewed journals. These chapters can be read independently and may therefore present differences in notation as well as repeated concepts. Nevertheless, the chapters are interconnected by the common main objective of deriving a framework for transport upscaling. Due to its pivotal role in the faith of solute transport in heterogeneous porous media, heterogeneous advection will be studied throughout the whole thesis alongside with different mechanisms, according to the chapter. Therefore, the thesis is structured as follows.

- In Chapter 3, we study the combined action of advective heterogeneity and trapping, i.e. mass transfer between mobile and immobile phases on transport. To this end, we consider a $d-$dimensional CTRW model in which the advective heterogeneity is mapped onto a distribution of advective transition times and trapping is quantified through a constant trapping rate and the distribution of return times. To quantify the impact of heterogeneous advection and mass transfer, we study different transport diagnostics, such as the spatial moments and the first passage time distributions, for different scenarios of increasing heterogeneity. We observe the occurrence of three distinct temporal regimes that are separated by the characteristic trapping rate and trapping times. We show that in the limit of weak heterogeneity, this model is equivalent to the multi-rate mass transfer.

- In Chapter 4 we study the impact of medium disorder and spatial correlation on anomalous transport at the Darcy scale. The spatial variability of the hydraulic properties gives rise to heterogeneous advective fields in virtue of Darcy’s law. We consider purely advective transport in systems characterized by broad distribution of heterogeneity length scales and point values. To model and upscale transport, we use a coupled CTRW model in which disorder is mapped onto a distribution of spatially-sampled Lagrangian velocities and correlation is mapped onto distribution of correlation lengths. We apply the model to different scenarios of increasing disorder and correlation. The analysis of the moments of particle displacements shows that
dispersion is governed by the stronger process. Although similar behaviors of the displacement moments can arise as a consequence of profoundly different mechanisms, it is possible to discriminate the process leading to anomalous behavior by observing the spatial density distribution and the breakthrough curves.

- Chapter 5 deals with the relationship between flow and transport attributes in view of the parameterization of an effective transport model and with the role of the injection conditions. First, we investigate the crucial concepts of Eulerian and Lagrangian velocity statistics and the relationships between them. Velocity time-series in Darcy flows typically exhibit an intermittent behavior due to the persistence of low velocities, which impedes the identification of characteristic time scales. Velocity space-series, on the other hand, show more regular patterns and characteristic correlation lengths emerge. Thus, the velocity space-series represent a Markovian process, for which the CTRW is a natural modeling formalism. Based on this, we develop a CTRW for the dynamics of Lagrangian velocities under both stationary and non-stationary conditions. This CTRW is parameterized in terms of the injection and the steady-state velocity PDF and of the velocity correlation length, i.e. on transport-independent quantities. In the non-stationary case, we make use of a stochastic relaxation process to account for the evolution of Lagrangian velocity statistics. We show that the stationarity of Lagrangian velocities depends on the sampling (isochronal or equidistant sampling), while the transient regime is governed by the injection conditions. The study of the dispersion coefficient, on the other hand, shows that transport attributes keep memory of the initial conditions in the asymptotic regime.

- In Chapter 6 we investigate the velocity organization in Darcian flows. We study the relationship between Eulerian and Lagrangian velocities and their representation using Markovian models. To this end, we perform Eulerian and Lagrangian velocity analysis statistics in Darcian flows obtained by solving flow in randomly-generated multi-Gaussian conductivity fields. These fields are characterized by broad distributions of point values, accounting for strong disorder. The latter gives rise to highly heterogeneous advective fields. We also study the impact of different injection conditions, namely resident (or uniform) and flux-weighted, on the velocity statistics. Here the CTRW approach proposed in Chapter 5 is used to reproduce the results of Lagrangian analysis obtained through direct numerical simulations. In the non-stationary cases, we show that the stochastic relaxation process does not provide the correct convergence to the sampled velocity PDF in the pre-asymptotic regime. This implies biased results for the evolution of the mean and the variance of Lagrangian velocities. Therefore, we use the mean-reverting Ornstein-Uhlenbeck process, which provides a proper convergence of the Lagrangian velocity distribution.
• In Chapter 7 we propose a large-scale transport formulation that is param-eterized in terms of flow and medium attributes and thus represents a pre-dictive model for transport in Darcy-scale flows. Specifically, we develop a CTRW with evolving velocity PDFs that we use to upscale transport. This CTRW is parameterized in terms of the injection and the stationary PDF only. The Ornstein-Uhlenbeck process that we used to mimic the velocity transitions is parameterized in terms of the sole velocity correlation length. Hence, the proposed framework has a predictive character. We study the impact of heterogeneous advection and of different injection conditions on transport diagnostics such as spatial density distributions, moments of particles displacement and breakthrough curves and we get excellent agreement with the results of direct numerical simulations.

• In Chapter 8 we investigate the impact of disorder and diffusion on trans-port in correlated media. In the previous chapters, the only mechanism through which particles were allowed to sample the system heterogeneity is advection. This is a valid approximation for system characterized by high Péclet numbers, as it is often the case for groundwater systems. Nevertheless, in general transport in real porous media is also governed by diffusion, especially at short times and for small Péclet numbers. Diffusion is also crucial for transport in stratified formations, as it is the only mecha-nism through which particles can explore the heterogeneity. Thus, here we account for both disorder and diffusion in layered and fibrous media char-acterized by infinite longitudinal correlation, in which particles move by effect of heterogeneous advection and transverse diffusion. We consider two types of quenched disorder characterized by random velocity and random retardation properties, respectively. In absence of diffusion, both models give rise to ballistic behavior, since particles are not allowed to sample the system heterogeneity. The effect of diffusion is to reduce the correlation length, enhancing exploration of the heterogeneity of the advective field. Its impact is different, according to the considered disordered scenario. We upscale transport in these systems by means of a TDRW model, in which spatial disorder is mapped onto a distribution of velocity or retardation coefficients. Because diffusion is isotropic and longitudinal correlation is infinite, subsequent increments in particle trajectories are not independent. In fact, particles are allowed to return to previously visited strata (or chan-nels) and, in virtue of the quenched nature of the medium, they experience the same advective properties. The return probability by diffusion depends on the dimensionality of the system, and so do the transport observables.

• Chapter 9 presents the general conclusions to the thesis and provides some ideas for future work.
2 Basics

2.1 Transport in heterogeneous media

In this section we summarize the main features of transport in heterogeneous porous media. Solute transport in porous media is governed by the advection-dispersion equation for the solute density $c(x, t)$

$$\phi(x) \frac{\partial c(x, t)}{\partial t} + \nabla \cdot [u(x)c(x, t)] - \nabla \cdot [D(x)\nabla c(x, t)] = 0,$$  \hspace{1cm} (2.1)

where $\phi(x)$ is the local porosity, $u(x)$ is the flow velocity and $D(x)$ the hydrodynamic dispersion tensor. The general ADE does not have any analytical solution and its direct numerical solutions require a detailed knowledge of the medium and the flow, as well as important computational resources. Alternatives to its direct solution include particle-based approaches such as random walk particle tracking (RWPT) and time domain random walk. Both methods are based on the discretization of the particle trajectories $x(t)$. Solute density in these frameworks is given by

$$c(x, t) = \left\langle \frac{\delta[x - x(t)]}{\phi(x)} \right\rangle,$$  \hspace{1cm} (2.2)

where $\delta(\cdot)$ is the Dirac delta function and the angular brackets denote noise average over particle trajectories. The basic concepts on these approaches are summarized in the following.
2.1.1 Random walk particle tracking

Lagrangian methods are based on the equivalence of Equation (2.1) and the following Langevin equation (Kinzelbach, 1988)

\[ \frac{dx(t)}{dt} = \frac{u(x(t))}{\phi(x(t))} + \nabla \cdot \frac{D(x(t))}{\phi(x(t))} + \sqrt{\frac{2D(x(t))}{\phi(x(t))}} \cdot \zeta(t), \]  

where \( \zeta(t) \) is a vector of Gaussian white noise. In RWPT, the temporal increments are taken constant, whereas the spatial increments are distributed random variables. The recursive equations using the Ito interpretations are (Gardiner, 1986; Salamon et al., 2006)

\[ x_{n+1} = x_n + v_n \Delta t + B(x_n)\zeta_n \sqrt{\Delta t}, \]  

where \( v_n = u(x_n) \), \( \zeta_n = \zeta(x_n) \) and the displacement tensor \( B \) is defined through the dispersion tensor as \( D = BB^T \). In the following, we will assume that porosity is homogeneous and we will set \( \phi(x) = 1 \) for simplicity. We will further assume isotropy, which implies \( D(x) = D(x)J \), where \( J \) is the identity matrix. Under these hypothesis, Eq. (2.4) reduces to the much simple (Salamon et al., 2006)

\[ x_{n+1} = x_n + v_n \Delta t + \sqrt{2D(x_n)\Delta t} \zeta_n \]  

\[ t_{n+1} = t_n + \Delta t. \]  

This approach has some significant drawbacks. In fact, it requires a detailed knowledge of the flow field and the stability of the solution is assured only for small \( \Delta t \), which makes numerical simulations particularly demanding in terms of computational times.

2.1.2 Time domain random walk

The time domain random walk is another method to solve the ADE (2.1) in a single realization of disorder. This approach shares the RWPT philosophy of describing transport through discretized particle trajectories. Unlike the previously described model, however, the TDRW assumes that particles move by steps of constant distance, whose direction is determined by local advection and/or diffusion, while temporal increments are randomly distributed. Hence, the recursive relations that define the TDRW are the following

\[ x_{n+1} = x_n + \ell \omega_n \]  

\[ t_{n+1} = t_n + \tau_n \]  

where \( \omega_n \) is the unit vector aligned with particle’s local velocity. If the distribution of transition times is exponential, the TDRW is equivalent to the diffusion equation (Dentz et al., 2012). The TDRW also proved to be an efficient approach for modeling transport in hydrodynamic conditions (Delay et al., 2002; Russian et al., 2016; Noetinger et al., 2016). The discretization of the ADE equation (2.1) in a finite volume scheme yields (Delay et al., 2002)

\[ \phi_i \frac{dc_i(t)}{dt} = \sum_{j=i-1}^{i+1} b_{ij}c_j(t) - \sum_{j=i-1}^{i+1} b_{ji}c_i(t) \]
where \( c_i \) is the discretized concentration at the \( i \)-th voxel and the coefficients \( b \) depend on advective and diffusive terms as (Gjetvaij et al., 2015; Russian et al., 2016; Noetinger et al., 2016)

\[
b_{ij} = \frac{\hat{D}_{ij}}{\epsilon^2} + \frac{|u_{ij}|}{2\epsilon}(\omega_{ij} + 1).
\]

(2.8)

where the effective dispersion coefficient \( \hat{D} \) accounts for the dispersive mass transfer between the voxels \( i \) and \( j \). In \( d = 1 \) dimensions, it is given by the harmonic mean over these voxels, while in \( d = 2 \) it is the geometric mean (Noetinger and Estebenet, 2000). It has been shown by (Russian et al., 2016) that Equation (2.7) is equivalent to the discrete generalized master equation

\[
\frac{dc_i(t)}{dt} = \int_0^t dt' \sum_{j=i-1}^{i+1} [M_{ij}(t-t')c_j(t') - M_{ji}(t-t')c_i(t')],
\]

(2.9)

where \( M_{ij}(t) = M(x_i - x_j, t) \) is the discretized memory function. Since it is a coarse-grained method, the TDRW allows to overcome the computational limitations of the particle tracking random walk and it requires less information.

### 2.2 Continuous time random walk

The continuous time random walk is a general and flexible framework that is used to account for memory effects in non-local and non-Markovian transport. This model is a generalization of the classical random walk (RW) model, for which the Langevin equation is discretized such that particles trajectories are made of subsequent transitions length in fixed temporal intervals. Introduced in 1905 by Pearson (1905), the RW is a valid framework for the description of Brownian motion. However, it fails in reproducing the anomalous features of transport described in the previous section. Numerical random walk simulations require fine temporal discretization, which makes it computationally expensive. To overcome this important drawback, the continuous time random walk has been proposed (Montroll and Weiss, 1965). As for classical RW, here the transport process is simulated through a series of random transitions of particles in space and time. The trajectories are defined by the recursive relations

\[
x_{n+1} = x_n + \xi_n \quad t_{n+1} = t_n + \tau_n.
\]

(2.10)

Notice that, unlike the classic RW, here both the spatial increment \( \{\xi_n\} \) and the transition times \( \{\tau_n\} \) are stochastic processes that are in general coupled. The model is therefore determined by the joint PDF of transition lengths and times \( \psi(\xi, \tau) \). Its parameterization represents the core of the stochastic model. If the distribution of spatial and temporal increments can be decoupled, \( \psi(\xi, t) = p(\xi)\psi(\tau) \), the PDF of spatial increments \( p(\xi) \) accounts for the geometric properties of the medium. The distances \( \{\xi_n\} \) then represent characteristic length scales
over which the dynamic properties are considered constant. The dynamics of particle motion are mapped onto the distribution of transition times $\psi(\tau)$. Thus, the transition times $\tau$ represent the amount of time needed to travel the characteristic length scales $\xi$ and explore the heterogeneity of the system. The transition time PDF accounts for different physical processes that govern particle dynamics, such as advection, diffusion and retardation processes. Berkowitz and Scher (1997, 1998) and Painter and Cvetkovic (2005) have modeled transition times in terms of velocities. Painter and Cvetkovic compare their TDRW model to the approach by Berkowitz and Scher. In terms of advective transitions, both models are similar, but these authors’ approaches differ in the way retention mechanisms are accounted for. In fact, while in (Berkowitz and Scher, 1997, 1998) retention effects are incorporated in the definition of the waiting time PDF, Painter and Cvetkovic decompose the advective and retention contributions. This provides an improved flexibility in the model parameterization. In Chapter 3 (Section Heterogeneous advection and trapping), we use a similar approach to implement the multi-rate mass transfer model within the CTRW. In this thesis, we will use for this model and for others with different parameterizations the term continuous time random walk in order to distinguish them from the previously presented TDRW, which is a solution method for the direct transport problem.

The density of particle $c(x, t)$ satisfies the set of equations (Berkowitz et al., 2006)

$$c(x, t) = \int_{0}^{t} dt' R(x, t') \int_{t-t'}^{\infty} dt'' \psi(x, t'')$$

$$R(x, t) = c_0(x) + \int_{\Omega} dx' \int_{0}^{t} dt' \psi(x - x', t - t') c(x', t'), \quad (2.11)$$

where $c_0(x)$ is the initial condition, $\Omega$ is the spatial domain and $R(x, t)$ is the probability per time that a particle just arrives at $x$ at the time $t$. The system of equations (2.11) is equivalent to the generalized master equation

$$\frac{\partial c(x, t)}{\partial t} = \int_{0}^{t} dt' \int_{\Omega} dx' M(x - x', t - t') [c(x', t') - c(x, t')] \quad (2.12)$$

where $M(x, t)$ is the so-called memory function, which connects the particles density at $(x, t)$ to all the previous positions along the trajectory. To show the equivalence, we take the Laplace transform of Equations (2.11) and solve for $R^*(x, \lambda)$

$$\frac{\lambda c^*(x, \lambda)}{1 - \psi^*(\lambda)} = c_0(x) + \int_{\Omega} dx' \frac{\lambda \psi^*(x - x', \lambda)}{1 - \psi^*(\lambda)} c^*(x', \lambda), \quad (2.13)$$
where the asterisks denote Laplace-transformed functions and $\lambda$ is the Laplace variable. We used here

$$\psi(t) = \int d\xi' \psi(\xi', t).$$ (2.14)

By isolating the term $\lambda \psi^*(\mathbf{x}, \lambda)$ on the left side and by performing the inverse Laplace transform, we get the generalized master equation (2.12), provided that we define the memory function by its Laplace transform as

$$M^*(\mathbf{x}, \lambda) = \frac{\lambda \psi^*(\mathbf{x}, \lambda)}{1 - \psi^*(\lambda)}. \quad (2.15)$$

If we apply the Fourier transform in space and the Laplace transform in time to Equations (2.11), we find an algebraic solution for the concentration in the transformed space

$$\tilde{\psi}^*(\mathbf{k}, \lambda) = \tilde{\psi}_0(\mathbf{k}) \frac{1 - \psi^*(\lambda)}{\lambda[1 - \tilde{\psi}^*(\mathbf{k}, \lambda)]}, \quad (2.16)$$

where the tilde indicates Fourier-transformed quantities in space and $\mathbf{k}$ is the Fourier variable. From the latter expression one can calculate the moments of particle displacement by making use of the well-known relations

$$\mu_i^*(\lambda) = (-i) \left. \frac{\partial \tilde{\psi}^*(\mathbf{k}, \lambda)}{\partial k_i} \right|_{\mathbf{k}=0}, \quad \mu_{ij}^*(\lambda) = \left. \frac{\partial^2 \tilde{\psi}^*(\mathbf{k}, \lambda)}{\partial k_i \partial k_j} \right|_{\mathbf{k}=0}. \quad (2.17)$$

Notice that in $d=1$ dimensions, if we consider the uncoupled distribution of transition times and lengths $\psi(x, t) = p(x)\psi(t)$ and we suppose that $\psi(t)$ is an exponential distribution with mean $\tau$, Equation (2.17) leads to (Klafter and Sokolov, 2011)

$$\mu_{11}(t) - \mu_1^2(t) = \frac{(\ell)^2}{\tau} t, \quad (2.18)$$

where $\langle \ell \rangle$ is the mean transition length. By defining the dispersion coefficient as $D = \langle \ell^2 \rangle/(2\tau)$ we finally get

$$\mu_{11}(t) - \mu_1^2(t) = 2Dt, \quad (2.19)$$

as expected for Fickian diffusion. Note that in this case the spatial particle density obtained by inverting Equation (2.16) yields the Gaussian distribution

$$c(x, t) = \frac{1}{\sqrt{2\pi\sigma^2 t/\tau}} \exp \left( -\frac{(x - \langle \ell \rangle)^2}{2\sigma^2 t/\tau} \right), \quad (2.20)$$

where $\sigma^2$ is the variance of the distribution $p(x)$. If the distribution $\psi(x, t)$ can not be decoupled, or if the moments of the transition times and lengths are not defined, e.g. because $p(x)$ and/or $\psi(t)$ are power-law distributions, these results are no longer valid. Based on results present in the literature and on new derivations, we will show how to address these issues in the thesis.
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Abstract

We study the combined impact of heterogeneous advection and trapping on non-Fickian transport using the continuous time random walk (CTRW) approach. The CTRW models solute transport in heterogeneous media as a random walk in space and time. Our study is based on a $d$-dimensional CTRW model that accounts for both heterogeneous advection and trapping in immobile zones. The flow heterogeneity is mapped into the distribution of advective transition times over a characteristic heterogeneity scale. Trapping due to diffusion into immobile zones is quantified by a trapping rate and the distribution of particle return times. The total particle transition time over a characteristic heterogeneity scale then is given by the advective time and the sum of trapping times over the number of trapping events. We establish explicit integro-partial differential equations for the evolution of the concentration and discuss the relation to the multirate mass transfer (MRMT) approach, specifically the relation between the trapping time distribution and the memory function. We then analyze the signatures of anomalous transport due to advective heterogeneity and trapping in terms of spatial moments and first passage times or breakthrough curves. The behaviors for different disorder scenarios are analyzed analytically and through random walk particle tracking simulations. Assuming that advective mass transfer is faster than diffusive, we identify three regimes of distinct transport behaviors, which are separated by the characteristic trapping rate and trapping times. (1) At early times we identify a preasymptotic time regime that is fully determined by advective heterogeneity and

This chapter is based on the paper “A. Comolli et al. - Non-Fickian transport under heterogeneous advection and solute trapping, Transport in Porous Media (2016)”.
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which is characterized by superlinear growth of longitudinal dispersion. (2)
For longitudinal dispersion, we identify an intermediate regime of strong
superlinear diffusion. This regime is determined by the combined effect
of advective heterogeneity and trapping. (3) At larger time, the asymp-
totic trapping-driven regime shows the signatures of diffusion in immobile
zones, which leads to both sub and super-linear dispersion. These results
shed some new light on the mechanism of non-Fickian transport and their
manifestation in spatial and temporal solute distributions.

3.1 Introduction

Solute transport in highly heterogeneous porous media is characterized by fea-
tures that do not conform to advection-dispersion models characterized by equiva-
 lent transport parameters. This has been observed from pore to field-scale un-
der forced and natural flow conditions. The non-Fickian character is manifest
for example in non-linear growth of solute dispersion, forward and backward
tails in spatial tracer distributions (Koch and Brady, 1988; Adams and Gelhar,
1992; Moroni and Cushman, 2001; Levy and Berkowitz, 2003; Holzner et al.,
2015), and in the occurrence of heavy-tailed solute breakthrough curves and first
passage time distributions (Hatano and Hatano, 1998; Haggerty et al., 2000,
2001; Berkowitz et al., 2001; Becker and Shapiro, 2003; Cortis and Berkowitz,
2004; Gouze et al., 2008a; Kang et al., 2015b). Methods and models to explain
and quantify such anomalous behaviors include moment equations (Neuman and
Zhang, 1990; Morales-Casique et al., 2006) and projector methods (Cushman
et al., 1994), as well as space and time fractional advection-dispersion equa-
tions (Benson et al., 2000; Cushman and Ginn, 2000; Schumer et al., 2003).

In this paper, we focus on the continuous time random walk (CTRW) and
multirate mass transfer (MRMT) approaches for the modeling of anomalous
transport. Both approaches are similar in nature in the sense that anomalous
transport features are related to distributions of characteristic mass transfer time
scales which renders the governing equations for solute concentrations non-local
in time.

The CTRW approach models transport in heterogeneous media through a
random walk in both space and time. The time increment can be related to the
advective or diffusive transition times over a characteristic heterogeneity scale as
well as to the time a particle is trapped or immobilized. The CTRW framework
developed by Scher and Lax (1973) based on the model of Montroll and Weiss
(1965) has found broad applications for the modeling of history-dependent dy-
namics in fluctuating and disordered systems ranging from the dispersion of light
in disordered optical media (Barthelemy et al., 2008) to the movement of single
molecules in living cells (Barkai et al., 2012), among many others (Klafter and
Sokolov, 2005). In the 1990s Harvey Scher and Brian Berkowitz realized that the
CTRW provides a natural framework for the understanding and quantification
of anomalous transport in heterogeneous fractured and porous media (Berkowitz
and Scher, 1995, 1997). Since then the CTRW has been used as an upscaling
and average transport framework to quantitatively understand flow and transport processes in geological media (Berkowitz et al., 2006) and has shed light on the origins and mechanisms of non-Fickian transport from the pore (Bijeljic and Blunt, 2006; Cortis et al., 2004; de Anna et al., 2013; Kang et al., 2014; Holzner et al., 2015) to the Darcy scale (Dentz and Castro, 2009; Le Borgne et al., 2008a; Edery et al., 2014) and catchment scale (Scher et al., 2002).

The MRMT approach is based on a multicontinuum concept (Barenblatt et al., 1960) that represents a highly heterogeneous porous or fractured medium by a mobile continuum and a suite of immobile continua, which communicate through linear mass transfer mechanisms such as diffusion or first-order rate processes (Maloszewski and Zuber, 1985; Roth and Jury, 1993; Haggerty and Gorelick, 1995; Carrera et al., 1998; Haggerty et al., 2000). The medium heterogeneity is encoded in the memory function, which reflects the mass transfer mechanisms, diffusion or slow advection, for example, and the geometry and heterogeneity of the immobile regions (Zinn et al., 2004; Gouze et al., 2008b; Willmann et al., 2008; Zhang et al., 2014). It has been shown that MRMT can be modeled within the CTRW framework through mapping the memory function onto the distribution of transition times (Dentz and Berkowitz, 2003; Schmer et al., 2003; Berkowitz et al., 2008). More specifically, the trapping process can be modeled within the CTRW framework as a compound Poisson process (Margolin et al., 2003; Benson and Meerschaert, 2009; Dentz et al., 2012, 2015a). This means that trapping events occur at constant rate, which renders the number of trapping events during a given time interval a Poisson process. The distribution of trapping times can be related directly to the memory function of MRMT, in fact, it is given by its derivative.

Non-Fickian transport often arises in presence of viscoelastic or fractal media (Meroz and Sokolov, 2015) or geometric constraints (Metzler et al., 2014). In this paper, we will study the impact of advective heterogeneity and solute trapping on transport. In fact, advective heterogeneity and solute trapping into immobile zones represent two mechanisms that can lead to anomalous transport as expressed through non-Gaussian spatial and temporal distributions and non-linear evolution of spatial moments (Haggerty et al., 2000; Becker and Shapiro, 2003; Kang et al., 2015b). It is often not clear how to separate these mechanisms and their impact on large scale transport because of their similar manifestation. These questions have been approached in Kang et al. (2015b) and Dentz et al. (2015a) in the analysis of solute breakthrough curves in radial tracer tests. Here we set-up a CTRW model that represents explicitly heterogeneous advection and solute trapping in $d$–dimensional heterogeneous media, in order to systematically study the manifestation of these different mechanisms on spatial and temporal large scale transport characteristics. This allows to discriminate between advective and trapping mechanisms and quantify them from observations of anomalous transport. Furthermore, the formulation of MRMT in terms of CTRW give some new insight in to the relation of the trapping process and the mass transfer processes encoded by the memory function.

The next section describes the general CTRW framework and the specific
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implementation of advective heterogeneity and solute trapping. It discusses the equivalence to the MRMT approach and analyzes the relation between memory function, trapping rate and the distribution of trapping times. Section 3.3 defines the observables that are analyzed, namely the center of mass and dispersion of a solute distribution as well as the distribution of first passage times. We also visualize spatial solute distributions in $d = 1$ and $d = 2$ dimensions. Section 3.4 studies the temporal evolution of the spatial concentration moments and the behavior of the first passage time distributions for different heterogeneity scenarios.

3.2 Continuous time random walk

The CTRW models particle movements in a heterogeneous environment as a random walk in space and time such that the particle position $x_n$ and $t_n$ after $n$ random walk steps are given by the stochastic recursion

$$x_{n+1} = x_n + \xi_n, \quad t_{n+1} = t_n + \tau_n,$$

where $\xi_n$ and $\tau_n$ are random spatial and temporal increments, respectively. The stochastic dynamics of the heterogeneous system are mapped into the joint probability density function (PDF) of the random space and time increment $\psi(\xi, \tau)$, which is at the heart of the CTRW approach. The particle distribution, or equivalently concentration distribution $c(x, t)$ is given in terms of the space-time particle trajectories as

$$c(x, t) = \langle \delta[x - x_{n_t}] \rangle,$$

where the angular brackets denote the average over all particles; $n_t = \sup(n | t_n \leq t)$ is the number of steps needed to reach time $t$. In order to derive the governing equations for $c(x, t)$, we follow Scher and Lax (1973) and consider $R_n(x, t) = \langle \delta(x - x_n)\delta(t - t_n) \rangle$, the joint density of particle position and times after $n$ random walk steps. Note that the space-time random walk (3.1) is a Markov process in the step number $n$. Thus, its density $R_n(x, t)$ satisfies the Chapman-Kolmogorov equation

$$R_{n+1}(x, t) = \int dx' \int_0^t dt' \psi(x - x', t - t') R_n(x', t').$$

Note that the particle distribution $c(x, t)$ measures the probability that a particle is at position $x$ at time $t$ for any number of random walk steps. Thus, we define now the quantity $R(x, t) = \sum_{n=0}^{\infty} R_n(x, t)$, which denotes the probability per time that the particle has just arrived at a position $x$ at time $t$ after any number of steps. It is now evident that $c(x, t)$ is constituted by the number of particles that have just arrived at position $x$ and the ones that have arrived at an earlier time $t'$ and have not finished the transition to the next position in space, or in
other words, the transition time to any other position \( x \) is larger than \( t - t' \). The latter is given by

\[
\Phi(t - t') = \int_{t-t'}^{\infty} d\tau \psi(\tau), \tag{3.4}
\]

where \( \psi(\tau) = \int d\mathbf{x} \psi(\mathbf{x}, \tau) \) is the transition time PDF. Thus, the governing equation for \( c(\mathbf{x}, t) \) can be written as

\[
c(\mathbf{x}, t) = \int_0^t dt' R(\mathbf{x}, t') \Phi(t - t'), \tag{3.5}
\]

which is complemented by the equation for \( R(\mathbf{x}, t) \) as given by summation of (3.3),

\[
R(\mathbf{x}, t) = R_0(\mathbf{x}, t) + \int d\mathbf{x}' \int_0^t dt' \psi(\mathbf{x} - \mathbf{x}', t - t') R(\mathbf{x}', t'). \tag{3.6}
\]

The initial condition of the CTRW is denoted by \( R_0(\mathbf{x}, t) = \langle \delta(\mathbf{x} - \mathbf{x}_0) \rangle \delta(t - t_0) \). Equations (3.5) and (3.6) can be combined into the generalized Master equation (Kenkre et al., 1973)

\[
\frac{dc(\mathbf{x}, t)}{dt} = \int d\mathbf{x}' \int_0^t dt' K(\mathbf{x} - \mathbf{x}', t - t') \left[ c(\mathbf{x}', t') - c(\mathbf{x}, t') \right], \tag{3.7}
\]

where the memory kernel \( K(\mathbf{x}, t) \) is defined in Laplace space (Abramowitz and Stegun, 1972) as

\[
K^*(\mathbf{x}, \lambda) = \frac{\lambda \psi^*(\mathbf{x}, \lambda)}{1 - \psi^*(\lambda)}. \tag{3.8}
\]

Here and in the following, the Laplace variable is denoted by \( \lambda \), Laplace transformed quantities are marked by an asterisk.

Scher and Lax (1973) developed this theory based on the CTRW model of Montroll and Weiss (1965) to quantify stochastic transport in disordered solids. Since then, it has found a wide range of applications in the modeling of the history-dependent dynamics in fluctuating and disordered systems (Klafter and Sokolov, 2005). Most notably, the CTRW framework has been used for the understanding and quantification of non-Fickian transport in heterogeneous fractured and porous media in the seminal works of Berkowitz and Scher (1995) and Berkowitz and Scher (1997). In this context the transition time \( \tau \) of a solute particle is related kinematically to the transition length \( \ell = |\xi| \) through the particle velocity \( v \) as \( \tau = \ell/v \) as discussed in the following.

In the following sections, we will make use of this CTRW framework to model two distinct mechanisms that enhance non-Fickian transport. First, we will consider heterogeneous advection which arises because of the heterogeneity of the
hydraulic conductivity field. The second process that we are going to discuss is the trapping of solutes that describes mass exchange between mobile and immobile phase, as well as sorption/desorption reactions.

3.2.1 Heterogeneous advection

We consider now purely advective transport in a heterogeneous velocity field \( \mathbf{u}(x) \). The particle trajectory is described by the advection equation

\[
\frac{d\mathbf{x}(t)}{dt} = \mathbf{v}(t),
\]

where \( \mathbf{v}(t) = \mathbf{u}[\mathbf{x}(t)] \) denotes the Lagrangian particle velocity. The distance \( s(t) \) and the time \( t(s) \) travelled along a streamline can be written as

\[
\frac{ds(t)}{dt} = v[s(t)], \quad \frac{dt(s)}{ds} = \frac{1}{v_s(s)},
\]

where \( v_s(s) = v[t(s)] \) and \( v_s(s) = |v_s(s)| \) is the velocity along the streamline. It has been shown for flow in pore and Darcy scale heterogeneous porous media (Le Borgne et al., 2008a; Kang et al., 2011; de Anna et al., 2013; Kang et al., 2014, 2015b) that particle velocities measured equidistantly in space along trajectories form a Markov process. Particle trajectories are then characterized by a one-step correlation. Therefore, some authors have studied an extension of this model that is known as correlated CTRW (Checkin et al., 2009; Tejedor et al., 2010). For distances larger than the correlation length \( \ell_c \) along the streamline (Kang et al., 2015b), subsequent velocities can be considered independent. Note that subsequent space and time increments in the CTRW (3.1) are independent. Thus, by coarse graining the particle movement on a scale \( \Delta s \) larger or equal to the correlation distance \( \ell_c \), we can write the equations of motion of solute particle as

\[
\mathbf{x}_{n+1} = \mathbf{x}_n + \ell_c \omega_n, \quad t_{n+1} = t_n + \frac{\ell_c}{v_n},
\]

where \( \omega_n = v_n/|v| \) is the orientation of the streamwise velocity \( \mathbf{v}_n = v_s(s_n) \). We assume that the mean velocity is aligned with the 1–direction of the coordinate system. Thus, we consider \( \omega_n \) as a random vector whose average is \( \langle \omega \rangle = \mathbf{e}_1 \) where \( \mathbf{e}_1 \) is the unit vector in 1–direction. The streamwise velocities \( v_n \) are fully characterized by the one-point PDF \( p_v(v) \). Note that the PDF of streamwise velocities is related to the Eulerian velocity PDF through flux weighting. Some authors (Fiori et al., 2007; Cvetkovic et al., 2014) have shown through simulations in random porous media that for low velocities it is possible to establish a linear relation between the conductivity field and the Eulerian advective field. Thus, through flux weighting it is possible to relate the streamwise velocity field to the conductivity field. The transition time is given by \( \tau_a = \ell_c/v \). Thus, the joint PDF of transition length and transition time is

\[
\psi_a(\xi, \tau) = p_\xi(\xi)p_a(\tau), \quad \psi_a(\tau) = \frac{\ell_c}{\tau^2}p_v(\ell_c/\tau).
\]
It decouples because the constant transition length $|\xi| = \ell_c$ is constant. The PDF $p_\xi(\xi)$ of space increments has mean $\langle \xi \rangle = \ell_c e_1$. In the following, we consider $p_\xi(\xi)$ with a mean that is aligned with the 1–direction of the coordinate system, and isotropic variance such that the first and second moments are given by

$$
\langle \xi_i \rangle = \delta_{i1} \ell_c, \\
\langle \xi_i \xi_j \rangle = \ell_c^2 \delta_{i1} \delta_{j1} + \delta_{ij} \sigma^2.
$$

(3.13)

### 3.2.2 Heterogeneous advection and trapping

We now consider the trapping of particles in immobile regions as described through the MRMT approach (Haggerty and Gorelick, 1995; Harvey and Gorelick, 1995; Carrera et al., 1998; Dentz and Berkowitz, 2003; Schumer et al., 2003; Silva et al., 2009). MRMT has been used to model different types of retardation properties, from trapping due to sorption/desorption reactions to slow advection. However, here we use the MRMT model as a process that represents trappings only, in order to consider the effects of heterogeneous advection separately. The MRMT model considers solute transport under mass transfer between a single (homogeneous) mobile zone and a suite of immobile zones. Here, we model these processes within the CTRW framework (Margolin et al., 2003; Benson and Meerschaert, 2009; Dentz et al., 2012, 2015a; Gjetvaij et al., 2015). Trapping events occur at a constant rate $\gamma$. Thus, the number $n_{\tau_a}$ of trapping events during a mobile transition of duration $\tau_a$ is Poisson distributed with mean $\langle n_{\tau_a} \rangle = \gamma \tau_a$,

$$
P(n, \tau_a) = \frac{(\gamma \tau_a)^n}{n!} \exp(-\gamma \tau_a).
$$

(3.14)

Each trapping event is associated with a trapping time $\tau_f$, which is distributed according to $p_f(\tau)$. Thus, for a given mobile time $\tau_a$, the total trapping time during a mobile step is thus given by

$$
\tau_{f,t} = \sum_{i=0}^{n_{\tau_a}} \tau_{f,i}.
$$

(3.15)

It is a compound Poisson process whose density can be written in Laplace space as (Margolin et al., 2003)

$$
\psi_f^*(\lambda | \tau_a) = \exp \left(- \{ \lambda + \gamma [1 - p_f^*(\lambda)] \} \tau_a \right).
$$

(3.16)

Thus, the total transition time is given by

$$
\tau = \tau_a + \tau_{f,t}.
$$

(3.17)

Its density reads in Laplace space as

$$
\psi^*(\lambda) = \psi_a^* \left( \lambda + \gamma [1 - p_f^*(\lambda)] \right).
$$

(3.18)
Note that the probability that the particle is trapped for a time longer than $t$ is given by

$$\varphi(t) = \int_t^\infty dt' p_f(t').$$  \hfill (3.19)

As we will see in the following, the latter is equal to the memory function of the MRMT approach (Haggerty and Gorelick, 1995; Carrera et al., 1998). Equivalently, the trapping time PDF is obtained for a given memory function as

$$p_f(t) = -\frac{d\varphi(t)}{dt}.$$  \hfill (3.20)

We divide now the total concentration into a mobile and an immobile concentration,

$$c(x, t) = c_m(x, t) + c_{im}(x, t).$$  \hfill (3.21)

The immobile and mobile concentrations are related as

$$c_{im}(x, t) = \gamma \int_0^t dt' \varphi(t - t')c_m(x, t').$$  \hfill (3.22)

The right hand side expresses the density of immobile particles by the probability per time that mobile particles get trapped at a given time $t'$, $\gamma c_m(r, t')$, times the probability that the residence time in the immobile region is larger than $t - t'$. Thus, at asymptotically long times, the ratio of the time averaged immobile and mobile concentrations is given by

$$\lim_{t \to \infty} \frac{c_{im}(x, t)}{c_m(x, t)} = \lim_{\lambda \to 0} \gamma \lambda^{-1} [1 - p_f^*(\lambda)] = \gamma \langle \tau_f \rangle.$$  \hfill (3.23)

where $\langle \tau_f \rangle$ is the mean immobile time, if it exists, and the overline denotes the time average $\bar{c}(x, t) = t^{-1} \int_0^t dt' c(x, t')$.

We can now express the Laplace transform of the total concentration $c(x, t)$ in terms of the mobile and immobile concentrations as

$$c^*_{m}(x, \lambda) = [1 + \gamma \varphi^*(\lambda)]c^*(x, \lambda).$$  \hfill (3.24)

Using the latter in the Laplace transform of (3.7) and using (3.18) in the definition of the memory kernel, we can write down the following governing equation for $c^*(x, \lambda)$,

$$\lambda c^*_{m}(x, \lambda) + \gamma \lambda \varphi^*(\lambda)c^*_m(x, \lambda) = c(x, 0)$$

$$+ \int d\mathbf{x}' p_\xi(\mathbf{x}')K^*_a(\lambda[1 + \gamma \varphi^*(\lambda)]) [c^*_m(\mathbf{x} - \mathbf{x}', \lambda) - c^*_m(\mathbf{x}, \lambda)],$$  \hfill (3.25)
where the purely advective memory kernel $K_a^*(\lambda)$ is defined by (3.8) with $\psi^*(\lambda)$ replaced by $\psi^*_a(\lambda)$. Inverse Laplace transform of (3.25) gives

$$
\frac{dc_m(x,t)}{dt} + \frac{d}{dt}\gamma \int_0^t dt' \varphi(t-t')c_m(x,t') = \int dx' p_\xi(x') \times \int_0^t dt' \int_0^{t-t'} d\tau K_a(\tau) \psi_f(t-t'-\tau|\tau) [c_m(x-x',t') - c_m(x,t')].
$$

(3.26)

The right side can be read as follows. The flux towards $x$ is given by the probability that particles make a transition from $x'$ to $x$ times the probability that during the time interval $(t-t')$ there is a mobile episode of duration $\tau$ and a trapping episode of duration $t-t'-\tau$.

**Weak advective heterogeneity**

Although MRMT models have been used to model several retardation processes, ranging from sorption/desorption reactions to slow advection, in this work we will apply the MRMT model to the trapping process only. By doing so, we will consider the processes of heterogeneous advection and solute trapping separately.

Most MRMT approaches in the literature consider a homogeneous mobile zone, which is characterized in the CTRW frame by the exponential transition time

$$
\psi_0(t) = \frac{\exp(-t/\tau_0)}{\tau_0}.
$$

(3.27)

This implies that the memory kernel (3.8) reduces to a Dirac delta

$$
K_a(t) = \frac{\delta(t)}{\tau_0}
$$

(3.28)

where $\tau_0$ is the characteristic mobile transition time. Using this kernel in (3.26), we obtain directly

$$
\frac{dc_m(x,t)}{dt} + \frac{d}{dt}\gamma \int_0^t dt' \varphi(t-t')c_m(x,t') = \int dx' p_\xi(x') [c_m(x-x',t) - c_m(x,t)],
$$

(3.29)

because $\psi_f(t-t'|0) = \delta(t-t')$. In order to obtain the advective-dispersive MRMT formulation, we specify the mean and mean squared displacement as $\langle \xi_i \rangle = v\tau_0 \delta_{i1}$ and $\langle \xi_i \xi_j \rangle = v^2 \tau_0^2 \delta_{i1} \delta_{j1} + 2D\tau_0 \delta_{ij}$, respectively, where $v$ is the transport velocity and $D$ is the dispersion coefficient. In the limit of $\tau_0 \to 0$, the displacement distribution is sharply peaked about 0 such that we can expand $c_m(x-x',t)$ into
a Taylor series for small \(|x'|\). Thus, we obtain from (3.29)

$$\frac{\partial c_m(x, t)}{\partial t} + \frac{\partial}{\partial t} \int_0^t dt' \varphi(t - t') c_m(x, t') = - \left( v \frac{\partial}{\partial x_1} - D \nabla^2 \right) c_m(x, t)$$

(3.30)

Note terms of order higher than second in the Taylor expansion disappear in the limit \(\tau_0 \to 0\). Equation (3.30) represents the MRMT model as often used in literature (Carrera et al., 1998; Haggerty and Gorelick, 1995). However, it is possible to consider a more general framework in which the MRMT is applied to transport in flow fields (Fernández-García et al., 2009; Russian et al., 2016).

**Trapping time distributions**

The memory function \(\varphi(t)\) encodes the mass transfer between mobile and immobile zones (Haggerty and Gorelick, 1995; Harvey and Gorelick, 1995; Carrera et al., 1998; Dentz and Berkowitz, 2003; Dentz et al., 2011). For linear first-order mass exchange it reflects the distribution of transfer rates between mobile and immobile regions (Haggerty and Gorelick, 1995). For diffusive mass transfer it is related to the PDF of particle return times to the immobile zone boundaries (Gouze et al., 2008b). Thus it is determined by the geometries and the characteristic diffusion scales of the immobile regions. The formulation of MRMT in terms of the CTRW framework sheds some new light on the meaning of the memory function and its relation to the residence time PDF \(p_f(\tau)\). As outlined above, the memory function \(\varphi(t)\) as defined in (3.19), is in fact the probability that a particle is trapped longer than a time \(t\). The memory function here has the property \(\varphi(0) = 1\). Note that \(\varphi(t)\) is often defined differently, namely such that its integral is normalized to 1. Thus, in terms of the trapping time PDF, an alternative \(\varphi_a(t)\) reads in terms of \(p_f(\tau)\) as

$$\varphi_a(t) = \frac{1}{\langle \tau_f \rangle} \int_t^\infty d\tau p_f(\tau),$$

(3.31)

which requires the existence of the mean residence time \(\langle \tau_f \rangle < \infty\).

For first-order mass transfer, the memory function is given by the exponential

$$\varphi(t) = \exp(-\alpha t),$$

(3.32)

with \(\alpha\) the release rate, and equivalently \(\alpha^{-1}\) the characteristic trapping time. The corresponding trapping time PDF is given by

$$p_f(t) = \alpha \exp(-\alpha t).$$

(3.33)

For diffusive trapping in slab-shaped semi-infinite immobile regions, the trapping time distribution is equivalent to the distribution of return times to the origin for a pulse input at the boundary. It is known that the return time PDF is
not well-defined in continuous space (Weiss, 1994) but needs to be determined on a lattice, which here has the characteristic length \( \ell_g \). In this case, the return time PDF, or equivalently the trapping time PDF is given by the inverse Gaussian

\[
p_f(t) = \frac{\exp\left(-\frac{\tau_g}{4t}\right)}{t^{\frac{3}{2}} \sqrt{\frac{\pi}{4t/\tau_g}}}
\]  

(3.34)

where \( \tau_g \) is a characteristic trapping time. It estimates the time that particles need to travel a distance \( \ell_g \) by diffusion. Note that the trapping time PDF \( p_f(t) \) decays for \( t \gg \tau_g \) as \( t^{-3/2} \). The PDF (3.34) is also termed Lévy distribution. The corresponding memory function is given by

\[
\varphi(t) = 1 - \frac{\Gamma\left(\frac{1}{2}, \frac{\tau_g}{4t}\right)}{\sqrt{\pi}},
\]

(3.35)

with \( \Gamma(\beta, t) \) the incomplete Gamma function (Abramowitz and Stegun, 1972). It behaves as \( t^{-1/2} \) for \( t \gg \tau_g \).

For diffusive trapping in slab-shaped immobile regions of finite size, on the other hand, the memory function can be written in Laplace space as (Harvey and Gorelick, 1995; Carrera et al., 1998)

\[
\varphi_a^*(\lambda) = \frac{1}{\sqrt{\lambda \tau_D}} \tanh\left(\sqrt{\lambda \tau_D}\right),
\]

(3.36)

where \( \tau_D \) is the characteristic diffusion scale. It is normalized to 1 and has an integrable singularity at \( t = 0 \). It behaves as \( \varphi(t) \propto t^{-1/2} \) for \( t \ll \tau_D \). This means, however, that \( \langle \tau_f \rangle = \varphi_a(0)^{-1} \) cannot be defined in terms of this memory function, for the reasons outlined above. Nevertheless, from the behavior of the memory function at times \( t \ll \tau_D \), we deduce that the PDF of trapping times behaves as \( p_f(t) \propto t^{-3/2} \), as in the case of the semi-infinite medium. For \( t \gg \tau_D \), \( p_f(t) \) is cut-off exponentially in the same way as the memory function \( \varphi_a(t) \). In the following, our focus is on the pre-asymptotic behavior when the immobile zone has not yet equilibrated with the mobile zone, this means at times \( t \ll \tau_D \). Thus, we will employ the trapping time PDF (3.34). It has been shown in Gouze et al. (2008b) that the memory function \( \varphi(t) \) may display behaviors that are different from the characteristic \( t^{-1/2} \) if the immobile regions are heterogeneous. Thus, in order to account for diffusive trapping in heterogeneous immobile regions, we employ the more general Lévy stable distributions

\[
p_f^*(\lambda) = \exp\left[-(\tau_g \lambda)^\delta\right],
\]

(3.37)

where \( 0 < \delta < 1 \). It behaves for \( t \gg \tau_g \) as \( p_f^*(t) \propto t^{-1-\delta} \). Note that \( \tau_g \) is approximately the median time of the trapping time PDF. Note also that for \( \delta = 1/2 \) (3.37) is the Laplace transform of the inverse Gaussian (3.34).
3.3 Observables

In the following, we define the spatial distribution and moments of the concentration distribution as well as first passage time distributions and present expressions for their quantification in the CTRW framework reported in the previous section.

3.3.1 Spatial moments

The evolution of the spatial particle distribution is given by the generalized Master equation (3.7). In Fourier-Laplace space, we obtain the compact expression (Scher and Lax, 1973)

$$\tilde{c}^*(k, \lambda) = \frac{1 - \psi^*(\lambda)}{\lambda[1 - \overline{p}_\xi(k)\psi^*(\lambda)]},$$

(3.38)

where we used that the PDF of transition length and time decouples into $\psi(x, t) = p_\xi(x)\psi(t)$.

The Fourier transform is defined here by

$$\tilde{c}(k, t) = \int_{\mathbb{R}^d} dx \exp(i k \cdot x)c(x, t),$$

(3.39)

$$c(x, t) = \int_{\mathbb{R}^d} \frac{dk}{(2\pi)^d} \exp(-i k \cdot x)\tilde{c}(k, t).$$

(3.40)

Fourier transformed quantities are marked by a tilde, the wave vector is denoted by $k$; the imaginary unit is denoted by $i$.

The first and second moments $m_i(t)$ and $m_{ij}(t)$ of the particle density $c(x, t)$ can be expressed in Laplace space by using (3.38) as

$$m_i^\ast(\lambda) = -i \left. \frac{\partial \tilde{c}^*(k, \lambda)}{\partial k_i} \right|_{k=0}, \quad m_{ij}^\ast(\lambda) = - \left. \frac{\partial^2 \tilde{c}^*(k, \lambda)}{\partial k_i \partial k_j} \right|_{k=0}$$

(3.41)

The center of mass of the particle distribution is measured by $m_i(t)$ while its dispersion is quantified by the second centered moments

$$\kappa_{ij}(t) = m_{ij}(t) - m_i(t)m_j(t).$$

(3.42)

By inserting (3.38) into (3.41) and using (3.13) one obtains for $m_i^\ast(\lambda)$ (Dentz et al., 2004)

$$m_i^\ast(\lambda) = \delta_{i1} \frac{\ell \psi^*(\lambda)}{\lambda[1 - \psi^*(\lambda)]}.$$

(3.43)

For the second moments, one obtains analogously

$$m_{ii}^\ast(\lambda) = \left(\delta_{i1} \ell^2 + \sigma^2\right)\psi^*(\lambda) + \lambda m_i^\ast(\lambda)^2 \delta_{i1}.$$

(3.44)

The off-diagonal components are zero by definition. These expressions form the basis for the calculation of the evolution of the spatial moments in the following.
3.3.2 First passage time distribution

The first passage times of solute particles at a plane located at \( x_1 = x_c \) is defined here by

\[
\tau(x_c) = t_{n_c}, \quad n_c = \inf (n | x_{1,n} \geq x_c).
\]  
(3.45)

We consider here pulse injections at \( x = 0 \) at the time \( t = 0 \). The generalization to different injection conditions is immediate, since it simply requires the superposition of the responses to pulses. The first passage time distribution (FPTD) is defined by

\[
f(t, x_c) = \langle \delta[t - \tau(x_c)] \rangle.
\]  
(3.46)

Using (3.45), this expression can be expanded as

\[
f(t, x_c) = \sum_{n=0}^{\infty} f_0(n, x_c) p_n(t),
\]  
(3.47)

where \( f_0(n, x_c) = \langle \delta_{n,n_c} \rangle \) is the distribution of the numbers of steps needed to reach \( x_c \) and \( p_n(t) = \langle \delta(t-t_n) \rangle \) is the distribution of times \( t_n \) after \( n \) CTRW steps. For large values of \( n \), \( f_0(n, x_c) \) converges to an inverse Gaussian distribution that is well-peaked about the mean value \( \langle n_c \rangle = \lceil x_c/\ell \rceil \), where the upper brackets denote the ceiling function. Therefore, we approximate

\[
f(t, x_c) \approx p_{\langle n_c \rangle}(t).
\]  
(3.48)

Thus, we can develop explicit expressions for \( f(t, x_c) \) along the lines of Dentz et al. (2015a). In Laplace space \( p_{\langle n_c \rangle}(t) \) can be written as

\[
p^*_{\langle n_c \rangle}(\lambda) = \psi^*(\lambda)^{\langle n_c \rangle}.
\]  
(3.49)

We define now \( \psi^*(\lambda) = 1 - \Delta \psi^*(\lambda) \) in order to write

\[
p^*_{\langle n_c \rangle}(\lambda) = \exp (\langle n_c \rangle \ln [1 - \Delta \psi^*(\lambda)]) \approx \exp [-\langle n_c \rangle \Delta \psi^*(\lambda)].
\]  
(3.50)

This expression is the basis for the derivation of the asymptotic behaviors of the FPTD under advective heterogeneity and solute trapping investigated in the following.

3.4 Transport under heterogeneous advection and trapping

Here we study transport under the combined action of heterogeneous advection and solute trapping in the framework of the CTRW model described in Section 3.2. We analyze the transport behavior for scenarios that correspond to different degrees of heterogeneity of the advective field and of the mass transfer
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processes. Namely, we will first present the case in which the mobile transition times follow an exponential distribution, which corresponds to a condition of weak advective heterogeneity as discussed in Section 3.2.2, while the distribution of trapping times is characterized by strong tailing characteristic for pre-asymptotic diffusive mass transfer. Secondly, we will consider the case of heterogeneous advection characterized by a strong tailing in the PDF $\psi_a(t)$ of the advective transition time PDF together with a broad distribution of trapping times $p_f(t)$, for which we employ the stable distributions (3.37).

Before proceeding to the analysis of the transport behaviors, we briefly discuss the characteristic time scales of the trapping process. The first time scale is represented by the inverse of the trapping rate $\tau_\gamma = \gamma^{-1}$. It has a double meaning. On one hand, it represents the time at which, on average, particles undergo the first trapping event. On the other hand, it is the average time particles spend in the mobile phase. The second characteristic scale is given by the time at which the average time spent mobile $\tau_\gamma$ is equal to the average time spent immobile. A characteristic average trapping time after $n$ trapping events is given by $\langle \tau_f(n) \rangle \approx \tau_\gamma n^{1-\delta}$, see Appendix A, while the average number of trapping events after time $t$ is given by $\langle n_{f,t} \rangle = \gamma t$. This means that the mean trapping time after time $t$ is given by

$$\langle \tau_f(t) \rangle \approx \tau_\gamma (\gamma t)^{1-\delta}. \quad (3.51)$$

The mean trapping time increases as a power law of the overall travel time, which is a characteristic of a fractal process (Bouchaud and Georges, 1990). By setting $\tau_\gamma = \langle \tau_f(\tau_e) \rangle$, we obtain for the time scale $\tau_e$

$$\tau_e = \tau_\gamma (\gamma \tau_\gamma)^{\frac{\delta}{1-\delta}}. \quad (3.52)$$

In the following, we investigate the temporal evolution of the spatial moments and the first-passage time distributions in the light of these characteristic time trapping time scales.
3.4.1 Weak advective heterogeneity–multirate mass transfer

The MRMT model has been extensively studied in the literature in terms of first passage times and breakthrough curves. Here we analyze the spatial aspects of the model in terms of the evolution of the spatial moments with respect to the characteristic trapping times discussed previously. For completeness, we also discuss the first passage time distributions in the light of the parameters of the trapping model, specifically, the role of the trapping rate $\gamma$. The PDF $p_f(t)$ of trapping times is given by the Lévy distribution (3.34), while the distribution of advection times is given by the exponential (3.27). The advection scale $\tau_0$ represents the time at which particles have sampled full advective heterogeneity. Here we set $\tau_0 \ll \tau_\gamma \ll \tau_e$. Thus, we identify three time regimes, the pre-asymptotic time regime defined by $\tau_0 \ll t \ll \tau_\gamma$, the intermediate time regime $\tau_\gamma \ll t \ll \tau_e$ and the asymptotic time regime $t \gg \tau_e$.

Spatial moments

Figure 3.1 shows the behavior of the center of mass and the spatial variance of the particle distribution in the longitudinal and transverse directions obtained through numerical particle tracking simulations in $d = 2$ spatial dimensions. We have studied the system under the condition of point-like injection at position $x = 0$ at time $t = 0$. We observe that the mean in the longitudinal direction and the variance in the transverse direction exhibit very similar behaviors. In contrast, the behavior of the variance in the longitudinal direction is rather different as discussed in the following.
3. HETEROGENEOUS ADEVCITION AND SOLUTE TRAPPING

Figure 3.3: First passage time distributions at $x_c = 20\ell_c$ for $\delta = 1/2$ for (red solid line) $\gamma = 10^{-1}\tau_0^{-1}$, (green dashed line) $\gamma = 10^{-2}\tau_v^{-1}$ and (blue dotted line) $\gamma = 10^{-3}\tau_v^{-1}$.

Pre-asymptotic regime $\tau_0 \ll t \ll \tau_e$ For times $t > \tau_0$, particles have sampled the full advective heterogeneity and advection is homogeneous. Thus, the center of mass and the spatial variances scale linearly with time. While this behavior persists until the time scale $\tau_e$ for the center of mass and transverse dispersion, we observe an additional intermediate regime for the spatial variance in flow direction.

Intermediate regime $\tau_\gamma \ll t \ll \tau_e$ Due to the separation of trapped and advected particles, the solute distribution is elongated in flow direction, as illustrated in the Figure 3.2. In fact, we observe a strong increase of the longitudinal plume extension due to this chromatographic mechanism. This behavior sets on at the time $\tau_\gamma$, when the first particles get trapped and lasts until $\tau_e$, where the slope of $\kappa_{11}(t)$ starts decreasing.

Asymptotic regime $t \gg \tau_e$ At times larger than $\tau_e$, the time particles spend trapped is in average larger than the time mobile, which leads to a slowing down of particle motion. Trapping is the limiting process. As illustrated in Figure 3.1, $m_1(t)$ and $\kappa_{22}(t)$ cross-over to their asymptotic subdiffusive behavior $t^{-1/2}$. The spatial variance in the longitudinal direction $\kappa_{11}(t) \propto t$ evolves linearly with time, which may suggest normal diffusive behavior. However, we have here rather an equilibrium between trapping and chromatographic stretching due to the fact that here the average time spent in the immobile zone given by (3.51) scales linearly with time. This means that the ratio between time spent in the mobile region and immobile traps is constant.

First passage time distribution

Figure 3.3 shows first passage time distributions for three different values of the trapping rate $\gamma$ recorded at a control plane at $x_c = 20\ell_c$. These behaviors have
been well known in the literature. We observe a characteristic advective peak at approximately \( \tau_p = x_e/v \) with \( v = \langle \xi \rangle / \tau_0 \). At the peak time, the average time spent immobile is according to (3.51) \( \langle \tau_f(t_p) \rangle \approx \tau_p \gamma t_c \). This explains the observation of slight retardation of the peak behavior for larger trapping rate \( \gamma = 10^{-1} \) compared to the smaller rates. At times larger than the peak time, the FPTD first decays exponentially fast before it shows the characteristic \( t^{-3/2} \) tailing typical for matrix diffusion, see also Appendix C. The tailing is exclusively caused by particle release from the immobile traps and it depends on the proportion of trapped versus mobile particles during the peak arrival times, which is approximately \( \gamma \), see (3.22). Thus the onset of the power-law tail the FPTD is approximately \( \gamma \) times the peak value of the FPTD as illustrated in Figure 3.3.
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Figure 3.4: (Left) Center of mass position \( m_1(t) \), (center) transverse variance \( \kappa_{22}(t) \), and (right) longitudinal variance \( \kappa_{11}(t) \), for (top row) \( \beta = 3/2, \delta = 1/2, \gamma = 10^{-3}\tau_v^{-1} \), and (bottom row) \( \beta = 5/4, \delta = 1/4, \gamma = 10^{-4}\tau_v^{-1} \). The vertical dashed lines denote (left to right) the corresponding \( \tau_\gamma \) and \( \tau_e \).

### 3.4.2 Heterogeneous advection

We study the combined impact of advective heterogeneity and solute trapping on the spatial particle distribution and first passage times. Velocity PDFs in highly heterogeneous porous media may be characterized by power-law behaviors at small velocities, while high velocities are rather unlikely (Berkowitz et al., 2006; Le Borgne et al., 2007; Edery et al., 2014). In order to account for these
characteristics, we employ a Gamma distribution of transport velocities

$$\psi_v(v) = \left( \frac{v}{v_0} \right)^{\beta - 1} \exp \left( -\frac{v}{v_0} \right) \frac{1}{v_0 \Gamma(\beta)}. \quad (3.53)$$

We limit the range of the exponent to $1 < \beta < 2$ because advection is here the mobile transport mechanism and thus faster than trapping in immobile zones, which is characterized by the Lévy stable distribution $(3.37)$. The advective transition time then is given by $\tau_a = \ell_c/v$. It is given by the inverse Gamma PDF

$$\psi_a(t) = \left( \frac{t}{\tau_v} \right)^{-1-\beta} \exp \left( -\frac{t}{\tau_v} \right) \frac{1}{\tau_v \Gamma(\beta)} \quad (3.54)$$

where the scale $\tau_v = \ell_c/v_0$ marks the time after which particles start experiencing the spectrum of advective heterogeneity. It corresponds to the characteristic advection time over one correlation length. In the following, we analyze the evolution of the spatial moments and the behavior of the first passage times in the light of the characteristic advection and trapping time scales.

### Spatial moments

Figure 3.4 shows the evolution of the center of mass as well as transverse and longitudinal spatial variances. We distinguish a preasymptotic regime set by $\tau_v$ and $\tau_\gamma$, a cross-over regime between $\tau_\gamma$ and $\tau_e$ and asymptotic regime for $t \gg \tau_e$ characterized by distinct temporal behaviors for all observables.

**Pre-asymptotic regime** $\tau_v \ll t \ll \tau_\gamma$ In this time regime transport is dominated by advective heterogeneity. Particles sample the velocity variability, but the average number of trapping events is smaller than 1. Thus, $m_1(t) \propto t$ and $\kappa_2(t) \propto t^3 - \beta$ $(\text{Dentz et al., 2004})$, see also Appendix B.2.

**Cross-over regime** $\tau_\gamma \ll t \ll \tau_e$ Particles start experiencing the first trapping events. Thus, the center of mass position and transverse variance start deviating from the linear behavior and cross-over to their asymptotic behavior. As in the previous scenario, we observe a strong increase of the longitudinal variance $\kappa_{11}(t)$ due to the separation of mobile and immobile particles in flow direction. This chromatographic plume elongation illustrated in the spatial particle distribution shown in Figure 3.5. We observe for both plumes a characteristic drop shaped form, while for $\beta = 5/4$ and $\delta = 1/4$ we observe a double peak behavior. This is a consequence of stronger particle trapping for decreasing $\delta$.

**Asymptotic regime** $t \gg \tau_e$ In this regime the average time that particles spend in the immobile phase becomes larger than their average mobile times. Thus, the trapping process governs the transport behavior. While the center
of mass position and transverse variance always show both subdiffusive growth as \( \propto t^\delta \), the longitudinal variance scales as \( \kappa_{11} \propto t^{2\delta} \), see Appendix B.2. This means that for \( \delta = 1/4 \) the longitudinal variance scales as \( \kappa_{11} \propto t^{1/2} \). The behavior is subdiffusive in flow direction because of the strong trapping. The average trapping time (3.51) increases here as \( \langle \tau_f(t) \rangle \approx \tau_g(\gamma t)^3 \), this means that the ratio of the total time spent mobile versus the average trapping time decreases as \( \gamma t/\langle \tau_f(t) \rangle \propto t^{-2} \). The particles will eventually localize, which gives rise to the subdiffusive behavior. For increasing \( \delta \) this is different. As discussed previously for \( \delta = 1/2 \), \( \langle \tau_f(t) \rangle \approx \tau_g(\gamma t) \). Thus, the ratio of total mobile time to average trapping time is constant, which here implies a linear growth of the longitudinal variance. For increasing \( \delta > 1/2 \), the average immobile time decreases with increasing time. Thus \( \kappa_{11}(t) \) evolves superlinearly, again due to the increasing distance between mobile and trapped particles.

**First passage time distribution**

Figure 3.6 shows first passage time distributions for two different values of \( \beta \) and \( \delta \) and varying trapping rates \( \gamma \). The peak arrival time is related to the mode of the Gamma velocity PDF, i.e., the most probable value of \( v_m = v_0/(\beta - 1) \) such that \( \tau_p \approx x_c/v_m \). We distinguish again two time regimes. The early time regime is set by the peak time \( \tau_p \) and characteristic time \( \tau_\gamma \) for the first trapping event to occur. For \( \tau_p \ll \tau_\gamma \), the first passage time behavior in the regime \( \tau_p \ll t \ll \tau_\gamma \) is dominated by the advective heterogeneity. The FPTD here scale as \( f(t, x_c) \propto t^{-1-\beta} \) (Berkowitz and Scher, 1997), see also Appendix C.2. For increasing time particle start experiencing trapping event and the breakthrough curves crosses over from the advective scaling toward the asymptotic scale \( f(t, x_c) \propto t^{-1-\delta} \) in the asymptotic regime \( t \gg \tau_e \).
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3.5 Summary and conclusions

We investigate the signatures of anomalous transport caused by heterogeneous advection and solute trapping. To this end we use a CTRW model that distinguishes between the two disorder mechanisms. In this approach the particle displacement is given by a characteristic velocity correlation scale. The transition time is composed of the advection time over this characteristic length and the total time particles spend trapped in immobile zones. The trapping process is modeled as a compound Poisson process. This means that trapping events are assumed to occur at a constant Poisson rate such that the number of trapping events during an advective transition is Poisson distributed. The total trapping time per step then is given by the sum of the trapping times over the number of trapping events. The distribution of trapping times can be related to the derivative of the memory function of the MRMT approach, or directly derived as the distribution of return times to the boundaries of the immobile region. We derive the integro-differential equation governing the evolution of the total concentration as well as the mobile concentration for this scenario of coupled heterogeneous advection and solute trapping. For weak heterogeneity we discuss the equivalence with the MRMT approach and study the relation between the memory function of MRMT and the distribution of trapping times. The CTRW model is formulated for $d$-spatial dimensions, our analysis of the transport behaviors is for illustration in $d = 2$.

In order to identify the signatures of advective heterogeneity and solute trapping on large scale transport, we study the temporal evolution of the center of mass and dispersion of the particle distribution as well as the distributions of first
passage times for different disorder scenarios. As we focus on aspects of anomalous transport, we consider stable distributions for the trapping times such that $p_f(t) \propto t^{-1-\delta}$ with $0 < \delta < 1$ and Gamma distributions of velocities which behave at small velocities as $p_v(v) \propto v^{\beta-1}$ with $1 < \beta < 2$. This gives rise to a distribution of advective transition times $\psi_a(t) \propto t^{-1-\beta}$.

We identify two characteristic time scales related to the trapping process, which set regimes of distinct transport behaviors. The first time scale is given by the inverse trapping rate, $\tau_{\gamma} = \gamma^{-1}$. It denotes the characteristic time after which a particle is trapped for the first time, as well as the mean time the particle is mobile. The second characteristic scale $\tau_e$ measures the time at which the particle has spent in average more time trapped than mobile. This means, for times larger than $\tau_e$ the transport behavior is dominated by the particle traps rather than by advection in the mobile zones. This time scale is given by $\tau_e = \tau_{\gamma}(\tau_{g\gamma})^{\frac{\beta}{\gamma-\delta}}$ with $\tau_{g\gamma}$ the median trapping time.

For weak heterogeneity, transport is Gaussian both in terms of spatial and temporal distributions for times smaller than $\tau_{\gamma}$ and larger than the characteristic advection time scale. For times larger than $\tau_{\gamma}$, the spatial distribution takes on a clearly non-Gaussian elongated drop shape as a consequence of the separation of mobile and trapped particles. This is reflected quantitatively in the evolution of the longitudinal cumulant, which increases superlinearly until the beginning of the asymptotic time regime in which solute trapping starts dominating and slows down the rapid particle separation. The center of mass position and transverse cumulant are not affected by this chromatographic separation and evolve linearly until trapping dominates from where on the behaviors become subdiffusive due to strong particle retention. These behaviors are also reflected by the first passage time distributions, characterized by an advective peak and a heavy tail due to particle trapping.

For strong heterogeneity, which is characterized by a high probability of low velocities, or long advective transition times, the behavior is qualitatively similar. Here we observe anomalous advection-dominated transport behavior for times that are larger than the characteristic advection, which is the time after which particle start sampling the advective heterogeneity. For times $t > \tau_{\gamma}$ we observe a similar chromatographic elongation due to the separation of mobile and immobile particles, which gives rise to a superlinear increase of the longitudinal cumulant. The increase is less drastic than in the case of weak heterogeneity because particles have in average lower velocities, which weakens the chromatographic effect. In fact, for decreasing $\delta$, this means stronger trapping, a secondary peak in the tail of the particle distribution forms because advection is efficient in the separation of trapped and advected particles. For times larger than $\tau_e$, trapping dominates and the longitudinal dispersion behavior is the same as in the case of weak heterogeneity. Again advective particle separation is not affecting the evolution of the center of mass position and transverse spreading. They both evolve linearly in time until they cross over to their asymptotic behavior on the time scale $\tau_e$, from which on trapping dominates. The first passage time distributions are characterized by two regimes which are set by the peak arrival time.
$\tau_p$ and the characteristic time $\tau_\gamma$ from the first trapping event. If both scales are well separate, we observe advection controlled taling behavior for $t \gg \tau_p$ and a cross-over to the trapping controlled long time behavior for $t \gg \tau_e$.

In conclusion, we have identified and quantified characteristic behaviors of spatial and temporal particle distributions as a response to advective heterogeneity and solute trapping. These results shed some new light on the manifestations of different heterogeneity mechanisms on large scale transport, which may aid in the their identification from large scale data and for the quantification of the pertinent heterogeneity parameters.
Heterogeneous advection and correlation

Abstract

We study the causes of anomalous dispersion in Darcy-scale porous media characterized by spatially heterogeneous hydraulic properties. Spatial variability in hydraulic conductivity leads to spatial variability in the flow properties through Darcy’s law and thus impacts on solute and particle transport. We consider purely advective transport in heterogeneity scenarios characterized by broad distributions of heterogeneity length scales and point values. Particle transport is characterized in terms of the stochastic properties of equidistantly sampled Lagrangian velocities, which are determined by the flow and conductivity statistics. The persistence length scales of flow and transport velocities are imprinted in the spatial disorder and reflect the distribution of heterogeneity length scales. Particle transitions over the velocity length scales are kinematically coupled with the transition time through velocity. We show that the average particle motion follows a coupled continuous time random walk (CTRW), which is fully parameterized by the distribution of flow velocities and the medium geometry in terms of the heterogeneity length scales. The coupled CTRW provides a systematic framework for the investigation of the origins of anomalous dispersion in terms of heterogeneity correlation and the distribution of heterogeneity point values. We derive analytical expressions for the asymptotic scaling of the moments of the spatial particle distribution and first arrival time distribution (FATD), and perform numerical particle tracking simulations of the coupled CTRW to capture the full average transport behavior. Broad distributions of heterogeneity point values and lengths scales may lead to

This chapter is based on the paper “A. Comolli & M. Dentz - Anomalous dispersion in correlated porous media: A coupled continuous time random walk approach, European Physical Journal B (2017)”.
very similar dispersion behaviors in terms of the spatial variance. Their mechanisms, however are very different, which manifests in the distributions of particle positions and arrival times, which plays a central role for the prediction of the fate of dissolved substances in heterogeneous natural and engineered porous materials.

4.1 Introduction

Large scale transport in disordered media generally exhibits non-Fickian features that cannot be captured by models based on the advection-dispersion equation (ADE) with constant drift and dispersion coefficients. Non-Fickian or anomalous transport characteristics have indeed been found ubiquitously in natural and engineered systems (Bouchaud and Georges, 1990; Klafter and Sokolov, 2005), including transport of charge carriers in amorphous solids (Scher and Lax, 1973; Scher and Montroll, 1975), photon transport in atomic vapors (Chevrollier et al., 2010) and in Lévy glasses (Barthelemy et al., 2008), animal foraging patterns (Viswanathan et al., 1996) and human motion (Brown et al., 2006), diffusion in living cells (Yu et al., 2009; Jeon et al., 2016; Massignan et al., 2014), and contaminant transport in geological formations (Berkowitz et al., 2006).

In this paper, we focus on solute and particle transport in Darcy-scale heterogeneous porous media, whose applications range from solute transport in fractured and porous geological media (Bear, 1972) to chromatography and chemical engineering (Brenner and Edwards, 1993). Spatial heterogeneity in the physical and chemical medium properties lead to anomalous transport behaviors characterized by non-linear growth of variance of particle displacements, non-Gaussian particle distributions and early and late particle arrivals (Gelhar et al., 1992; Cushman and Ginn, 1993; Haggerty and Gorelick, 1995; Berkowitz and Scher, 1995; Cvetkovic et al., 1996; Berkowitz and Scher, 1997; Carrera et al., 1998; Haggerty et al., 2000; Willmann et al., 2008; Berkowitz et al., 2006; Le Borgne et al., 2008a; Cvetkovic et al., 2014). The sound understanding of these phenomena is of crucial importance for applications ranging from geological storage of nuclear waste, carbon dioxide sequestration in geological formations, geothermal energy exploration, to name a few. The heterogeneity impact on large scale transport through heterogeneous media has been quantified using stochastic-perturbative approaches to quantify macrodispersion coefficients (Dagan, 1984; Gelhar and Axness, 1983; Rubin, 2003), as well as non-local constitutive theories (Cushman et al., 1994; Guadagnini and Neuman, 1999), fractional advection-dispersion equations (Meerschaert et al., 1999; Benson et al., 2000; Zhang and Benson, 2008; Benson et al., 2013), multi-rate mass transfer models (Haggerty and Gorelick, 1995; Carrera et al., 1998; Willmann et al., 2008), time domain random walks (Cvetkovic et al., 1996; Delay et al., 2005; Benke and Painter, 2003; Fiori et al., 2007; Cvetkovic et al., 2014; Russian et al., 2016; Noetinger et al., 2016) and continuous time random walks (CTRW) (Berkowitz and Scher, 1997; Hatano and Hatano, 1998; Dentz et al., 2004; Berkowitz et al., 2006; Le Borgne et al., 2008a) to account for anomalous transport features in spatial distributions.
and arrival times.

Continuous time random walks (Montroll and Weiss, 1965) provide a natural approach to dispersion in disordered media, for which transport properties such as particle velocities and retention are persistent in space. Thus, particle motion can be characterized through a series of spatial and temporal transitions, which are determined by the statistical medium properties. Independence of subsequent space and time increments requires that the spatial disorder is sampled efficiently by the microscopic particle motion, this means, particles should in average explore ever new aspects of the disorder (Bouchaud and Georges, 1990). This is the case for purely diffusive motion in $d > 2$ dimensional disordered media (Bouchaud and Georges, 1990; Dentz et al., 2016c), and for biased motion in random media in any dimension. Thus, the CTRW approach has been used for the modeling of anomalous dispersion for a broad range of particle motions in random media (Metzler and Klafter, 2000a; Klafter and Sokolov, 2005; Berkowitz et al., 2006; Barkai et al., 2012; Kutner and Masoliver, 2017; Shlesinger, 2017) starting with the pioneering work of Scher and Lax (Scher and Lax, 1973) that quantifies the anomalous motion of charge carriers in amorphous solids.

Here we focus on solute and particle transport in heterogeneous porous media. Saffman (Saffman, 1959) used an approach very similar to CTRW for the quantification of pore-scale particle motion and the derivation for dispersion coefficients. Anomalous transport due to pore scale flow heterogeneity has been modeled with CTRW approaches based on detailed numerical simulations (Bijeljic and Blunt, 2006; Le Borgne et al., 2011; Bijeljic et al., 2011a, 2013; de Anna et al., 2013; Kang et al., 2014; Gjetvaij et al., 2015) and laboratory scale experiments (Holzner et al., 2015). These approaches are based on the property that particle velocities are persistent over a characteristic pore scale such that the transition time is given kinematically by the transition length and the flow velocity (Dentz et al., 2016a). The work of Berkowitz and Scher (Berkowitz and Scher, 1997) has used the CTRW approach for the characterization of anomalous solute dispersion in fractured media, the work by Hatano and Hatano (Hatano and Hatano, 1998) for the interpretation of solute breakthrough curves in laboratory scale flow and transport experiments through columns filled with porous material. The CTRW and the related time-domain random walk (TDRW) approach (Cvetkovic et al., 2014; Noetinger et al., 2016) have been used to model non-Fickian and anomalous transport features in Darcy-scale heterogeneous porous media (Berkowitz et al., 2006; Noetinger et al., 2016) under uniform and non-uniform flow conditions (Kang et al., 2015b; Dentz et al., 2015a). Again, the impact of advective heterogeneity is quantified through kinematic coupling of the transition length and time via the flow velocity. In this context, the CTRW has been coupled with spatial Markov models for the evolution of particle velocities along streamlines (Le Borgne et al., 2008b,a; Kang et al., 2011) in order to capture correlation effects of subsequent velocities and to model the impact of the initial velocity distributions on solute transport (Dentz et al., 2016a; Kang et al., 2017). Also the impact of solute retention due to mass transfer between mobile and immobile zones owing to physical or chemical interactions between the transported particle
and the medium has been modeled by different CTRW approaches (Dentz and Berkowitz, 2003; Margolin et al., 2003; Dentz and Berkowitz, 2005; Dentz and Castro, 2009; Benson and Meerschaert, 2009; Dentz et al., 2012; Gjetvaj et al., 2015; Comolli et al., 2016).

We investigate here two particular aspects of transport through heterogeneous porous media, namely disorder correlation and disorder distribution, which both can give rise to anomalous dispersion in disordered media (Bouchaud and Georges, 1990). Distribution versus correlation induced anomalous transport was studied for biased particle motion in \(d = 1\) dimensional media characterized by spatially varying retention properties (Dentz and Bolster, 2010). Here we focus on advective particle motion through Darcy scale porous media characterized by spatially variable hydraulic conductivity. Hydraulic conductivity is the central material property for the understanding of flow and transport in porous media. It varies in natural media over up to 12 orders of magnitude (Bear, 1972). For Darcy scale porous and fractured media, the distribution of hydraulic conductivity is mapped onto the flow velocity via the Darcy equation (Bear, 1972). For low hydraulic conductivities, which are of particular relevance for the occurrence of anomalous transport, the conductivity has been shown to be proportional to the magnitude of the Eulerian flow velocities (Fiori et al., 2007; Tyukhova et al., 2016), which in turn can be related to the particle velocities (Dentz et al., 2016a). We consider porous media characterized by strong spatial correlation of hydraulic conductivity and thus flow velocity, expressed by a distribution of characteristic persistence scale, as well as broad heterogeneity point distributions. The objective is to derive the governing equation for the average particle motion and investigate and quantify the impacts of heterogeneity distribution and heterogeneity correlation on average particle transport in terms of spatial particle distributions, arrival times and dispersion.

This paper is organized as follows. The flow and transport model as well as the porous media model are discussed in Sect. 4.2. Section 4.3 derives a coupled CTRW model for average particle motion based on coarse-graining of the microscopic equations of motion and ensemble averaging. Section 4.4 uses the derived model to investigate the transport behavior in three different disorder scenarios that are characterized by distribution-induced anomalous transport, correlation-induced anomalous transport and anomalous transport induced by both distribution and correlation. For each scenario, we derive the asymptotic scalings of the moments and the first arrival time distributions and we perform numerical simulations.

### 4.2 Physical model

In the following, we present the basics of flow and advective transport in Darcy scale heterogeneous porous media and specify the statistical properties of the heterogeneous media model under consideration.
4.2.1 Flow and transport in porous media

Flow through heterogeneous porous media is described by the Darcy equation (Bear, 1972) for the Eulerian flow field $\mathbf{u}(\mathbf{x})$

$$\mathbf{u}(\mathbf{x}) = -K(\mathbf{x}) \nabla h(\mathbf{x}), \quad (4.1)$$

where $K(\mathbf{x})$ is hydraulic conductivity and $h(\mathbf{x})$ is hydraulic head. We assume that both medium and fluid are incompressible and thus $\nabla \cdot \mathbf{u}(\mathbf{x}) = 0$, which implies

$$\nabla K(\mathbf{x}) \cdot \nabla h(\mathbf{x}) + K(\mathbf{x}) \nabla^2 h(\mathbf{x}) = 0. \quad (4.2)$$

The position vector here is where $\mathbf{x} = (x, y, z)^\top$. The absolute Eulerian velocity is denoted by $v_e(\mathbf{x}) = \|\mathbf{u}(\mathbf{x})\|$, where $\|\cdot\|$ denotes the $\ell^2$ norm. The spatially varying hydraulic conductivity depends both on the medium and fluid properties. The fluid properties are constant here, thus it expresses the permeability of the porous medium. The hydraulic conductivity is modeled as a stationary and ergodic spatial random field (Christakos, 1992; Rubin, 2003), whose statistical properties are discussed in the next section. The stochasticity of $K(\mathbf{x})$ is mapped onto the flow velocity through Eq. (4.1). Ergodicity implies that the probability density function (PDF) $p_e(v)$ of velocity point values $v_e(\mathbf{x})$ sampled in space is equal to ensemble sampling, $p_e(v) = \langle \delta[v - v_e(\mathbf{x})] \rangle$, where the angular brackets denote the disorder average and $\delta(\cdot)$ denotes the Dirac delta-distribution. We consider in the following a global hydraulic head gradient aligned with the $x$-direction, which drives the flow through the porous medium.

We consider here purely advective transport, which is described by the advection equation

$$\frac{d\mathbf{x}(t)}{dt} = \mathbf{u}[\mathbf{x}(t)]. \quad (4.3)$$

For steady flows, streamlines and particle trajectories are identical. The distance $s(t)$ a particle covers along a streamline is given by

$$\frac{ds(t)}{dt} = v_r(t), \quad v_r(t) = \|\mathbf{u}[\mathbf{x}(t)]\|. \quad (4.4)$$

We perform now a change of variables from $t \to s$ according to (Dentz and Bolster, 2010; Comolli et al., 2016; Dentz et al., 2016a)

$$dt = \frac{ds}{v_s(s)}, \quad v_s(s) = \|\mathbf{u}[\mathbf{x}(s)]\| \quad (4.5a)$$

such that the advection equation (4.3) transforms to

$$\frac{d\mathbf{x}(s)}{ds} = \frac{v_s(s)}{v_s(s)}, \quad v_s(s) = \|\mathbf{u}[\mathbf{x}(s)]\|. \quad (4.5b)$$

The particle velocities $v_s(s)$ are sampled equidistantly along streamlines as opposed to the classical definition of Lagrangian velocities given by $v_t$ which are
sampled isochronally along streamlines (Dentz et al., 2016a). We refer to the point probability density function (PDF) $p_s(v)$ of velocities $v_s(s)$ along streamlines as the s-Lagrangian velocity PDF. It is related to the Eulerian velocity PDF $p_e(v)$ through flux-weighting as (Dentz et al., 2016a)

$$p_s(v) = \frac{v}{\langle v_e \rangle} p_e(v),$$

(4.6)

where $\langle v_e \rangle$ is the mean Eulerian velocity, see also Appendix D. As initial condition, we consider here a flux-weighted particle injection, this means the number of particles is proportional to flow velocity at the injection point. Thus, the initial distribution of particle velocities is equal to (4.6).

### 4.2.2 Disorder model

We consider random media in which the hydraulic conductivity is spatially distributed in a geometry of bins or voxels of constant height $h_0$ and width $d_0$ and variable length $\ell$. We assume that the properties of the medium are constant within a bin. Thus, we assign to the $i$-th bin the conductivity $K_i$, which is distributed according to $p_K(K)$. The bin length $\ell$ is distributed according to $p_\ell(\ell)$. Figure 4.1 illustrates the heterogeneity organization and the distribution of the velocity magnitude $v_e(x)$. We observe that the spatial organization of $v_e(x)$ is similar to the distribution of $K(x)$. In fact the relation between velocity magnitude and hydraulic conductivity is obtained from (4.1) as

$$v_e(x) = K(x)\|\nabla h(x)\|.$$

(4.7)

This means that, for an approximately constant hydraulic head gradient, velocity magnitude and hydraulic conductivity are directly proportional. In fact, for stratified media, this means media characterized by infinitely long bins, the head gradient is constant and the streamlines are parallel. Here, the streamlines are not parallel because of fluid mass conservation as expressed by $\nabla \cdot u(x) = 0$. Nevertheless, within a bin of constant conductivity, the streamlines are approximately parallel as illustrated in Fig. 4.1. Locally, within a bin, conductivity is constant and thus, the flow equation (4.2) implies that the head gradient is constant. In fact, the flow field inside a bin can be approximated by the solution for an isolated inclusion (Eames and Bush, 1999; Fiori et al., 2007; Cvetkovic et al., 2014). This implies specifically that for small conductivities $v_e(x) \propto K(x)$, which is what we see in Fig. 4.1. It has been observed in numerical simulations of Darcy scale flow that the PDF of the velocity magnitude and the PDF of hydraulic conductivity are proportional at small values (Edery et al., 2014; Tyukhova et al., 2016; Hakoun et al., 2018). Note that this local relation does not violate fluid mass conservation because it concerns the velocity magnitude $v_e(x)$ and not $u(x)$. Furthermore, the flux-weighting relation (4.6) between the PDF of the Eulerian velocity magnitude and the PDF of the s-Lagrangian velocity is a direct consequence of the fact that the flow field is divergence-free. Thus, fluid mass conservation is accounted for in this sense.
Figure 4.1: (Top panel) Spatial distribution of hydraulic conductivity $K(x)$. (Bottom panel) Spatial distribution of the corresponding Eulerian velocity $v_e(x)$. Dark blue denotes the lowest, yellow the highest values of conductivity and velocity magnitude, respectively. Red lines represent the streamlines and the black line shows the dispersion of particles at different times, which are injected along a line. The velocity field is obtained by solving 4.1 using finite volumes with a prescribed head gradient at the vertical boundaries and no-flow conditions at the bottom and top boundaries.

In summary, geometry and distribution of the $K$-field are imprinted, at least for small values, in the distribution of Eulerian velocity magnitudes. Based on these observations, we make the following simplifying assumptions. We consider the spatial distribution of the Eulerian velocity $v_e(x)$ rather than $K(x)$ as our starting point. We note that the small values of velocity magnitude and thus conductivity dominate the asymptotic transport behavior. Thus, this simplification allows to study the mechanisms of anomalous transport in correlated porous media, while the early time behavior is in general not captured. Thus, we now assume that the Eulerian velocity field $v_e(x)$ is organized in bins of variable horizontal and constant vertical extensions as described above. In the following, we specify the heterogeneity and correlation scenarios in terms of the PDF $p_e(v)$ of Eulerian velocities and $p_\ell(\ell)$ of horizontal bin sizes.

**Heterogeneity**

We consider two different distributions of $v_e$. The weak heterogeneity scenario is defined by the log-normal velocity PDF

$$p_e(v) = \frac{1}{v \sqrt{2\pi\sigma_e^2}} \exp \left\{ -\frac{[\ln(v) - \mu_e]^2}{2\sigma_e^2} \right\}.$$  \hspace{1cm} (4.8)

where $\mu_e$ is the geometric mean of $v_e$ and $\sigma_e$ the variance of $\ln(v_e)$. Note that the point distribution of hydraulic conductivity is often modeled as a log-normal distribution (Rubin, 2003). We consider moderate heterogeneity characterized by $\sigma_e^2 = 1$. The corresponding PDF of the s-Lagrangian velocities $v_s$ is obtained
from (4.6) by flux-weighting as
\[ p_s(v) = \frac{1}{v \sqrt{2\pi \sigma^2_v}} \exp\left\{ -\frac{(\ln(v) - \mu_s)^2}{2\sigma^2_v} \right\}, \tag{4.9} \]
where \( \mu_s = \mu_e + \sigma^2_v \).

In order to investigate the impact of strong heterogeneity of velocity point values, we consider a velocity distribution that is characterized by power-law behavior at low velocities (Dentz et al., 2016b; Tyukhova et al., 2016)
\[ p_e(v) \propto \frac{1}{v} \left( \frac{v}{v_0} \right)^{\gamma - 1}, \tag{4.10} \]
and a sharp cut-off for \( v \gg v_0 \). We consider exponents \( 0 < \gamma < 1 \) and also \( -1 < \gamma < 0 \). In the latter case, it is understood that the Eulerian velocity PDF has another cut-off at low velocity values, otherwise it is not normalizable. The corresponding PDF of s-Lagrangian velocities is again obtain from (4.6) and behaves at small values as
\[ p_s(v) \propto \frac{1}{v} \left( \frac{v}{v_0} \right)^{\beta - 1}, \tag{4.11} \]
where \( \beta = \gamma + 1 \) is between 0 and 2. Note that no lower cut-off is needed for values of \( \beta \) between 1 and 2. For the numerical simulations and detailed analytical calculations, we employ a Gamma-distribution of velocities, which is characterized by the same properties at small \( v \) as (4.11) and an exponential cut-off for \( v \gg v_0 \).

**Correlation**

The covariance function of the velocity fluctuations \( v'_e(x) = v_e(x) - \langle v_e \rangle \) is defined by
\[ C(x - x') = \langle v'_e(x)v'_e(x') \rangle. \tag{4.12} \]
The velocity variance is \( \sigma^2_v = C(0) \). The correlation function is defined by \( \mathcal{C}(x) = C(x)/\sigma^2_v \). For the disorder scenarios under consideration it factorizes into
\[ \mathcal{C}(x) = \mathcal{X}(x)\mathcal{Y}(y)\mathcal{Z}(z), \tag{4.13} \]
where \( \mathcal{X}(x) \) denotes the correlation function in \( x \)-direction and \( \mathcal{Y}(y) \) and \( \mathcal{Z}(z) \), the correlation function in \( y \) and \( z \)-directions, see Appendix E. The constant bin size \( d_0 \) in \( y \)-direction gives rise to the linear correlation function
\[ \mathcal{Y}(y) = \left( 1 - \frac{|y|}{d_0} \right) H(d_0 - |y|). \tag{4.14} \]
The same holds for the $z$-direction. For a general distribution $p_{\ell}(\ell)$ of bin lengths, we obtain for the correlation function in $x$-direction

$$\mathcal{X}(x) = \int_{|x|}^{\infty} d\ell p_{\ell}(\ell) \left( 1 - \frac{|x|}{\ell} \right),$$

(4.15)

as detailed in Appendix E.

The weakly-correlated scenario is characterized by an exponential distribution of bins sizes

$$p_{\ell}(\ell) = \frac{e^{-\ell/\ell_0}}{\ell_0}, \quad (4.16)$$

with $\ell_0$ a characteristic scale. The correlation function in $x$-direction is then obtained from (E.3) as

$$\mathcal{X}(x) = e^{-|x|/\ell_0} + \frac{|x|}{\ell_0} E_1(-|x|/\ell_0),$$

(4.17)

where $E_1(\cdot)$ denotes the exponential integral (Abramowitz and Stegun, 1972). Note that the correlation function decays exponentially at large distance, as shown in Fig. 4.2.

Figure 4.2: 1D correlation function. Comparison between a weakly correlated (dotted line) and a strongly correlated (dashed line) medium. The solid line is $x^{-\frac{1}{2}}$. Results for the case $\ell_0 = \frac{1}{2}$ and $\alpha = \frac{1}{2}$, respectively.
The strongly correlated scenario is characterized by a Pareto distribution of bin sizes

\[ p_\ell(\ell) = \frac{\alpha}{\ell_0} \left( \frac{\ell}{\ell_0} \right)^{-1-\alpha} \tag{4.18} \]

for \( \ell > \ell_0 \). We consider \( 0 < \alpha < 2 \). Thus, we obtain from (E.3) the correlation function

\[ \mathcal{R}(x) = \begin{cases} 
\left( \frac{|x|}{\ell_0} \right)^{-\alpha} \left( 1 - \frac{\alpha}{\alpha+1} \right) & |x| \geq \ell_0 \\
1 - \frac{\ell_0}{\ell_0(\alpha+1)} |x| & |x| < \ell_0.
\end{cases} \tag{4.19} \]

It decays slowly as a power-law for \( \ell \geq \ell_0 \) as shown in Fig. 4.2.

**Ergodicity**

We shortly discuss here the ergodicity of the media model under consideration, this means the equivalence of spatial and ensemble sampling of the velocity point values. It is clear that sampling along the \( y \)-direction is equivalent to ensemble sampling by construction of the random medium. Also, it is clear that spatial sampling along \( x \) is equivalent to ensemble sampling for distributions \( p_\ell(\ell) \) for which \( \langle \ell \rangle < \infty \). Here we briefly discuss the case of \( \langle \ell \rangle = \infty \), which is the case for \( 0 < \alpha < 1 \) in (4.18). The velocity PDF \( \hat{p}_e(v) \) is defined through spatial sampling along the \( x \)-direction as

\[ \hat{p}_e(v) = \lim_{L \to \infty} \frac{1}{L} \int_{-L/2}^{L/2} dx \delta[v - v_e(x)]. \tag{4.20} \]

Because of the geometry of the medium, it can be written as

\[ \hat{p}_s(v) = \lim_{L \to \infty} \frac{1}{L} \sum_{i=0}^{n_L} \ell_i \delta(v - v_i), \tag{4.21} \]

where \( n_L \) is the number of bins needed to cover the distance \( L \). It is given by

\[ n_L = \max(n|x_n \leq L), \quad x_n = \sum_{i=0}^{n} \ell_i. \tag{4.22} \]

For \( 0 < \alpha < 1 \), the average bin size out of a sample of \( n \) scales as \( \langle \ell \rangle_n \propto n^{1/\alpha-1} \), while the average number of bins to cover the distance \( L \) is \( \langle n_L \rangle \propto L^\alpha \) (Bouchaud and Georges, 1990). Thus, we obtain

\[ \hat{p}_s(v) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n} \delta(v - v_i) = p_e(v), \tag{4.23} \]

this means spatial and ensemble sampling are equivalent.
4.3 Average particle motion

We derive the average particle dynamics based on the streamwise formulation (4.5) of particle motion. To this end, we disregard particle displacements perpendicular to the mean flow direction, which implies that $v_s(s)/v_s(s)$ is aligned with the $x$-direction. This is justified because the streamline tortuosity is small due to the medium geometry and flow boundary conditions as discussed in Sect. 4.2.2. Furthermore, it has been demonstrated that transverse dispersion is asymptotically zero for purely advective transport in $d = 2$ dimensional porous media (Attinger et al., 2004). We use the geometric structure of the Eulerian velocity to coarse grain the particle motion in time and space. Flow velocities in different bins here are statistically independent. Thus, we coarse grain the distance $s$ along streamlines using the longitudinal bin size as

$$s_n = \sum_{i=1}^{n} \ell_i. \quad (4.24)$$

Thus, we obtain for the space-time particle motion the recursion relations

$$x_{n+1} = x_n + \ell_n, \quad t_{n+1} = t_n + \frac{\ell_n}{v_n}, \quad (4.25)$$

where we defined $x_n = x(s_n)$, $t_n = t(s_n)$ and $v_n = v_s(s_n)$. The transition time is defined by $\tau_n = \ell_n/v_n$. We consider a flux weighted extended particle injection at $x = 0$ whose extension is much larger than the bin size perpendicular to the flow direction. Thus, the PDF of particle velocities is given by $p_s(v)$ at all steps. The impact of different initial conditions is discussed in (Dentz et al., 2016a).

The relations (4.25) define a coupled CTRW (Scher and Lax, 1973). Transition time and length are kinematically coupled through velocity, which itself is distributed (Dentz et al., 2008b; Dentz and Bolster, 2010). This type of coupled CTRW is similar to Lévy walks (Shlesinger et al., 1987; Klafter et al., 1990; Meerschaert et al., 2009; Rebenshtok et al., 2014; Zaburdaev et al., 2015; Dentz et al., 2015b) in that transition time and length are kinematically coupled. The Lévy walk, however, prescribes a transition time PDF $\psi(t)$ and determines the transition length for a constant or distributed velocity kinematically (Zaburdaev et al., 2015). Here, the distribution of transition lengths is dictated by the medium geometry, and the distribution of velocities by the medium heterogeneity and flow equation as discussed in Sect. 4.2.2. Thus, here the joint PDF $\psi(x,t)$ of transition lengths and times is given in terms of the PDF of transition length and velocities as

$$\psi(x,t) = \int_0^\infty dv \psi(t|x,v)p_t(x)p_s(v), \quad (4.26)$$

where the conditional PDF of transition time given the transition length and velocity is $\psi(t|x,v) = \delta(t - x/v)$. Evaluating the integral gives for $\psi(x,t)$ the
expression

\[ \psi(x, t) = \frac{x}{t^2} p_t(x) p_s \left( \frac{x}{t} \right). \]  
(4.27)

The marginal PDF of transition times is denoted by \( \psi(t) \). The coarse-grained particle position at a given time \( t \) is \( x_{n_t} \), where \( n_t = \sup(n | t_n \leq t) \). Its PDF is given by \( P(x, t) = \langle \delta(x-x_{n_t}) \rangle \) where the angular brackets denote the average over all particles in a single realization and the average over the disorder realizations. The evolution of \( P(x, t) \) is determined by the following set of equations (Scher and Lax, 1973; Berkowitz et al., 2006)

\[ P(x, t) = \int_0^t dt' R(x, t') \int_{t-t'}^\infty dt'' \psi(t'') \]  
(4.28a)

\[ R(x, t) = \delta(x) \delta(t) + \int dx' \int_0^\infty dt' R(x', t') \psi(x-x', t-t'), \]  
(4.28b)

where \( R(x, t) \) is the probability per time that a particle arrives at a turning point at \( (x, t) \). Thus, the right side of Eq. (4.28a) denotes the probability that a particle just arrives at \( x \) at time \( t' \) times the probability that the next transition takes longer than \( t - t' \). Equation (4.28b) is an expression of particle conservation in \( (x, t) \)-space.

Note that \( x_{n_t} \) denotes the coarse grained particle position at a turning point of the CTRW. In order to obtain the actual particle position at time \( t \), we interpolate by the velocity in the bin such that (Dentz et al., 2008b; Dentz and Bolster, 2010)

\[ x(t) = x_{n_t} + v_{n_t} (t - t_{n_t}), \]  
(4.29)

where \( t_{n_t} \) is the arrival time at the turning point right before \( t \). The average particle density is now given by

\[ c(x, t) = \langle \delta[x-x_{n_t} - v_{n_t} (t - t_{n_t})] \rangle. \]  
(4.30)

This expression can be expanded to

\[ c(x, t) = \int_0^t dt' \int dx' R(x', t') \Phi(x-x', t-t'), \]  
(4.31)

where \( \Phi(x, t)dx \) is the joint probability that the particle makes an advective displacement of a length in \([x, x+dx]\) during time \( t \) and that \( t \) is smaller than the time for a transition

\[ \Phi(x, t) = \langle \delta [x - v_s t] I (0 \leq t < \ell/v_s) \rangle. \]  
(4.32)
The average can be executed explicitly by noting that \( \tau = \frac{\ell}{v_s} \) and using the joint PDF \( \psi(x, t) \) of transition length and time. This gives

\[
\Phi(x, t) = \int_0^\infty d\tau \frac{\tau}{t} \psi \left( \frac{\tau}{t} x, \tau \right).
\]

Equation (4.33)

The system (4.28) can be combined into the generalized Master equation for \( P(x, t) \) (Berkowitz et al., 2002; Klaiter and Silbey, 1980)

\[
\frac{\partial P(x, t)}{\partial t} = \int dx' \int_0^t dt' K(x - x', t - t') \\
\times [P(x', t') - P(x, t')],
\]

(4.34)

where the memory kernel \( K(x, t) \) is defined through its Laplace transform (Abramowitz and Stegun, 1972)

\[
K^*(x, \lambda) = \frac{\lambda \psi^*(x, \lambda)}{1 - \psi^*(\lambda)}.
\]

(4.35)

Laplace transformed quantities are marked by an asterisk in the following, the Laplace variable is denoted by \( \lambda \). We solve for \( P(x, t) \) and the particle density \( c(x, t) \) in Fourier-Laplace space. We employ here the following definition of the Fourier transform,

\[
\tilde{c}(k, t) = \int dx \, c(x, t) \exp(ikx),
\]

(4.36)

\[
c(x, t) = \int \frac{dk}{2\pi} \tilde{c}(k, t) \exp(-ikx).
\]

(4.37)

Fourier transformed quantities are marked by a tilde, the wave number is denoted by \( k \). Thus, we obtain from (4.28) for \( \tilde{P}^*(k, \lambda) \)

\[
\tilde{P}^*(k, \lambda) = \frac{1}{\lambda} \frac{1 - \psi^*(\lambda)}{1 - \psi^*(k, \lambda)}.
\]

(4.38)

Combining (4.28) and (4.31) gives for \( \tilde{c}^*(k, \lambda) \)

\[
\tilde{c}^*(k, \lambda) = \frac{\lambda \Phi^*(k, \lambda) \tilde{P}^*(k, \lambda)}{1 - \psi^*(\lambda)}.
\]

(4.39)

Equations (4.38) and (4.39) form the basis for the derivation of the behaviors of the mean and variance of the particle displacements.

### 4.3.1 Spatial moments

We study the first and the second centered moment of the particle density \( c(x, t) \). While the first moment describes the position of the center of mass, the second
centered moment provides a measure of the particle dispersion. Moreover, the
temporal scaling of the mean squared displacement is commonly used to discrimi-
nate the nature of transport, with non-linear growth being considered a signature
of non-Fickian transport. The $j$th moment of $x(t)$ is given by

$$m_j(t) = \langle x(t)^j \rangle = \int dx \, x^j c(x, t). \quad (4.40)$$

The second centered moment, or in other words, the variance of $x(t)$ is defined
by

$$\kappa(t) = m_2(t) - m_1(t)^2. \quad (4.41)$$

In order to calculate the moments, we make use of the following identity in
Fourier-Laplace space (Shlesinger et al., 1982)

$$m_j^*(\lambda) = (-i)^j \frac{\partial^j \tilde{c}^*(k, \lambda)}{\partial k^j} \bigg|_{k=0}. \quad (4.42)$$

By substituting (4.39) into (4.42) we can express the moments of the particle
density $c(x, t)$ in terms of the spatial moments of $P(x, t)$ and $\Phi(x, t)$. In Appendix
F we derive the following Laplace space expressions for the first and second
displacement moments

$$m_1^*(\lambda) = \int_0^\lambda d\lambda' \frac{\mu_1^*(\lambda')}{\lambda^2[1 - \psi^*(\lambda)]}, \quad (4.43)$$

$$m_2^*(\lambda) = \int_0^\lambda d\lambda' \frac{2\lambda' \mu_2^*(\lambda')}{\lambda^3[1 - \psi^*(\lambda)]} + \frac{2\mu_1^*(\lambda) m_1^*(\lambda)}{1 - \psi^*(\lambda)}, \quad (4.44)$$

where the $i$th spatial moment of $\psi(x, t)$ is denoted by

$$\mu_i(t) = \int dx \, x^i \psi(x, t). \quad (4.45)$$

4.3.2 First arrival time distribution

The time of first arrival of a particle at a position $x$ is defined by

$$t_a(x) = \sup \{t | x(t) \leq x\}, \quad (4.46)$$

where $x(t)$ is given by (4.29). The arrival time PDF is defined by

$$f(t, x) = \langle \delta [t - t_a(x)] \rangle. \quad (4.47)$$

Using (4.25) and (4.29), the arrival time can be written as

$$t_a(x) = \sum_{i=0}^{n_x-1} \tau_i + \frac{x - x_{n_x}}{v_{n_x}}, \quad (4.48)$$
where $x_n$ is given by (4.25) and $n_x = \sup(n|x_n \leq x)$. The first arrival time PDF satisfies a similar equation as $c(x, t)$ and is given by

$$f(t, x) = \int_0^x dx' \int_0^t dt' R(x', t') \Theta(x - x', t - t'),$$

where $\Theta(x, t)dt$ is the joint probability that the particle makes an advective displacement of length $x$ in a time in the interval $[t, t + dt]$ and that $x$ is smaller than a transition length

$$\Theta(x, t) = \left\langle \delta\left(t - \frac{x}{v}\right) \mathbb{1}(0 \leq x < \ell) \right\rangle.$$

In analogy with $\Phi(x, t)$, we can relate this joint probability to the joint PDF of transition lengths and times without interpolation as follows

$$\Theta(x, t) = x^{-1} \int_x^\infty d\ell \ell \psi\left(\ell, \frac{\ell t}{x}\right).$$

4.4 Transport behavior

In the following, we study particle dynamics in terms of the variance of particle displacements and first arrival time distributions. In order to probe the impact of heterogeneity and spatial correlation on large scale transport, we study three scenarios. The first one is characterized by strong heterogeneity and weak correlation, the second by strong correlation and weak disorder. Although driven by different causes, transport in both scenarios is non-Fickian and it exhibits similar behaviors. The third scenario is characterized by both strong heterogeneity and strong correlation. For each scenario, the transport behavior is investigated through numerical random walk particle tracking simulations of the coarse-grained equations of motion (4.25), and analytical expressions for the scalings of the moments and the first arrival time distributions.

4.4.1 Distribution-induced anomalous diffusion

We first consider the case of anomalous diffusion induced by a broad distribution of velocity point values characterized by the power-law distribution (4.11), $p_s(v) \propto v^{\beta - 1}$ for $0 < \beta < 2$, and short-range correlation characterized by the exponential distribution of transition lengths (4.16). This scenario accounts for frequent changes in the particle velocities along trajectories, characterized by the characteristic correlation scale $\ell_0$.

Dispersion behavior

The temporal evolution of the mean squared displacement is shown in Fig. 4.3 for two different values of $\beta$ that correspond to different degrees of heterogeneity.
At short times particles move, on average, within a correlation length, where they maintain a constant velocity. As a result, the mean squared displacement exhibits a ballistic growth as $\kappa(t) = \sigma^2 v_s t^2$ with $\sigma^2 v_s$ the variance of the s-Lagrangian velocity $v_s$. The sub-ballistic asymptotic behavior depends on the velocity and thus transition time distribution. It arises when the particles have traveled several correlation lengths, thus exploring the heterogeneity of the spatially variable velocity. We observe the same behavior as for an uncoupled CTRW in line with (Dentz et al., 2008b). The explicit expressions for the mean and variance of the particle displacement are derived in Appendix F.2.1. For $0 < \beta < 1$, we find that

$$m_1(t) \propto t^\beta \quad \kappa(t) \propto t^{2\beta}. \quad (4.52)$$

The behavior for $\kappa(t)$ is illustrated in Fig. 4.3 for $\beta = 1/2$. Note that, as discussed in Sect. 4.2.2, this behavior has to be understood in a preasymptotic sense because the Eulerian velocity PDF $p_e(v)$ needs a cut-off at low velocities to be normalizable. For $1 < \beta < 2$, we derive for the displacement mean and variance the scalings

$$m_1(t) \propto t \quad \kappa(t) \propto t^{3-\beta}. \quad (4.53)$$

The behavior for $\kappa(t)$ is illustrated in Fig. 4.3 for $\beta = 3/2$. These results are consistent with those for uncoupled CTRW (Shlesinger, 1974; Margolin and Berkowitz, 2002; Dentz et al., 2004).
Figure 4.4: Particle density at time $t_c = 10^4$ for $\beta = \frac{1}{2}$ (upper panel) and $\beta = \frac{3}{2}$ (lower panel). The results are obtained by a CTRW simulation with $10^7$ particles. Injection occurs point-wise and impulsively at $x = 0$ and $t = 0$.

Figure 4.4 shows the particle distributions for $\beta = 1/2$ and $\beta = 3/2$. Due to the high probability of low velocities, $c(x, t)$ has a forward tail and strong localization at the origin. For $\beta = 3/2$, particles are more mobile, which manifests in a leading front and a trailing tail.

**First arrival time distribution**

Figure 4.5 shows the first arrival time distributions for the exponents $\beta = 1/2$ and $\beta = 3/2$ at a distance of $x_c = 10^2 \ell_0$ from the injection point. Again the case $0 < \beta < 1$ needs to be understood in a preasymptotic sense. The peak of the arrival time distribution for $\beta = 1/2$ is strongly delayed compared to the one for $\beta = 3/2$ due to the higher probability of low velocities. The tailing behavior is characterized by $f(t, x_c) \propto t^{-1-\beta}$ characteristic for an uncoupled CTRW. This behavior can be readily understood as follows. The average number of steps $n_c$ needed to arrive at the control point is $x_c/\ell_0$. The transition time may be approximated by $\tau \approx \ell_0/v_s$, so that the transition time PDF is approximately

$$\psi(t) \approx \frac{\ell_0}{t^2} p_s(\ell_0/t) \propto t^{-1-\beta} \quad (4.54)$$

for $t \gg \ell_0/v_0$. We used (4.11) for $p_s(v)$. The tailing behavior of $f(t, x_c)$ follows for $0 < \beta < 2$ from the generalized central limit theorem.

**4.4.2 Correlation-induced anomalous diffusion**

Here we study the case of anomalous diffusion induced by correlation. To this end we consider the power-law distribution of transition lengths (4.18), $p_\ell(\ell) \propto$
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Figure 4.5: First arrival time distribution for the cases $\beta = \frac{1}{2}$ (crosses) and $\beta = \frac{3}{2}$ (circles). The results are obtained by CTRW simulations using $10^7$ particles. The solid line is $t^{-\frac{3}{2}}$, while the dashed line is $t^{-\frac{5}{2}}$. Particle injection occurs instantaneously at the origin of space and time and the detection is performed at $x_c = 100\ell_0$.

For very strong correlation, this means $0 < \alpha < 1$, we obtain

$$m_1(t) \propto t \quad \kappa(t) \propto t^2. \quad (4.55)$$

While the center of mass position increases linearly with time, the variance shows still ballistic behavior. This is a consequence of the broad distribution of correlation scales. While a given proportion of particles have changed velocities at

$\ell^{-1-\alpha}$ for $0 < \alpha < 2$, and the log-normal distribution of velocities (4.9) for $\sigma^2 = 1$ and $\mu_\ell = 0$. Following the path of the previous section, we study the temporal evolution of the spatial moments and the first arrival time distribution to understand the impact of correlation on the average transport.

**Dispersion behavior**

Figure 4.6 shows the temporal evolution of $\kappa(t)$ for two different values of $0 < \alpha < 1$ and $1 < \alpha < 2$. The degree of correlation is determined by the exponent $\alpha$. At early times, most of the particles have traveled less than a correlation length and, as a consequence, they have maintained their initial velocity. The early time behavior of $\kappa(t)$ is ballistic. The asymptotic scaling behaviors are derived in Appendix F.2.2.

For very strong correlation, this means $0 < \alpha < 1$, we obtain

$$m_1(t) \propto t \quad \kappa(t) \propto t^2. \quad (4.55)$$

While the center of mass position increases linearly with time, the variance shows still ballistic behavior. This is a consequence of the broad distribution of correlation scales. While a given proportion of particles have changed velocities at
asymptotically long time, a large proportion still persists in the initial velocity. In fact, for $0 < \alpha < 1$, the mean transition length is infinite and the number of velocity changes increase sublinearly with distance $x$ as $x^\alpha$, see also the discussion in Sect. 4.2.2. The number of velocity changes corresponds to the number of bins needed to cover the distance $x$. The resulting ballistic behavior of the persistent particles dominates over the dispersion of the particle that have experienced several velocity transitions. The spatial particle distribution for $\alpha = 1/2$ is shown in Fig. 4.7. Initial difference in the particle velocities are amplified with time due to their persistence. The spatial distribution reflects the distribution of velocities $p_s(v)$.

For values of $\alpha$ between 1 and 2, correlation is still strong, but here the mean transition length is finite. We obtain the following scalings for the mean and variance of the particle displacements

$$m_1(t) \propto t \quad \quad \quad \quad \kappa(t) \propto t^{3-\alpha}.$$  \hspace{1cm} (4.56)

Because of the strong correlation, those particles that experience low velocities as they move through regions of low conductivity are efficiently separated from those that move fast. Although the heterogeneity is weak and the velocities show small variability, those velocities are kept for a long distance. The resulting separation of particles gives rise to the superdiffusive behavior. The corresponding particle density for $\alpha = 3/2$ is shown in Fig. 4.7. Unlike for disorder dominated
superdiffusion, see Fig. 4.4, here the particle distribution does not show a dominant backward tail. Superdiffusion is due to persistent velocity contrast and not to slow velocities.

![Graph showing particle density at time \( t_c = 10^4 \) for \( \alpha = \frac{1}{2} \) (solid line) and \( \alpha = \frac{3}{2} \) (dotted line). The results are obtained by CTRW simulations with \( 10^7 \) particles. Injection occurs point-wise and impulsively at \( x = 0 \) and \( t = 0 \).](image)

Figure 4.7: Particle density at time \( t_c = 10^4 \) for \( \alpha = \frac{1}{2} \) (solid line) and \( \alpha = \frac{3}{2} \) (dotted line). The results are obtained by CTRW simulations with \( 10^7 \) particles. Injection occurs point-wise and impulsively at \( x = 0 \) and \( t = 0 \).

**First arrival time distribution**

Figure 4.8 shows the first arrival time distributions for \( \alpha = \frac{1}{2} \) and \( \alpha = \frac{3}{2} \) at a detection plane located at a distance \( x_c = 10^2 \ell_0 \) from the inlet. We observe an earlier peak for the case \( \alpha = \frac{1}{2} \), which is due to those particles that maintain a high velocity for a long distance, since this case corresponds to the higher correlation. At late times, both curves show log-normal tailings. This kind of behavior is particularly interesting if compared to the results of dispersion. In fact, although the variance exhibits a super-linear growth in time, no anomalous behavior is observed in the first arrival time distribution. In order to explain this character, we recall that, due to the high variability of bins lengths, a significant proportion of particles travels until the detection plane \( x_c \) without performing any transition, i.e., by keeping the same initial velocity. This proportion of particles is given by

\[
P_0(x_c) = \int_{x_c}^{\infty} d\ell \, p_t(\ell).
\]  (4.57)
For the distribution of Eq. (4.18) we obtain $P_0(x_c) = \left(\frac{t_0}{x_c}\right)^\alpha$. For these particles, the arrival time at $x_c$ is given by the kinematic relationship $t_a = x_c/v$. Thus, the first arrival time distribution can be written as

$$f(t, x_c) = P_0(x_c) \frac{x_c}{t^2} p_s \left(\frac{x_c}{t}\right) + ..., \quad (4.58)$$

where the dots indicate the contribution by particles undergoing transitions. Since the distribution of velocities is log-normal, $f(t, x_c)$ is asymptotically also log-normal and this explains the tails that we observe in Fig. 4.8. Because for $\alpha = \frac{1}{2}$ the proportion of particles that undergo no transitions is larger than for $\alpha = \frac{3}{2}$, the log-normal tailing arises earlier.

### 4.4.3 Anomalous diffusion induced by distribution and correlation

In this last scenario, we study anomalous diffusion induced by both distribution and correlation. In order to do so, we consider distributions with power-law tails for both the transition lengths (4.18) for $0 < \alpha < 2$ and the velocities (4.11) for $0 < \beta < 2$. As we discussed, the case $0 < \beta < 1$ has to be intended in a
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preasymptotic sense. As we did in the previous sections, we analyze the behavior of the spatial moments and the first arrival time distribution to quantify the impact of strong correlation and strong distribution on transport.

Dispersion behavior

Figure 4.9 shows the temporal evolution of the mean squared displacement for two different choices of the shape parameters $\alpha \in (1, 2)$ and $\beta \in (1, 2)$. In particular, the cases $\alpha < \beta$ and $\alpha > \beta$ are considered in order to understand the relative impact of each process. At early times, particles have traveled less than a correlation length. Thus, the variance exhibits a ballistic behavior, as particles have maintained their initial velocity. In the large time limit, we observe a convergence to the asymptotic regimes that are derived analytically in Appendix F.2. We obtain for this case

$$m_1(t) \propto t \quad \kappa(t) \propto t^{3-\omega},$$

(4.59)

where $\omega = \min (\alpha, \beta)$. This means that the asymptotic behavior is determined by the stronger between disorder and correlation. Thus, for $\alpha < \beta$ the superdiffusive behavior is due to the persistent contrast of velocities, rather than on the retention of particles with slow velocities. Conversely, for $\alpha > \beta$, the impact of slow velocities becomes more important than the persistence of different velocities.

Figure 4.10 shows the spatial particles density for the two considered cases. We observe that the peak position depends on the value of $\beta$, since smaller values correspond to a higher probability of slow velocities and, thus, to a retarded peak. We also observe that the curves are tailed towards the same direction, but the processes that lead to this phenomenon are opposite. For $\alpha < \beta$, correlation is stronger than distribution and the tail develops itself towards low values, in analogy to what we observed in Sect. 4.4.2. For $\alpha > \beta$, distribution dominates over correlation. We observe that the same tailing as for the case of distribution-induced anomalous diffusion (see Fig. 4.4, lower panel).

Until here we have considered the case in which both $\alpha$ and $\beta$ are between 1 and 2. Nevertheless, a variety of different cases may arise. In the following, we discuss different scenarios related to different choices of the exponents $\alpha$ and $\beta$, which means different degrees of correlation and disorder. The scalings of the moments are derived in Appendix F.2.

Case $\alpha \in (0, 1), \beta \in (1, 2)$ In this case, we derive that the first moment and the variance scale as

$$m_1(t) \propto t \quad \kappa(t) \propto t^2.$$ 

(4.60)

This scenario is tantamount to the case of correlation-induced anomalous diffusion with $0 < \alpha < 1$ described in Sect. 4.4.2. Since no mean transition length exists, transport behavior is fully determined by the longest bins and, consequently, dispersion is ballistic. The net effect is that the process (4.25) is decoupled.
**Case \( \alpha \in (1, 2), \beta \in (0, 1) \)** We derive the following scalings for the first moment and the variance of particles displacement

\[
m_1(t) \propto t^\beta \\
\kappa(t) \propto t^{2\beta}.
\] (4.61)

Notice that these scalings are the same that we observed in Sect. 4.4.1 for \( 0 < \beta < 1 \). The reason for this fact is that this case is dual to the previous. In fact, while on one hand a mean transition length can be defined, on the other no mean transition time exists. Thus, transport is dominated by disorder and it exhibits a non-Fickian behavior \( \kappa(t) \propto t^{2\beta} \) that is due to the retention of particles moving with low velocities. The strength of retention depends on the exponent \( \beta \). In particular, we observe subdiffusive behavior for \( 0 < \beta < 1 \) and superdiffusive growth for \( 1 < \beta < 2 \).

**Case \( \alpha, \beta \in (0, 1) \)** In this case, the scalings of the moments depend on the relationship between \( \alpha \) and \( \beta \). In particular, we get that the mean and the variance of particles displacement scale as

\[
m_1(t) \propto t^\nu \\
\kappa(t) \propto t^\epsilon,
\] (4.62)

where \( \nu = \min(1, \beta - \alpha + 1) \) and \( \epsilon = \min(2, 2 + \beta - \alpha) \). This means that for \( \alpha < \beta \) we get ballistic growth of the variance, which is analogous to the behavior that we observed in Sect. 4.4.2 for \( 0 < \alpha < 1 \). It is interesting to observe that for \( \alpha > \beta \), a superballistic behavior arises. This very anomalous behavior is due to the combined action of very low velocities and the high persistence of the velocity contrast. However, we recall that the case \( 0 < \beta < 1 \) has to be understood in a preasymptotic sense.

**First arrival time distribution**

Figure 4.11 shows the first arrival time distribution for two combinations of \( \alpha \) and \( \beta \) between 1 and 2. We distinguish the cases \( \alpha < \beta \) and \( \alpha > \beta \), as they correspond to the cases in which the dominating processes are correlation and disorder, respectively. The positions of the peaks appear shifted. This is due to the fact that for smaller values of \( \beta \) the probability of encountering very low velocities is higher. In both the considered cases, the first arrival time distribution behaves asymptotically as

\[
f(t, x_c) \propto t^{-1-\beta}.
\] (4.63)

As we discussed in Sect. 4.4.2, the tails of the distribution are determined by those particles that undergo no velocity transitions. The relative proportion of these particles is given by Eq. (4.57). Thus, the first arrival time distribution is given by Eq. (4.58). Since the distribution of velocities scales as \( v^{\beta-1} \), the distribution of arrival times scales as \( t^{-1-\beta} \) due to the kinematic relationship \( t_a = x_c/v \).
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Figure 4.9: Temporal evolution of the variance in case of anomalous transport induced by both distribution and correlation for $\alpha = 1.4, \beta = 1.2$ (solid line) and for $\alpha = 1.6, \beta = 1.9$ (dashed line).

4.5 Summary and conclusions

We investigate the origins of anomalous transport in the flow through correlated porous media focusing on the impact of disorder and correlation. We consider quenched $d$-dimensional random hydraulic conductivity fields, in which the correlation structure is determined by a distribution of length scales of regions of equal hydraulic conductivity $K$. The spatial variability in $K$ is mapped onto a distribution of Eulerian velocities through the Darcy equation. Particle transport is characterized by the series of Lagrangian velocities sampled equidistantly along the streamlines, whose statistics are related to the Eulerian velocity PDF by flux-weighting. We show that average particle follows a coupled CTRW characterized by the PDF of characteristic length scales and the PDF of Eulerian velocities. Within this framework, we derive analytical expressions for the asymptotic scaling of the moments of particle displacements and the first arrival time distributions or breakthrough curves. In order to quantify the impact of disorder and correlation on average transport, we consider three different scenarios, in which the anomalous behaviors are induced by disorder, correlation or both.

In the first scenario, we use an exponential distribution of bin sizes and a Gamma distribution of velocities $p_v(v) \propto v^{\beta-1}$. Since the transition length PDF is sharply peaked, in the long time limit this case is equivalent to an uncoupled CTRW. Thus, we get that the mean squared displacement evolves in time as
Figure 4.10: Particle density at time $t_c = 10^4$ for $\alpha = 1.4, \beta = 1.2$ (solid line) and for $\alpha = 1.6, \beta = 1.9$ (dotted line). The results are obtained by CTRW simulations with $10^7$ particles. Injection occurs point-wise and impulsively at $x = 0$ and $t = 0$.

$\kappa(t) \propto t^{2\beta}$ for $\beta \in (0, 1)$ and $\kappa(t) \propto t^{3-\beta}$ for $\beta \in (1, 2)$. The first arrival time distribution exhibits retarded peaks for smaller values of $\beta$ that are due to the higher probability of having lower velocities and a tail proportional to $t^{-1-\beta}$ which is a consequence of the generalized central limit theorem.

The second scenario accounts for the effects of strong correlation, which is modeled through a power-law distribution of bin sizes $p_\ell(\ell) \propto \ell^{-1-\alpha}$. For $\alpha \in (0, 1)$, because the mean correlation length is infinite, transport is dominated by those particles that undergo no transition. This reflects itself into the observation of a ballistic growth of the mean squared displacement and breakthrough curves that behave asymptotically as the distribution of the inverse of velocities. For $\alpha \in (1, 2)$, because a mean correlation length can be defined, particles undergo velocity transitions in a finite time. Nevertheless, some very long bins with low velocities may be encountered, which gives rise to an efficient retention of particles that manifests itself in the stretching of the spatial density distribution and in the superlinear growth of the mean squared displacement $\kappa(t) \propto t^{3-\alpha}$. In this case, the anomalous character is not determined by low velocities, but by the persistence of velocity contrasts for long distances.

In the last scenario that we consider, power-law distributed bin sizes and velocities are used. We distinguish a variety of asymptotic behaviors that depend on the exponents $\alpha$ and $\beta$ and thus on the relative importance of correlation ver-
sus disorder distribution. The transport behavior is in general governed by the process characterized by the heavier tails. For example, for $\alpha$ and $\beta$ between 1 and 2, the velocity distribution dominates for $\beta < \alpha$, while for $\alpha < \beta$ correlation determines the asymptotic behavior of the displacement variance. The long time behavior of the particle arrival times is again dominated by particles with persistent velocities, this means, particles that have not made a velocity transition until the sampling position. The arrival time distribution thus scales as the PDF of inverse velocities.

In conclusion, we have characterized anomalous behaviors of transport in correlated porous media. These non-Fickian behaviors are induced by heterogeneity and correlation. We show that in some cases it is not possible to decouple the effects of these processes, even though in general the stronger process determines the nature of transport. This work sheds some new light on the mechanisms underlying anomalous transport in porous media, which may aid in identifying their footprints from experimental data. Future work will address the generalization of the derived approach in presence of diffusion and local scale dispersion.
Lagrangian velocities evolution

Abstract

We develop a continuous time random walk (CTRW) approach for the evolution of Lagrangian velocities in steady heterogeneous flows based on a stochastic relaxation process for the streamwise particle velocities. This approach describes persistence of velocities over a characteristic spatial scale, unlike classical random walk methods, which model persistence over a characteristic time scale. We first establish the relation between Eulerian and Lagrangian velocities for both equidistant and isochrone sampling along streamlines, under transient and stationary conditions. Based on this, we develop a space continuous CTRW approach for the spatial and temporal dynamics of Lagrangian velocities. While classical CTRW formulations have non-stationary Lagrangian velocity statistics, the proposed approach quantifies the evolution of the Lagrangian velocity statistics under both stationary and non-stationary conditions. We provide explicit expressions for the Lagrangian velocity statistics, and determine the behaviors of the mean particle velocity, velocity covariance and particle dispersion. We find strong Lagrangian correlation and anomalous dispersion for velocity distributions which are tailed toward low velocities as well as marked differences depending on the initial conditions. The developed CTRW approach predicts the Lagrangian particle dynamics from an arbitrary initial condition based on the Eulerian velocity distribution and a characteristic correlation scale.

This chapter is based on the paper “M. Dentz et al. - Continuous time random walks for the evolution of Lagrangian velocities, Physical Review Fluids (2016)”.
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5.1 Introduction

The dynamics of Lagrangian velocities in fluid flows are fundamental for the understanding of tracer dispersion, anomalous transport behaviors, but also pair-dispersion and intermittent particle velocity and acceleration time series, as well as fluid stretching and mixing. A classical stochastic viewpoint on particle velocities in heterogeneous flows is their representation in terms of Langevin models for the particle velocities (Pope, 2000), which accounts for temporal persistence, and the random nature of velocity through a Gaussian white noise. Such approaches assume that velocity time series form a Markov process when measured isochronically along a particle trajectory (Meyer and Saggini, 2016).

The observation of intermittency in Lagrangian velocity and acceleration time series in steady heterogeneous flow (de Anna et al., 2013; Kang et al., 2014; Holzner et al., 2015) questions the assumptions that underly the representation of Lagrangian velocity in terms of a classical random walk. Observed intermittency patterns manifest themselves in long episodes of low velocities and relatively short episodes of high velocity. This indicates an organizational principle of Lagrangian velocities that is different from the one implied in a temporal Markov processes, which assumes that velocities are persistent for a constant time interval of characteristic duration \( \tau_c \). Observed intermittency for flow through disordered media (de Anna et al., 2013; Kang et al., 2014; Holzner et al., 2015) suggests that particle velocities are persistent along a characteristic length scale \( \ell_c \) along streamlines. Approaches that model particle velocities as Markov processes in space, assign to particle transitions a random transition time, which is given kinematically by the transition distance divided by the transition velocity. Thus, such approaches are termed continuous time random walks (CTRW) (Montroll and Weiss, 1965; Scher and Lax, 1973; Metzler and Klafter, 2000b; Berkowitz et al., 2006). They are different from classical random walk approaches, which employ a constant discrete transition time.

Particle motion and particle dispersion have been shown to follow CTRW dynamics for flow through pore and Darcy-scale heterogeneous porous and fractured media (Berkowitz and Scher, 1997; Benke and Painter, 2003; Painter and Cvetkovic, 2005; Le Borgne et al., 2008b,a; Kang et al., 2011; Bijeljic et al., 2011b; Edery et al., 2014), as well as turbulent flows (Shlesinger et al., 1987; Thalabard et al., 2014). While CTRW provides an efficient framework for the quantification of anomalous dispersion and intermittency in heterogeneous flows, some key questions remain open regarding the relation of particle velocities and Eulerian flow statistics, and the stationarity of Lagrangian velocity statistics.

In classical CTRW formulations, particle velocities are non-stationary. This means, for example that the velocity mean and covariance evolve in time. This property is termed aging (Sokolov, 2012). However, for steady divergence-free random flows, such as flow through porous media, it has been found that particle velocities may in fact be stationary (Dagan, 1989); specifically the Lagrangian mean velocity may be independent of time. Furthermore, it has been found for flow through random fracture networks that the Lagrangian velocity statistics
depends on the initial particle distribution (Hyman et al., 2015; Frampton and Cvetkovic, 2009; Kang et al., 2016). Hence, in general, Lagrangian velocities are expected to evolve from an arbitrary initial distribution toward an asymptotic stationary distribution. Quantifying this property, which is not described in current CTRW frameworks, is critical for upscaling transport dynamics through disordered media, whose transport properties are sensitive to the initial velocity distribution.

In this paper, we study the evolution of Lagrangian velocities and their relation with the Eulerian velocity statistics. To this end, we discuss in the following section the concepts of Lagrangian velocities determined isochronically and equidistantly along streamlines and their relation to the Eulerian velocity. Furthermore, we recall some fundamental properties that elucidate the conditions under which they are transient or stationary. In Section 5.3, we derive the Lagrangian velocity statistics in the classical CTRW and develops a Markov-chain CTRW approach that models the evolution of equidistant streamwise Lagrangian velocities as a stochastic relaxation process. In this framework, we derive explicit expressions for the one and two-point statistics of Lagrangian velocities, and analyze the evolution of the mean particle velocity, its covariance as well as particle dispersion in Section 5.4.

5.2 Lagrangian Velocities

We consider purely advective transport in a heterogeneous stationary velocity field \( \mathbf{u}(x) \). Particle trajectories are described by the advection equation

\[
\frac{d\mathbf{x}(t, a)}{dt} = \mathbf{v}(t, a),
\]

where \( \mathbf{v}(t, a) = \mathbf{u}[\mathbf{x}(t, a)] \) denotes the Lagrangian particle velocity. The initial particle position is given by \( \mathbf{x}(t = 0, a) = a \). The particle motion can be described in terms of the distance \( s(t, a) \) traveled along a trajectory, which is given by

\[
\frac{ds(t, a)}{dt} = v_t(t, a), \quad \frac{dt(s, a)}{ds} = \frac{1}{v_s(s, a)},
\]

We define the t-Lagrangian particle velocity as \( v_t(t, a) = |\mathbf{v}(t, a)| \), the s-Lagrangian velocity \( v_s(s, a) = v_t[t(s, a), a] \). The initial velocities are denoted by \( v_0(a) \equiv v_t(t = 0, a) \equiv v_s(s = 0, a) \).

The absolute Eulerian velocities are defined by \( v_e(x) = |\mathbf{u}(x)| \). Their probability density function (PDF) is defined through spatial sampling as

\[
p_e(v) = \lim_{V \to \infty} \frac{1}{V} \int_{\Omega} d\mathbf{x} \delta[v - v_e(x)],
\]

where \( \Omega \) is the sampling domain and \( V \) its volume. We assume here Eulerian ergodicity, this means that spatial sampling is equal to ensemble sampling such
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that

\[ p_e(v) = \delta[v - v_e(x)], \tag{5.4} \]

where the overbar denotes the ensemble average. In the following, we discuss the t-Lagrangian velocities \( v_t(t, a) \), which are sampled isochronally along particle trajectories, and the s-Lagrangian velocities \( v_s(s, a) \), which are sampled equidistantly along particle trajectories. Here and in the following, we assume both Eulerian and Lagrangian ergodicity. As outlined below, Lagrangian ergodicity implies that the statistics of particle velocities \( v_t(t, a) \) sampled in time along a trajectory coincide with the statistics obtained by sampling between particles.

5.2.1 Steady Lagrangian Velocity Distributions

The PDF of the t-Lagrangian velocity is defined by isochrone sampling along a particle trajectory as

\[ p_t(v, a) = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \delta[v - v_t(t, a)], \tag{5.5} \]

Under Lagrangian ergodic conditions, it is independent of the initial particle position \( a \) and equal to the average over an ensemble of particles

\[ p_t(v) = \lim_{V_0 \to \infty} \frac{1}{V_0} \int_{\Omega_0} da \delta[v - v_t(t, a)]. \tag{5.6} \]

The latter is equal to the Eulerian velocity PDF due to volume conservation,

\[ p_t(v) = \lim_{V_0 \to \infty} \frac{1}{V_0} \int_{\Omega(t)} dx \delta[v - v_e(x)] \equiv p_e(v), \tag{5.7} \]

which can be seen by performing a change of variables according to the flow map \( a \to x(t, a) \) and recalling that the Jacobian is one due to the incompressibility of the flow field.

The PDF of the s-Lagrangian velocity is defined in analogy to (5.5) by equidistant sampling along a particle trajectory as

\[ p_s(v, a) = \lim_{L \to \infty} \frac{1}{L} \int_0^L ds \delta[v - v_s(s, a)]. \tag{5.8} \]

Changing variables under the integral according to the kinematic relationship (5.2) between \( t \) and \( s \) gives immediately

\[ p_s(v, a) = \frac{vp_t(v, a)}{\langle v_t \rangle}, \tag{5.9} \]
this means the $s$-Lagrangian velocity PDF is equal to the flux weighted $t$-Lagrangian velocity PDF. This can also be understood intuitively by the fact that isochrone sampling as expressed through $p_t(v)$ gives a higher weight to low velocities because particles spend more time at low velocities, while equidistant sampling assigns the same weight to high and low velocities.

Under conditions of Lagrangian ergodicity, we thus have that (i) $p_s(v,a) = p_s(v)$ is independent of the particle trajectory and equal to the average over an ensemble of particles and (ii) that the $s$-Lagrangian velocity PDF is related to the Eulerian velocity PDF through flux weighting as

$$p_s(v) = \frac{vp_e(v)}{\langle v_e \rangle}. \quad (5.10)$$

The latter establishes the relation between $s$-Lagrangian and Eulerian velocity distributions.

### 5.2.2 Transient Lagrangian Velocity Distributions

In the previous sections, we considered the PDFs of $t$- and $s$-Lagrangian velocities under stationary conditions. Here we focus on their transient counterparts, which are defined through a spatial average over an arbitrary normalized initial particle distribution $\rho(a)$.

The PDF of $t$-Lagrangian velocities then is defined by

$$\hat{p}_t(v,t) = \int d\alpha \rho(\alpha) \delta[v - v_t(t,\alpha)]. \quad (5.11)$$

Its temporal average is given by

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T dt \hat{p}_t(v,t) = p_t(v) = p_e(v), \quad (5.12)$$

and thus its steady state PDF is of course given by the Eulerian velocity PDF. In analogy, we consider the PDF of $s$-Lagrangian velocities for an arbitrary initial PDF

$$\hat{p}_s(v,s) = \int d\alpha \rho(\alpha) \delta[v - v_s(s,\alpha)]. \quad (5.13)$$

Its average along a streamline is given by

$$\lim_{L \to \infty} \frac{1}{L} \int_0^L ds \hat{p}_t(v,s) = p_s(v) = \frac{vp_e(v)}{\langle v_e \rangle}. \quad (5.14)$$

The initial conditions for both the $t$-Lagrangian and $s$-Lagrangian velocity PDFs are identical,

$$\hat{p}_s(v, s = 0) = \hat{p}_t(v, t = 0) = p_0(v) \quad (5.15)$$
Thus, as their respective steady state PDFs are different, either one or both of them need to evolve, depending on whether the initial PDF is the flux weighted Eulerian PDF, (the steady state PDF for \( \hat{p}_s(v, s) \)), the Eulerian PDF (the steady state PDF for \( \hat{p}_t(v, t) \)), or neither of the two.

The initial velocity PDF depends on the particle injection mode. For example, a uniform in space particle injection corresponds here to an initial velocity PDF equal to the Eulerian PDF,

\[
p_0(v) = \lim_{V_0 \to \infty} \frac{1}{V_0} \int_{\Omega_0} da \delta[v - v_0(a)] \equiv p_e(v)
\]

because of Eulerian ergodicity. As this initial distribution is equal to the asymptotic steady t-Lagrangian velocity distribution, the \( \hat{p}_t(v, t) = p_e(v) \) is independent of time for this initial injection condition, while the \( \hat{p}_s(v) \) evolves with distance from the injection.

A flux weighted particle injection mode corresponds to an initial velocity PDF equal to the flux weighted Eulerian PDF

\[
p_0(v) = \lim_{V_0 \to \infty} \frac{1}{V_0} \int_{\Omega_0} da \frac{v_0(a)}{\langle v_e \rangle} \delta[v - v_0(a)] \equiv \frac{v p_e(v)}{\langle v_e \rangle}
\]

again because of Eulerian ergodicity. As this initial distribution is equal to the asymptotic steady s-Lagrangian velocity distribution, \( \hat{p}_s(v, s) \equiv p_s(v) \) is independent of \( s \) for this initial injection condition, while \( \hat{p}_t(v, t) \) evolves with time.

A point-like injection at the initial position \( x(t = 0|a) = a \) corresponds to the delta initial PDF

\[
p_0(v) = \delta[v - v_0(a)].
\]

For this initial condition, both the t-Lagrangian and s-Lagrangian velocities are unsteady.

The evolution of Lagrangian velocities may be very slow and thus have a strong impact on the transport dynamics. This is the case in particular for heavy-tailed (towards low velocities) velocity distributions that induce long-range temporal correlations of particle velocities. In the following, we study the quantification of the evolution of the Lagrangian velocity PDFs in a Markov model in \( s \), this means distance along streamline.

### 5.2.3 Lagrangian Velocity Series

We have established that the Lagrangian velocity PDFs evolve with travel time or travel distance along a streamline, unless the initial velocity distribution coincides with the respective steady state PDF. In order to quantify this evolution, we need to model the Lagrangian velocity series. As mentioned in the Introduction, a classical approach is to model the t-Lagrangian velocity as a Markov process,
based on the assumption, or observation that velocities decorrelate on a characteristic time scale $\tau_c$. Thus, the equations of motion (5.2) may be discretized isochronically as
\begin{equation}
  t_{n+1} = t_n + \Delta t, \quad s(t_{n+1}) = s(t_n) + v_t(t_n) \Delta t. \tag{5.19}
\end{equation}

Velocity time series have been modeled by Langevin equations of the type (Pope, 2000)
\begin{equation}
  \tilde{v}_t(t_{n+1}) = \tilde{v}_t(t_n) - \frac{\Delta t}{\tau_c} \tilde{v}_t(t_n) + \sqrt{\frac{2\sigma_v^2 \Delta t}{\tau_c}} \xi(t_n), \tag{5.20}
\end{equation}

which describes an Ornstein-Uhlenbeck process for the velocity fluctuation $\tilde{v}_t(t_n) = v_t(t_n) - \langle v_t \rangle$. The noise $\xi(t_n)$ is Gaussian distributed with zero mean and unit variance. The steady state distribution $p_t(v)$ here is Gaussian with mean $\langle v_t \rangle$ and variance $\sigma_v^2$. Under stationary conditions, the velocity correlation is exponential with correlation time $\tau_c$. Evidently, this modeling framework is limited to Gaussian statistics and short range correlation in time.

Here, we consider a different modeling approach. As pointed out in the Introduction, there has been ample evidence that particle motion in the flow through random porous and fractured media may be quantified by a CTRW (Berkowitz et al., 2006). In fact, as a consequence of the existence of a spatial correlation length scale for, e.g., the hydraulic conductivity or pore-structure, flow velocities are expected to vary over a characteristic length scale $\ell_c$. This implies for t-Lagrangian velocities that a given velocity $v_t$ persists for a duration of $\ell_c/v_t$, and specifically that small velocities are more strongly correlated in time than high velocities (Cvetkovic et al., 1991, 1996). This characteristic can explain intermittency in velocity and acceleration time series (de Anna et al., 2013; Kang et al., 2014; Holzner et al., 2015). The existence of a characteristic length scale $\ell_c$ suggests discretizing the equations of motion (5.2) along a particle trajectory equidistantly such that
\begin{equation}
  s_{n+1} = s_n + \Delta s, \quad t(s_n) = t(s_{n+1}) + \frac{\Delta s}{v_s(s_n)}. \tag{5.21}
\end{equation}

Here, the s-Lagrangian velocity series $v_s(s_n)$ is modeled as Markov process, which renders the equations of motion (5.21) a CTRW. In the following, we analyze the evolution of the Lagrangian velocity statistics in the setup of a classical CTRW characterized by independent s-Lagrangian velocities, and a CTRW in which the velocity series is modeled as a Markov process through a stochastic relaxation.

### 5.3 Continuous Time Random Walk

We study now the evolution of space and time Lagrangian velocities in the CTRW framework. The classical approach assigns to each particle transition a transit time $\tau$ that is sampled at each step from its PDF $\psi(t)$. The transition times are
related to the characteristic transition length $\ell_c$ and s-Lagrangian velocities $v_s$ as $\tau = \ell_c/v_s$. Thus, independence of subsequent transit times implies independence of subsequent s-Lagrangian velocities. In the following, we first consider the evolution of t-Lagrangian velocities in this classical CTRW formulation. The velocity statistics turn out to be non-stationary at finite times. We then study a CTRW formulation that is based on a Markov process for the s-Lagrangian velocities that allows for an evolution of both the s- and t-Lagrangian velocities.

### 5.3.1 Independent s-Lagrangian Velocities

Particle motion along a particle trajectory is quantified in the framework of a classical CTRW by the recursion relations

$$s_{n+1} = s_n + \ell_c, \quad t_{n+1} = t_n + \tau_n,$$

where the transition length $\ell_c$ denotes a characteristic length scale on which streamwise velocities $v_n \equiv v_s(s_n)$ decorrelate. In this framework, the particle velocity is constant between turning points. Thus, the transition times $\tau_n = \ell_c/v_n$ are independent identically distributed random variables. Their PDF is given by $\psi(\tau)$. It is related to the distributions of s-Lagrangian and Eulerian velocities by

$$\psi(\tau) = \frac{\ell_c}{\tau^2} p_s(\ell_c/\tau) = \frac{\ell_c \tau_v}{\tau^3} p_e(\ell_c/\tau),$$

where we defined the advection time scale $\tau_v = \ell_c/\langle v_e \rangle$. Note that the mean transit time $\langle \tau \rangle = \tau_v$ is equal to the characteristic advection time.

In this framework, the t-Lagrangian velocity is given by

$$v_t(t) = v_{nt},$$

where the renewal process $n_t = \sup(n|t_n \leq t)$ denotes the number of steps needed to arrive at time $t$. The PDF of the t-Lagrangian velocity is given by

$$\hat{p}_t(v,t) = \langle \delta[v-v_{nt}] \rangle.$$

This expression can be expanded as

$$\hat{p}_t(v,t) = p_s(v) \int_0^{\ell_c/v} dz R(t-z),$$

for $t > \ell_c/v$ and $\hat{p}_t(v,t) = p_s(v)$ for $0 < t \leq \ell_c/v$; $R(t)$ is the probability per time that a particle arrives at a turning point at time $t$, see Appendix G. Thus, the t-Lagrangian velocity PDF is determined by the sampling of the steady s-Lagrangian PDF $p_s(v)$ between turning points. The right side of (5.26) expresses the probability $p_s(v)$ of encountering velocity $v$ at a turning point times the probability that the particle has arrived within an interval of length $\ell_c/v$ before
the observation time. The arrival time frequency \( R(t) \) at a turning point satisfies

\[
R(t) = \delta(t) + \int_0^t dt' R(t') \psi(t - t').
\]  

(5.27)

The probability per time to just arrive at a turning point is equal to the probability to be at a turning point at any time \( t' \) times the probability to make a transition of duration \( t - t' \) to arrive at the next turning point. The t-Lagrangian velocity PDF (5.26) is non-stationary.

From (5.27), the Laplace space solution for \( R^*(\lambda) \) is

\[
R^*(\lambda) = \frac{1}{1 - \psi^*(\lambda)}.
\]  

(5.28)

In the limit \( \lambda \tau_v \ll 1 \), it can be approximated by \( R^*(\lambda) = (\lambda \tau_v)^{-1} + \ldots \) and therefore for \( t \gg \tau_v \), we approximate \( R(t) = \tau_v^{-1} + \ldots \). Thus, in the limit in the limit of \( t \gg \tau_v \), we obtain from (5.26)

\[
\hat{p}_t(v,t) = p_e(v) + \ldots.
\]  

(5.29)

Thus asymptotically, \( \hat{p}_t(v,t) \) converges toward the Eulerian velocity PDF \( p_e(v) \).

Similarly, we obtain for the two-point PDF of the t-Lagrangian velocity the equation

\[
\hat{p}_t(v,t;v',t') = p_s(v') \times \\
\int_0^{\epsilon / v'} dz' \hat{p}_t(v,t - t' + z') R(t' - z'),
\]  

(5.30)

where \( t > t' \), see Appendix G. It is non-stationary as indicated by its explicit dependence on \( t' \). Again, in the limit \( t, t' \gg \tau_v \), we approximate

\[
\hat{p}_t(v,t;v',t') = p_e(v') \hat{p}_t(v,t - t').
\]  

(5.31)

It is therefore asymptotically stationary.

In summary, the classical CTRW describes the evolution of the t-Lagrangian velocity PDF from the flux weighted Eulerian to the Eulerian velocity PDF. The t-Lagrangian velocities are non-stationary (Baule and Friedrich, 2005). This property is also called aging in the literature (Sokolov, 2012). In the following, we analyze a CTRW formulation that allows for stationary t-Lagrangian statistics and accounts for the evolutions of the t- and s-Lagrangian velocity PDFs from any initial distribution.
5.3.2 Markov Process of s-Lagrangian Velocities

In order to introduce correlations between subsequent particle velocities, and thus quantify the evolution of Lagrangian velocity statistics, we describe the velocity series $v_s(s)$ measured equidistantly along a streamline as a Markov process (Le Borgne et al., 2008b; Kang et al., 2011, 2015a; Meyer and Saggini, 2016). The evolution of the s-Lagrangian velocity PDF is now given by the Chapman-Kolmogorov equation

$$\hat{p}_s(v, s + \Delta s) = \int_0^\infty dv' r(v, s'|v') \hat{p}_s(v', s), \quad (5.32)$$

where we assume that the transition PDF $r(v, s|v, s') = r(v, s-s'|v')$ is stationary in $s$. The evolution of particle time in this CTRW is given by

$$t(s + \Delta s) = t(s) + \frac{\Delta s}{v_s(s)}. \quad (5.33a)$$

The joint Markov process $[v_s(s), t(s)]$ of streamwise velocity and time is characterized by the joint transition density

$$\psi(v, t - t', \Delta s|v') = r(v, s|v') \delta(t - t' - \Delta s/v'). \quad (5.33b)$$

Note that a Markov-chain may be characterized by the convergence rate of the transition PDF $r(v, n\Delta s|v')$ toward its steady state, which here is given by

$$\lim_{n \to \infty} r(v, n\Delta s|v') = p_s(v). \quad (5.33c)$$

The (spatial) convergence rate is given by the inverse of the correlation distance $\ell_c$ along the streamline. We consider now a process that is uniquely characterized by the steady state PDF $p_s(v)$ and the streamwise correlation distance $\ell_c$, and model the s-Lagrangian velocity series by the stochastic relaxation process

$$v_s(s + \Delta s) = [1 - \xi(s)]v(s) + \xi(s)v(s). \quad (5.33d)$$

The random velocities $\nu(s)$ are identical independently distributed according to the steady s-Lagrangian velocity PDF $p_s(\nu)$. The $\xi(s)$ are identical independently distributed Bernoulli variables that take the value 1 with probability $1 - \exp(-\Delta s/\ell_c)$ and 0 with probability $\exp(-\Delta s/\ell_c)$. Thus, its PDF is

$$p_\xi(\xi) = \exp(-\Delta s/\ell_c) \delta(\xi) + [1 - \exp(-\Delta s/\ell_c)] \delta(\xi - 1). \quad (5.33e)$$

The initial velocity distribution is given by $p_0(v)$. The transition probability $r(v, s|v')$ for the process (5.33d) is given by

$$r(v, s|v') = \exp(-s/\ell_c) \delta(v - v') + [1 - \exp(-s/\ell_c)] p_s(v). \quad (5.33f)$$

The velocity process is fully defined by the transition PDF (5.33f) and the PDF $p_0(v)$ of initial velocities.
Space-Lagrangian Velocity Statistics

Using the explicit expression (5.33f) in (5.32) and performing the continuum limit \( \Delta s \to 0 \), we obtain the following Master equation for the streamwise evolution of \( \hat{p}_s(v, s) \),

\[
\frac{\partial \hat{p}_s(v, s)}{\partial s} = \ell_c^{-1} [p_s(v) - \hat{p}_s(v, s)]
\]

(5.34)

subject to the initial condition \( \hat{p}_s(v, s = 0) = p_0(v) \). Its solution

\[
\hat{p}_s(v, s) = p_s(v) + \exp(-s/\ell_c) [p_0(v) - p_s(v)]
\]

(5.35)

converges exponentially from \( p_0(v) \) toward the steady state distribution \( p_s(v) \), and for \( p_0(v) = p_s(v) \) it is stationary. The mean s-Lagrangian velocity is defined by

\[
\langle v_s(s) \rangle = \int_0^\infty dv \hat{p}_s(v, s),
\]

(5.36)

and from (5.35) we obtain the explicit expression

\[
\langle v_s(s) \rangle = \langle v_s \rangle + \exp(-s/\ell_c) [\langle v_0 \rangle - \langle v_s \rangle],
\]

(5.37)

Under stationary conditions, this means for \( v_0 = v_s \), it is constant equal to \( \langle v_s \rangle \).

The velocity covariance is then defined by

\[
C_s(s, s') = \langle v_s(s)v_s(s') \rangle - \langle v_s(s) \rangle \langle v_s(s') \rangle,
\]

(5.38)

where the velocity cross-moment is

\[
\langle v_s(s)v_s(s') \rangle = \int_0^\infty dv \int_0^\infty dv' vv' r(v, s - s'|v')p_s(v', s'),
\]

(5.39)

for \( s > s' \). Using (5.34) and (5.33f), we obtain for \( s > s' \) the explicit expression

\[
C_s(s, s') = (\langle v_0 \rangle - \langle v_s \rangle)^2 \exp(-s/\ell_c) [1 - \exp(-s'/\ell_c)]
\]

\[
+ \sigma_{v_s}^2 \exp[-(s - s')/\ell_c] + (\sigma_{v_0}^2 - \sigma_{v_s}^2) \exp(-s/\ell_c).
\]

(5.40)

For stationary initial velocities \( v_0 = v_s \), it reduces to \( C_s(s, s') \equiv C_s(s - s') = \sigma_{v_s}^2 \exp[-(s - s')/\ell_c] \).

Time-Lagrangian Velocity Statistics

Here we quantify the temporal evolution of the Lagrangian velocity distribution. The existence of a spatial correlation length entails short range correlation in
space and long range correlation in time for the Lagrangian velocities, which we quantify in the following.

In the continuum limit of $\Delta s \to 0$, the time process (5.33a) becomes

$$\frac{dt(s)}{ds} = \frac{1}{v_s(s)}. \quad (5.41)$$

The conjugate process $s(t)$, which is the distance traveled along the streamline until time $t$ is defined by $s(t) = \sup\{s|t(s) \leq t\}$. The t-Lagrangian velocities $v_t(t)$ are now given in terms of $v_s(s)$ as

$$v_t(t) = v_s[s(t)], \quad (5.42)$$

**One-Point Statistics** Thus, the t-Lagrangian velocity PDF reads now as

$$\hat{p}_t(v,t) = \langle \delta(v - v_s[s(t)]) \rangle. \quad (5.43)$$

Using the properties of the Dirac-delta, we can expand this equation into

$$\hat{p}_t(v,t) = \int_0^\infty dsv^{-1}R(v,t,s), \quad (5.44)$$

where we defined the probability density $R(v,t,s)$ that a particle has the velocity $v$ and the time $t$ at a distance $s$ along the trajectory as

$$R(v,t,s) = \langle \delta(v - v(s))\delta(t - t(s)) \rangle. \quad (5.45)$$

Note that $R(v,t,s)$ is the density of the joint Markov process (5.33) for $[v_s(s), t(s)]$. Thus, it satisfies the Chapman-Kolmogorov equation

$$\frac{\partial R(v,t,s)}{\partial s} = -\ell_c^{-1}R(v,t,s) - v^{-1}\frac{\partial R(v,t,s)}{\partial t} + \ell_c^{-1}p_s(v) \int_0^\infty dv' R(v',t,s), \quad (5.46)$$

Inserting (5.33b) and (5.33f) into the right side of (5.46) and taking the limit $\Delta s \to 0$ gives the Master equation (see Appendix H)

$$\frac{\partial \hat{p}_t(v,t)}{\partial t} = -\ell_c^{-1}\hat{p}_t(v,t) + p_s(v) \int_0^\infty dv' \frac{v'}{\ell_c} \hat{p}_t(v',t) \quad (5.48)$$
with the initial condition $\hat{p}_t(v, t = 0) = p_0(v)$. Its solution in Laplace space is given by (see Appendix H)

$$\hat{p}^*_t(v, \lambda) = p_0(v) g^*_0(v, \lambda) + \frac{v}{\langle v_e \rangle} \frac{p_e(v) g^*_e(v, \lambda) \psi^*_e(\lambda)}{1 - \psi^*_s(\lambda)},$$

(5.49)

where we defined the propagator

$$g_0(v, t) = \exp(-tv/\ell_c),$$

(5.50)

whose Laplace transform is given by $g^*_0(v, \lambda) = (\lambda + v/\ell_c)^{-1}$. We define the transit time distributions $\psi_0(t)$, $\psi_s(t)$, and $\psi_e(t)$ through

$$\psi_i(t) = \tau_v^{-1} \int_0^\infty dv g_0(v, t) \frac{v p_i(v)}{\langle v_e \rangle}$$

(5.51)

with $i = 0, s, e$. Note that its initial value is $\psi_i(t = 0) = \langle v_i \rangle / \ell_s$. Its Laplace transform is given by

$$\psi^*_i(\lambda) = \tau_v^{-1} \int_0^\infty dv \frac{v p_i(v)}{(\lambda + v/\ell_c) \langle v_e \rangle}.$$  

(5.52)

It can be seen from (5.49) that $\hat{p}_t(v, t)$ is steady for the initial condition $p_0(v) = p_e(v)$ and is unsteady for any other initial condition by noting that $1 - \psi^*_s(\lambda) = \lambda \tau_v \psi^*_e(\lambda)$.

Expression (5.49) quantifies the evolution of the t-Lagrangian velocity distribution through potentially long-range temporal correlations reflected by the transit time distributions (5.51). Note that the transition time PDFs (5.51) are different from definition (5.23) for the classical $s$–discrete CTRW framework discussed in Section 5.3.1.

**Two-Point Statistics** The two-point velocity density is defined here by

$$\hat{p}_t(v, t; v', t') = \langle \delta(v - v[s(t)]) \delta(v' - v[s(t']))) \rangle.$$  

(5.53)

Along the same lines as above, we derive by using the properties of the Dirac-delta

$$\hat{p}_t(v, t; v', t') = \int_0^\infty ds \int_0^\infty ds' v^{-1} R(v, t - t', s - s'|v')$$

$$\times v'^{-1} R(v', t', s').$$  

(5.54)

The conditional PDF $R(v, t - t', s - s'|v')$ describes the joint distribution of $[v_s(s), t(s)]$ conditional to $v_s(s') = v'$ and $t(s') = t'$. It satisfies the Master
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equation (5.47) with the initial condition \( R(v, t, s = 0|v') = \delta(v - v')\delta(t) \). Note that \( R(v, t - t', s - s'|v') \) is stationary in \( t \) and \( s \) due to the stationarity of the velocity and time processes as expressed by the transition PDF (5.33b). Using definition (5.44), we can now write (5.54) as

\[
\hat{p}_t(v, t; v', t') = \hat{p}_t(v, t - t'|v')\hat{p}_t(v', t').
\]  

(5.55)

where we defined

\[
\hat{p}_t(v, t|v') = v^{-1} \int_0^\infty ds R(v, t, s|v').
\]  

(5.56)

It satisfies the integro-differential equation (5.48) for the initial condition \( \hat{p}_t(v, t = 0|v') = \delta(v - v') \). Its Laplace space solution is obtained from (5.49) by setting \( p_0(v) = \delta(v - v') \) as

\[
\hat{p}_t^*(v, \lambda|v') = g_0^*(v, \lambda)\delta(v - v') + \frac{v v'}{(v_e)^2\tau_c} \frac{p_e(v)g_0^*(v, \lambda)g_0^*(v', \lambda)}{1 - \psi_0^*(\lambda)},
\]  

(5.57)

where we note that here \( \psi_0^*(\lambda) = g_0^*(v', \lambda)v'/\ell_c \). Recall that the one-point PDF \( \hat{p}_t(v, t) \) is stationary and equal to \( p_e(v) \) for the initial condition \( p_0(v) = p_e(v) \). Under these conditions, the two-point density (5.55) is then

\[
\hat{p}_t(v, t; v', t') = \hat{p}_t(v, t - t'|v')p_e(v'),
\]  

(5.58)

and so is stationary. In the following, we determine the mean and covariance of the \( t \)-Lagrangian velocities as well as the corresponding particle dispersion.

5.4 Velocity Mean, Covariance and Dispersion

We study here the \( t \)-Lagrangian mean velocity, its covariance and the particle dispersion for the CTRW model presented in Section 5.3.2. We investigate these quantities for the following \( \Gamma \)-distribution of Eulerian velocities

\[
p_e(v) = \frac{(v/v_0)^{\alpha-1} \exp(-v/v_0)}{v_0\Gamma(\alpha)}
\]  

(5.59)

for \( \alpha > 0 \), which provides a parametric model for the low end of Eulerian velocity distributions in porous media both on the pore and on the Darcy scale (Berkowitz et al., 2006; Holzner et al., 2015). As initial conditions we consider either the Eulerian (5.59) or steady \( s \)-Lagrangian velocity PDF (5.10), which is obtained from the Eulerian velocity PDF through flux weighting

\[
p_s(v) = \frac{(v/v_0)^\alpha \exp(-v/v_0)}{v_0\Gamma(\alpha + 1)}.
\]  

(5.60)
Note that the Eulerian and flux-weighted mean and mean square velocities are

\[
\langle v_e \rangle = \alpha v_0, \quad \langle v_e^2 \rangle = \alpha (\alpha + 1) v_0^2 \quad (5.61)
\]

\[
\langle v_s \rangle = v_0 (\alpha + 1), \quad \langle v_s^2 \rangle = v_0^2 (\alpha + 1) (\alpha + 2). \quad (5.62)
\]

Inserting (5.59) into (5.51), we obtain for the transit time distribution \( \psi_e(t) \)

\[
\psi_e(t) = \frac{\alpha}{\tau_0 (1 + t/\tau_0)^{1+\alpha}}. \quad (5.63)
\]

where \( \tau_0 = \ell_c / v_0 \). For the transit time distribution \( \psi_s(t) \), we obtain analogously

\[
\psi_s(t) = \frac{\alpha + 1}{\tau_0 (1 + t/\tau_0)^{2+\alpha}}. \quad (5.64)
\]

The Laplace transforms of \( \psi_e(t) \) and \( \psi_s(t) \) can be expanded by using Tauberian theorems. For \( 0 < \alpha < 1 \), \( \psi_e^*(\lambda) \) is

\[
\psi_e^*(\lambda) = 1 - a_\alpha (\lambda \tau_0)^\alpha, \quad (5.65)
\]

where \( a_\alpha = \Gamma(1 - \alpha) \). For \( \alpha = 1 \), we have

\[
\psi_e^*(\lambda) = 1 + \lambda \tau_0 \ln(\lambda \tau_0). \quad (5.66)
\]

In the range \( 0 < \alpha < 1 \), we obtain for \( \psi_s^*(\lambda) \) the expansion

\[
\psi_s^*(\lambda) = 1 - \lambda \tau_v + b_\alpha (\lambda \tau_0)^{1+\alpha}, \quad (5.67)
\]

where \( \tau_v = \ell_c / (\alpha v_0) \) and \( b_\alpha = \Gamma(2 - \alpha) \). For \( \alpha = 1 \), one obtains

\[
\psi_s^*(\lambda) = 1 - \lambda \tau_0 - (\lambda \tau_0)^2 \ln(\lambda \tau_0). \quad (5.68)
\]

Note that the case \( \alpha = 1 \) corresponds to an exponential distribution of Eulerian velocities.

For \( \alpha > 1 \), both the first and second moments of \( \psi_s(t) \) exist, such that \( \psi_s^*(\lambda) \) can be expanded as

\[
\psi_s^*(\lambda) = 1 - \lambda \tau_v + \frac{\langle \tau_s^2 \rangle}{2} \lambda^2. \quad (5.69)
\]

In the following, we will discuss the mean t-Lagrangian velocity, the velocity covariance and particle dispersion. We present general Laplace space expressions based on the explicit expressions for the one- and two point velocity PDFs derived in Section 5.3.2, and study their temporal behavior for the Eulerian velocity PDF given by the \( \Gamma \)-distribution (5.59). To this end, we perform random walk particle tracking simulations based on (5.33) and derive explicit expressions for the early and late time behaviors using the expansions (5.67)–(5.69) of the Laplace transform of the streamwise transition time PDF \( \psi_s(t) \).
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Figure 5.1: Evolution of the mean velocity under stationary and non-stationary conditions for (circles) \( p_0(v) = p_e(v) \) and (triangles) \( p_0(v) = p_s(v) \) for (top panel) \( \alpha = 1/4 \) and (bottom panel) \( \alpha = 3/2 \). The dashed line in the top panel indicates the asymptotic behavior (5.75). The dash-dotted lines indicate the average stationary s-Lagrangian and Eulerian velocities. The numerical random walk simulation to produce these data are based on (5.33) for \( \Delta \lambda = 10^{-2} \ell_c \) for \( 10^5 \) particles.

5.4.1 Mean Velocity

The mean particle velocity is equal to the one-point t-Lagrangian velocity moment

\[
m_1(t) = \int_0^\infty dv \hat{p}_t(v, t).
\]

Using (5.49), we obtain for the Laplace transform of \( m_1(t) \)

\[
m_1^*(\lambda) = \ell_c \psi_0^*(\lambda) + \int_0^\infty dv \frac{v^2}{\langle v_e \rangle} \frac{p_e(v)g^*_0(v, \lambda)}{1 - \psi_0^*(\lambda)}.
\]

For the stationary initial conditions, \( p_0(v) = p_e(v) \), the particle velocity is constant, \( m_1(t) = \langle v_e \rangle \) and equal to the mean Eulerian velocity.

For the non-stationary initial conditions \( p_0(v) = p_s(v) \) we obtain at short times \( t \ll \tau_v \)

\[
m_1(t) = \ell_c \psi_s(t).
\]

This means it decreases from its initial value \( \langle v_s \rangle \) as \( \psi_s(t) \). For times \( t \gg \tau_v \) and \( 0 < \alpha < 1 \), we use the expansion (5.67) in (5.71), which gives in leading order

\[
m_1^*(\lambda) = \frac{\langle v_e \rangle}{\lambda} + \frac{\langle v_e \rangle \tau_0 b_1}{b_1} (\lambda \tau_0)^{\alpha-1}.
\]
For $\alpha = 1$ we obtain

$$m^*_1(\lambda) = \frac{\langle v_e \rangle}{\lambda} - \ell_c \ln(\lambda \tau_0).$$

(5.74)

Thus, the long-time behavior of $m_1(t)$ for $0 < \alpha \leq 1$ is

$$m_1(t) = \langle v_e \rangle + c\langle v_e \rangle (t/\tau_0)^{-\alpha},$$

(5.75)

where we defined $c = b_\alpha/\Gamma(1 - \alpha)b_1$ for $0 < \alpha < 1$ and $c = 1$ for $\alpha = 1$. This means, the mean velocity converges as a power-law toward its asymptotic value, which is given by the Eulerian mean velocity.

For $\alpha > 1$, we use (5.69) in order to obtain in leading order for $\lambda \ll \tau_0$

$$m^*_1(\lambda) = \frac{\langle v_e \rangle}{\lambda} + \ell_c + \langle v_e \rangle \frac{\langle \tau_s^2 \rangle}{2\tau_v}.$$  

(5.76)

This means, for $t \gg \tau_v$, $m_1(t)$ can be written as

$$m_1(t) = \langle v_e \rangle + \left( \ell_c + \langle v_e \rangle \frac{\langle \tau_s^2 \rangle}{2\tau_v} \right) \delta(t).$$

(5.77)

Note that the Dirac-delta indicates that the convergence toward its asymptotic value is faster than $1/t$. These behaviors are illustrated in Figure 5.1, which shows the evolution of the t-Lagrangian mean velocity with time under Eulerian and flux-weighted Eulerian initial conditions for $\alpha = 1/4$ and $\alpha = 3/2$.

### 5.4.2 Velocity Covariance

The t-Lagrangian velocity covariance is given by

$$C_t(t, t') = m_2(t, t') - m_1(t)m_1(t'),$$

(5.78)

where we defined the two-point velocity moment by

$$m_2(t, t') = \int dv \int dv' vv' \hat{p}_t(v, t; v', t'),$$

(5.79)

which can be written in terms of (5.55) for the two-point velocity PDF as

$$m_2(t, t') = \int dv' m_1(t - t'|v')v' \hat{p}_t(v', t'),$$

(5.80)

where we defined the conditional velocity moment as

$$m_1(t|v') = \int dv v \hat{p}_t(v, t|v').$$

(5.81)
The Laplace transform of (5.81) is then obtained from (5.57) as

\[
m_1^*(\lambda|v') \equiv v'g_0^*(v', \lambda) \\
+ \int_0^\infty dv v^2v' \frac{p_0(v)g_0^*(v, \lambda)g_0^*(v', \lambda)}{1 - \psi_s^*(\lambda)}. \tag{5.82}
\]

We first consider the case \(0 < \alpha \leq 1\). For times \(t \gg \tau_v\), this means for \(\lambda \tau_v \ll 1\), we find by using (5.67) and (5.68) in (5.82) that the leading order of \(m_1^*(\lambda|v')\) is given by (5.73) for \(0 < \alpha < 1\) and (5.74) for \(\alpha = 1\). Specifically, this implies that \(m_1(t|v')\) is independent of \(v'\). Using (5.75) in (5.80), we obtain

\[
m_2(t, t') = \left[ \langle v_e \rangle + c\langle v_e \rangle \tau_0^\alpha \frac{\tau_v^\alpha}{(t-t')^\alpha} \right] m_1(t'). \tag{5.83}
\]

Under stationary conditions, \(p_0(v) = p_e(v)\), \(m_1(t) = \langle v_e \rangle\) and \(m_2(t, t') \equiv m_2(t - t')\), hence

\[
m_2(t - t') = \langle v_e \rangle^2 + c\langle v_e \rangle^2 \tau_0^\alpha \frac{\tau_v^\alpha}{(t-t')^\alpha}. \tag{5.84}
\]

Thus, the velocity covariance is stationary and behaves for \((t - t') \gg \tau_v\) and \(0 < \alpha \leq 1\) as

\[
C_t(t - t') = \frac{c\langle v_e \rangle^2 \tau_0^\alpha}{(t-t')^\alpha}. \tag{5.85}
\]
This behavior is illustrated in Figure 5.2.

Under the non-stationary condition with \( p_0(v) = p_s(v) \), we use the fact that \( m_1(t|v') = m_1(t) \) in the limit \( t \gg \tau_v \) in order to write

\[
m_2(t,t') = m_1(t-t')m_1(t').
\]

Accordingly, we obtain for the covariance in the limit \( t - t' \gg \tau_v \)

\[
C_t(t,t') = m_1(t') [m_1(t-t') - m_1(t)].
\]

We now consider the case \( \alpha > 1 \). For \( \lambda \tau_v \ll 1 \), we expand (5.82) by using (5.69) to leading order, which gives

\[
m_1(\lambda|v') = \frac{\langle v_e \rangle}{\lambda} + \frac{\langle v_e \rangle \langle \tau_s^2 \rangle}{2\tau_v} - \frac{\langle v_2 \rangle \ell_c}{v'},
\]

Thus, we obtain for \( m_2(t,t') \)

\[
m_2(t,t') = \left[ \langle v_e \rangle + \frac{\langle v_e \rangle \langle \tau_s^2 \rangle}{2\tau_v} \delta(t-t') \right] m_1(t') - \ell_c \langle v_e \rangle \delta(t-t').
\]

For \( t - t' \gg \tau_v \), we obtain for the covariance under both stationary and non-stationary conditions the expression

\[
C_t(t-t') = \ell_c \langle v_e \rangle \left( \frac{\langle \tau_s^2 \rangle}{2\tau_v^2} - 1 \right) \delta(t-t').
\]

Again note that the Dirac-delta indicates here that the covariance decays faster than \( 1/t \). These expression allow studying the dynamics of dispersion as a function of the Eulerian velocity distribution and the initial injection, as discussed in the following.

### 5.4.3 Dispersion

The time-dependent dispersion coefficient \( D(t) \) is obtained from the Green-Kubo relation (Kubo et al., 1991) as the integral of the t-Lagragian velocity correlation as

\[
D(t) = \int_0^t dt' C_t(t,t').
\]

At time \( t \ll \tau_v \), particle velocities are strongly correlated. As a consequence, the dispersion coefficient grows ballistically as

\[
D(t) = \langle (v_0 - \langle v_0 \rangle)^2 \rangle t.
\]
Figure 5.3: Evolution of the dispersion coefficient under stationary and non-stationary conditions for (circles) $p_0(v) = p_e(v)$ and (triangles) $p_0(v) = p_s(v)$ for (top panel) $\alpha = 1/4$, (bottom panel) $\alpha = 1$. The dashed lines indicate the ballistic behaviors (5.92) at short times, dash-dotted lines the asymptotic power-law behaviors (5.93) and (5.94) for $\alpha = 1/4$, and the logarithmic behavior (5.95) for $\alpha = 1$. The numerical random walk simulation to produce these data are based on (5.33) for $\Delta s = 10^{-2} \ell_c$ for $10^5$ particles.

Thus, for the initial condition $p_0(v) = p_s(v)$ the ballistic initial growth is faster than for the stationary condition $p_0(v) = p_e(v)$, because the variance of the flux weighted $p_s(v)$ is larger than the variance of the Eulerian $p_e(v)$. For times $t > \tau_v$, particle velocities decorrelate from their initial values. High velocities decorrelate faster than low velocities because the characteristic time at which a particle of velocity $v$ makes a velocity transition is given by $\ell_c/v$. Thus, at time $\tau_v$ most of the particles with $v > \langle v_e \rangle$ have experienced a velocity transition, which particles with $v < \langle v_e \rangle$ persist in their initial velocities. The dispersion coefficient $\mathcal{D}(t)$ then crosses over to its asymptotic long time behavior, which we study in the following.

We first consider the case $0 < \alpha \leq 1$. Under stationary conditions, this means for $p_0(v) = p_e(v)$, we obtain from (5.85) for $t \gg \tau_v$ and $0 < \alpha < 1$

$$\mathcal{D}(t) = \langle v_e \rangle \ell_c \frac{c\alpha}{1-\alpha} (t/\tau_0)^{1-\alpha}. \quad (5.93)$$

Thus, the dispersion behavior is superdiffusive. In the non-stationary case, for $p_0(v) = p_s(v)$, we obtain from (5.87) and (5.75) at $t \gg \tau_v$

$$\mathcal{D}(t) = \langle v_e \rangle^2 \tau_0 \frac{c\alpha}{1-\alpha} t^{1-\alpha}. \quad (5.94)$$

It grows asymptotically with the same power-law, but slower then in the stationary case. Thus, while the growth rate of particle dispersion is initially larger for the non-stationary initial condition, asymptotically its growth is slower than for the stationary initial velocity PDF. For $\alpha = 1$, we obtain for both stationary and
Figure 5.4: Evolution of the dispersion coefficient for (circles) steady and (triangles) unsteady initial velocity PDFs for $\alpha = 3/2$. The dashed lines indicate the ballistic behaviors (5.92) at short times, dash-dotted lines the asymptotic long time value (5.96). The numerical random walk simulation to produce these data are based on (5.33) for $\Delta s = 10^{-2} \ell_c$ with $10^5$ particles.

For $\alpha > 1$, the dispersion coefficient converges for $t \gg \tau_v$ both for stationary
and non-stationary initial conditions towards the constant asymptotic long-time value

\[ D^e = \langle v_e \rangle \ell_c \left( \frac{\langle \tau^2 \rangle}{2 \tau_v^2} - 1 \right). \] (5.96)

Figure 5.4 illustrates the evolution of the dispersion coefficient toward the asymptotic value for \( \alpha = 3/2 \). At short times \( t \ll \tau_v \), both dispersion coefficients evolve ballistically, again, the one for the non-stationary initial condition evolves faster. Then for \( t > \tau_v \), the dispersion coefficient for stationary initial conditions grows faster than for non-stationary. As pointed out above, the dispersion behavior is due to the fluctuations of decorrelated fast velocities, and persistent low velocity. As the stationary, Eulerian initial velocity distribution gives a higher probability to low velocities than the flux-weighted, the contrast between particle positions increases faster. The asymptotic regime is reached as the particle velocities fully decorrelate from their initial values. For times \( t \gg \tau_v \) the dispersion coefficients for both stationary and non-stationary initial conditions converge to the same asymptotic long-time value (5.96).

5.5 Summary and Conclusions

We develop a CTRW approach for the evolution of Lagrangian velocities based on a Markov model for the streamwise equidistant Lagrangian velocities in the form of a stochastic relaxation process. The CTRW framework provides a natural formalism to quantify the impact of the persistence of particle velocities in space on the Lagrangian velocity statistics in time. It has been used to quantify intermittent particle velocities and accelerations for flow through pore- and Darcy-scale porous media, in which flow velocities vary on a characteristic length scale. The velocity statistics in CTRW formulations based on independent successive particle velocities are in general non-stationary. This however, is not necessarily the case for particle motion through heterogeneous flow fields. Specifically, under Eulerian and Lagrangian ergodicity, the stationarity of the Lagrangian velocity series depends on the initial velocity distribution.

In order to shed light on these dynamics, we first discuss the relation between the Eulerian flow properties and the t-Lagrangian and s-Lagrangian velocities. The t-Lagrangian velocities are defined as the particle velocities sampled isochrone along a streamline, the s-Lagrangian velocities accordingly through equidistant sampling. We find that the PDFs of s- and t-Lagrangian velocities are related through flux weighting. This can be understood by the fact that isochrone sampling gives a higher weight to low velocities because particles spend more time at low velocities, while equidistant sampling assigns the same weight to high and low velocities. Under Eulerian and Lagrangian ergodicity and for volume conserving flows, the Eulerian velocity PDF is equal to the t-Lagrangian PDF. This gives a direct relation between the s-Lagrangian velocity PDF, a transport property, to the Eulerian PDF, a flow property, via flux weighting. We then show that t-Lagrangian velocities are stationary if their initial distribution is
equal to the Eulerian, while s-Lagrangian velocities are stationary if their initial distribution is given by the flux-weighted Eulerian distribution.

Based on these considerations, we first analyze the t-Lagrangian velocity statistics in the s-discrete CTRW characterized by independent velocities with a unique velocity distribution. In classical CTRW approaches, the velocity statistics are in general non-stationary. Thus, we introduce a CTRW that is defined through a Markovian velocity process, for which we use a stochastic relaxation relation that is characterized by the steady state s-Lagrangian velocity PDF and the correlation length along the streamlines. Based on this we define a CTRW approach that models the evolution of Lagrangian velocities from arbitrary initial conditions and yields stationary and non-stationary s- and t-Lagrangian velocity series. Specifically, this CTRW is s-continuous, this means the streamwise s-Lagrangian velocity is defined at any point along the streamline and its distribution evolves continuously in $s$. We determine the evolution equations and solutions for the Lagrangian one-and two-point statistics and discuss the evolution of the mean particle velocity, covariance and dispersion under stationary and non-stationary initial conditions. We apply these results to a $\Gamma$-distribution of Eulerian velocities, which serves as a model for heavy-tailed flow-statistics through porous media. The low-end of the velocity spectrum here scales as $p_e(v) \propto v^{\alpha-1}$. For $0 < \alpha \leq 1$ we find strong velocity correlations and anomalous dispersion, this means here a power-law or logarithmic evolution of the dispersion coefficient with time, while for $\alpha > 1$ it evolves toward a constant. These behaviors are fully determined by the Eulerian velocity PDF and the streamwise correlation length. The asymptotic scalings for dispersion are similar as the ones obtained in a corresponding discrete CTRW, as they are attained when particle velocities decorrelate. Their evolution, however, depends on the initial velocity distributions and can be quite different under stationary and non-stationary conditions.

The developed approach sheds light on the modeling and understanding of Lagrangian velocity series in heterogeneous flows, and their evolution under stationary and non-stationary conditions. It provides a bridge between CTRW based modeling approaches of particle transport, and stochastic transport approaches that start from the representation of the Eulerian velocity field, or the medium structure as spatial random fields. The developed CTRW is fully characterized in terms of the Eulerian velocity PDF and the streamwise correlation length, which allows to predict Lagrangian particle dynamics based on the flow or medium properties.
Eulerian and Lagrangian analyses in Darcy flows

Abstract

In this study we analyze the relationships between heterogeneous hydraulic conductivity ($K-$) fields, Eulerian and Lagrangian statistics to shed light on processes affecting solute transport in porous media. Here, we show how Lagrangian velocity distributions evolve from an initial distribution to a stationary distribution, in space and/or time. We study this evolution in steady flows in $K-$fields characterized by two distinct point distributions, a log-normal and a gamma distribution, over a broad range of heterogeneity degrees. In addition, we show that the evolution of Lagrangian velocity distributions is heterogeneity dependent. To quantify the evolution of particle velocities sampled equidistantly along trajectories, we propose two stochastic models, namely the Bernoulli and the Ornstein-Uhlenbeck model. These models use 1) an arbitrary initial velocity distribution that stems from the injection mode, 2) the stationary Lagrangian velocity distribution, that stems from the Eulerian velocity distribution and 3) the (space-Lagrangian) velocity correlation length, that stems from the degree of heterogeneity (i.e. variance) of the $\ln K$ field.

6.1 Introduction

Improving the knowledge on solute transport mechanisms in heterogeneous porous media is crucial for applications such as understanding and predicting groundwater contamination, remediation or carbon dioxide storage in shallow and deep aquifers.

---

This chapter is the backbone of the paper “V. Hakoun, A. Comolli and M. Dentz, Eulerian and Lagrangian velocities in heterogeneous Darcy flow, in preparation”.
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Predictions of transport in heterogeneous porous media should lie on medium and flow properties. Indeed, the interplay between these properties controls solute transport in heterogeneous porous media. In particular, solute transport is affected by fluctuations of flow velocities, that are in turn driven by the pressure gradient and the hydraulic properties of the medium – spatial structure (i.e. correlation) and hydraulic conductivity $K$. Solute dispersion is affected by the time particles spend in different velocity zones; long and short times for low and high velocities respectively which induce intermittency of solute velocity. Intermittency has been widely observed at the pore scale (de Anna et al., 2013; Kang et al., 2014; Holzner et al., 2015; Morales et al., 2017; Puyguiraud et al., 2017) but overlooked at the Darcy scale with one example (Le Borgne et al., 2007). Here, we study this feature (see Figure 6.1) and how it combines with stationarity. Dispersion mechanisms depend on initial conditions, that is the injection mode, or in other words the local velocity where the solute particles enter the system. To date, only few works have investigated this dependence (Dentz et al., 2016a; Dagan, 2017).

In the last decades, field (Mackay et al., 1986; LeBlanc et al., 1991; Boggs et al., 1993; Zheng et al., 2011) and theoretical investigations allowed to broaden the community’s knowledge on transport processes. Based on experimental results, it has been seen that traditional methods based on the advection dispersion equation (ADE) with constant drift and diffusion coefficients are limited and cannot capture the non-Fickian features of transport. Hence, alternative approaches have been proposed, including multi-rate mass transfer (Haggerty and Gorelick, 1995; Carrera et al., 1998; Sanchez-Vila and Carrera, 2004; Wang et al., 2005; Willmann et al., 2008), fractional-order ADE methods (Meerschaert et al., 1999; Cushman and Ginn, 2000; Benson et al., 2001; Schumer et al., 2003), non-local constitutive theories (Guadagnini and Neuman, 1999, 2001), time domain random walks (Cvetkovic et al., 1996; Delay et al., 2005; Benke and Painter, 2003; Russian et al., 2016) and continuous time random walk (Berkowitz and Scher, 1997; Dentz et al., 2004; Le Borgne et al., 2008a). Numerical simulations focused on transport in $K$-fields following a log-normal distribution ($\ln K$-fields). The first- and second-order theory allows to link the heterogeneity of the medium ($\sigma_{\ln K}^2$) to Eulerian velocity statistics (Dagan, 1994; Hsu et al., 1996). These theories provide an envelope for the Eulerian statistics (variance of the longitudinal velocity component) (Gotovac et al., 2009). Note that first-order approach provide accurate prediction of solute transport in $\ln K$-fields with low heterogeneity ($\sigma_{\ln K}^2 < 1$). However, it is inaccurate for higher degrees of heterogeneity. Performing accurate predictions of solute transport in heterogeneous porous medium at all scales of interest remains a challenge.

In this work, we study the statistics of $K$ and Eulerian velocity distributions and the stochastic dynamics of Lagrangian velocities for solute transport in Darcy flow in heterogeneous porous media. Our aim is 1) to shed light on the relationships between flow properties and transport properties (i.e. the Eulerian and Lagrangian velocity distributions), 2) to quantify the impact of different injection conditions on the evolution of Lagrangian velocities and 3) to propose an
effective Markov model that describes and predicts such evolution in terms of transport-independent quantities. The results that we obtain while addressing these issues will pave the way for the derivation of a large-scale transport formulation for the description and the prediction of anomalous behaviors in the Darcian flow fields (Chapter 7).

6.2 Flow and transport in heterogeneous porous media

6.2.1 Flow and Eulerian velocity distribution

Groundwater flow through porous media follows Darcy’s law (de Marsily, 1986)

\[ \mathbf{q}(\mathbf{x}) = -K(\mathbf{x}) \nabla h, \quad (6.1) \]

where \( \mathbf{q} \) is a seepage (Eulerian) velocity vector, \( \mathbf{x} \) is a vector of space coordinates, \( h \) is hydraulic head and \( K \) is the hydraulic conductivity tensor. Here, we will assume isotropy, so that we can treat the hydraulic conductivity as a scalar \( K \).

For incompressible flow, \( \nabla \cdot \mathbf{q}(\mathbf{x}) = 0 \), Equation (6.1) reduces to

\[ \nabla K(\mathbf{x}) \cdot \nabla h(\mathbf{x}) + K(\mathbf{x}) \nabla^2 h(\mathbf{x}) = 0. \quad (6.2) \]

A classic hydraulic conductivity distribution is the log-normal, \( Y = \ln(K) \). Often, it is correlated with the exponential model that is characterized by the correlation function

\[ C_Y(r) = \sigma_Y^2 \exp(-r/\lambda), \quad (6.3) \]

where \( \sigma_Y^2 \) is the variance of the log-hydraulic conductivity, \( r \) is the lag distance \( (r = \mathbf{x}' - \mathbf{x}''\prime) \) and \( \lambda \) is the correlation length of the K-field. Matheron (1967) showed that for a \( \ln K \)-field, the theoretical mean Eulerian velocity is \( u_0 = K_G h/\phi \), where \( K_G \) is the geometric mean of the hydraulic conductivity and \( \phi \) is the porosity. For natural aquifers, heterogeneity is mainly described by the variance of the \( \ln K \)-field which spans the 0.1–5 range (Gelhar, 1993). For example Rehfeldt et al. (1992) reports \( \sigma_{\ln K}^2 \approx 5 \) for the Columbus site (US). Despite its wide use, the log-normal distribution of \( K \) has been challenged for heterogeneous sedimentary formations (Painter, 1996; Sanchez-Vila et al., 2006). Other authors have considered different distributions of hydraulic conductivity to account for different disorder properties (Painter, 1996; Kohlbecker et al., 2006). In particular, Haslauer et al. (2012) have used a Weibull distribution to describe the distribution of hydraulic conductivity in the Borden aquifer (Sudicky, 1986), since this PDF fitted best the experimental data in a maximum-likelihood sense among a variety of distributions. The Weibull distribution is characterized by a power-law behavior for small values of \( K \). Thus, we consider a truncated Gamma distribution which, like the Weibull distribution, exhibits power-law tails at low values. Moreover, it relaxes the assumption that the mean and the variance of the distribution are independent, as for the log-normal.

Groundwater flow in heterogeneous porous media can be described by a distribution of Eulerian velocities. Local backward flow may occur due to contrasting
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Figure 6.1: Lagrangian velocity time (left) and space (right) series along a particle trajectory flowing in a Darcy flow field in a lnK-field with $\sigma^2_{\ln K} = 7$. The time series exhibits intermittent behavior, as long periods of low velocity and short periods of high velocity arise. No intermittent behavior is observed in the space series.

adjacent $K$ values, for instance in very heterogeneous $K$-fields. To avoid negative statistics, we use the magnitude of Eulerian velocities $|v_e(x)|$. In the sequel, Eulerian velocity magnitude shall be referred to as Eulerian velocities. The probability density function (PDF) of Eulerian velocities is given by

$$p_e(v) = \lim_{v \to \infty} \frac{1}{V} \int_{\Omega} dx \delta[v - v_e(x)],$$

(6.4)

where $\Omega$ is the sampling domain and $V$ is its volume.

6.2.2 Particle motion and Lagrangian velocity distributions

In the absence of diffusion, a particle moves from its initial position $x(t=0,a) = a$ on a trajectory described by the advection equation

$$\frac{dx(t,a)}{dt} = v(t,a),$$

(6.5)

where $v(t,a) = u[x(t,a)]$ denotes the Lagrangian particle velocity. The spatial motion of a particle along a trajectory is

$$\frac{ds(t,a)}{dt} = v_t(t,a), \quad \frac{dt(s,a)}{ds} = \frac{1}{v_s(s,a)},$$

(6.6)

Lagrangian velocity distributions

Lagrangian distributions are sampled over particles and along trajectories. Depending on the dimension, two Lagrangian velocity distributions can be defined: t(time)-Lagrangian and s(pace)-Lagrangian. The t-Lagrangian velocity is given by $v_t(t,a) = |v_t(t,a)|$ and it follows the PDF

$$p_t(v,a) = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} dt \delta[v - v_t(t,a)].$$

(6.7)
Assuming Lagrangian ergodicity, the PDF is independent of the initial position. It equals the average over an ensemble of particles

\[ p_t(v) = \lim_{V_0 \to \infty} \frac{1}{V_0} \int_{V_0} da \delta[v - v_t(t, a)]. \quad (6.8) \]

The second, s-Lagrangian, distribution is given by \( v_s(s, a) = v_t(t(s, a), a) \) it is

\[ p_s(v, a) = \lim_{L \to \infty} \frac{1}{L} \int_0^L ds \delta[v - v_s(s, a)]. \quad (6.9) \]

Assuming ergodicity, the s-Lagrangian velocity distribution is independent of the initial position. It equals the average over an ensemble of particles

\[ p_s(v) = \lim_{V_0 \to \infty} \frac{1}{V_0} \int_{V_0} da \delta[v - v_s(s, a)]. \quad (6.10) \]

**Relationships between Eulerian and Lagrangian velocity distributions**

Eulerian and t-Lagrangian velocity PDFs are related due to volume conservation. The average t-Lagrangian velocity PDF (Eq. 6.8) equals the Eulerian velocity PDF (Eq.6.4):

\[ p_t(v) = \lim_{V_0 \to \infty} \frac{1}{V_0} \int_{\Omega(t)} dx \delta[v - v_e(x)] \equiv p_e(v). \quad (6.11) \]

Eulerian and s-Lagrangian velocity PDFs are related due to volume conservation and the kinematic relationship. The s-Lagrangian velocity PDF \( p_s(v) \) relates to the Eulerian velocity PDF \( p_e(v) \) through flux-weighting (Dentz et al., 2016a)

\[ p_s(v) = \frac{v}{\langle v_e \rangle} p_e(v), \quad (6.12) \]

where \( \langle v_e \rangle \) is the mean Eulerian velocity.

Both t- and s-Lagrangian velocity PDFs are related through flux-weighting. By performing a change of variables under the integral with the kinematic relationship (6.6) between \( t \) and \( s \), the s-Lagrangian velocity PDF equals the flux-weighted t-Lagrangian velocity PDF:

\[ p_s(v, a) = \frac{v}{\langle v_t \rangle} p_t(v, a), \quad (6.13) \]

where \( \langle v_t \rangle \) denotes the ensemble average, i.e. over realizations.

The s-Lagrangian velocity PDF relates to the Eulerian PDF through flux-weighting as seen above. The assumption of Lagrangian ergodicity makes \( p_s(v, a) = p_s \) independent of the particle trajectory and equal to the average over an ensemble of particles. The s-Lagrangian velocity PDF is:

\[ p_s(v, a) = \frac{v}{\langle v_e \rangle} p_e(v, a). \quad (6.14) \]
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6.3 Numerical simulations

In this section we describe the direct numerical simulations (DNS) of flow and transport in virtual 2 dimensional heterogeneous porous media. First we describe the methods used to generate random multi-Gaussian fields and the mapping to \( \ln K \)- and \( \gamma K \)-fields. Then, we explain the hydraulic setting for the flow simulations. Last, we explain the particle tracking method used for transport simulations.

6.3.1 Random multi-Gaussian fields

We generate isotropic multi-Gaussian fields of a random variable \( X \) on a regular grid in two dimensions. The random variable is mapped to two one-point distributions for the hydraulic conductivity \( K \): a log-normal \( \ln K \) and a Gamma \( \gamma K \). The first map is done by taking the exponential of the Gaussian variable, \( Y = \exp(X) \). The second map is done using the inverse transform method (or Smirnov transform) that we recall below. As discussed above, alongside with the log-normal distribution, we consider the following truncated Gamma distribution

\[
p(K; \alpha, \beta, \eta) = N \frac{\beta^\alpha}{\Gamma(\alpha)} K^{\alpha-1} \exp \left[ -\beta K - \frac{\eta}{K} \right]
\]

where \( \alpha \) controls the slope (rate \( K^{\alpha-1} \)) of the power law decrease of the probability, and \( \eta \) is a cutoff at low \( K \) values, \( N \) is a normalization constant. The reason for this cutoff is to avoid numerical issues with the flow solver, without cutoff low velocities are on the order of the divergence in a cell.

Figure 6.3 shows one realization of a \( \ln K \)- and a \( \gamma K \)-field. For these \( \ln K \)- and \( \gamma K \)-fields, we consider the exponential correlation model (6.3) and stationary statistics (i.e. constant mean and variance). Regarding log-normal fields, we use the Random Fields package (Schlather et al., 2015) in R (RCoreTeam et al., 2013) to simulate the multi-Gaussian correlated random field. Notice that the same package could be used for the generation of truncated Gamma fields. Nevertheless, here we use a home-made alternative C++ code that is based on the Fourier harmonics decomposition

\[
K_G(x) = \sqrt{\frac{2 \sigma_{\ln K}^2}{N}} \sum_{n=1}^{N} \cos (k_n \cdot x + \phi_n)
\]
where \( k_n \)s are the first \( N \) Fourier harmonics, \( \sigma_{\ln K}^2 \) is the desired variance and the \( \phi_n \)s are random phases that are uniformly distributed in \([-\pi, \pi]\). The subscript \( G \) stands for Gaussian, meaning that the point values \( K_G \) follow a normal distribution. The exponential spatial covariance is obtained by choosing the harmonics components from the Cauchy distribution

\[
p_C(k_i) = \frac{\lambda_c}{\pi [1 + (k_i \lambda_c)^2]}, \tag{6.17}
\]

where \( \lambda_c \) is the desired correlation length. In order to map it onto a target distribution \( \psi_K \), we use inverse transform sampling (or Smirnov transform) (Gentle, 2006) (page 102). This robust method, which is sketched in Figure 6.2 can be used when the inverse cumulative distribution function of a distribution does not have a closed-form analytical solution, as for the case of the \( \gamma_K \) PDF. To do so, we first map the Gaussian field \( K_G \) onto a field \( K_U \) whose values follow a uniform distribution in \([0, 1]\). This is done by using Gaussian cumulative density function (CDF)

\[
K_U(x) = \frac{1}{2} \text{erf} \left[ 1 + \frac{K_G(x)}{\sqrt{2}} \right], \tag{6.18}
\]

where \( \text{erf}(\cdot) \) denotes the error function (Abramowitz and Stegun, 1972). By applying the inverse Smirnov transform, we get the desired random multi-Gaussian field

\[
K(x) = \Psi^{-1}_K[K_U(x)], \tag{6.19}
\]

where \( \Psi_K(K) = \int_0^K \psi_K(K')dK' \) is the CDF of the target distribution of conductivity values. The inverse Smirnov transform is performed numerically by making use of the binary search algorithm implemented in the GNU Scientific Library (Galassi et al., 2015).

For both the disorder scenarios that we have presented, the correlation length of the \( K \) field, \( \lambda \), is discretized by ten grid cells. For the \( \ln K \)-fields, the mean is \( \mu_{\ln K} = 0 \) and the variance \( \sigma_{\ln K}^2 \) is in the \( 0.1 - 7 \) range. This set of parameters compares to reference studies (de Dreuzy et al., 2007; Gotovac et al., 2009; Salandin and Fiorotto, 1998). For the \( \gamma_K \)-fields, the mean is constant \( \mu_{\gamma_K} = 0.1 \) and the variance \( (\sigma_{\ln K}^2) \) is in the \( 0.38 - 0.74 \) range. Since the mean is constant, increasing the variance is achieved by lowering the parameter \( \alpha \) which is in the \( 0.1 - 0.9 \) range.

### 6.3.2 Groundwater flow

Direct numerical simulations (DNS) of saturated Darcy flow are performed in steady-state with a reference permeameter-like setting (Bellin et al., 1992; de Dreuzy et al., 2007; Gotovac et al., 2009). We impose the pressure to the upstream (left) and downstream (right) faces of the domain with a unit head drop; no-flow conditions are set along the top and bottom faces. For the \( \ln K \)-field, the mean head gradient \( H \) is set to unity \( (H = 1) \), while we take \( H = 1/L_d \) for the truncated
Gamma field. We indicate with $L_d$ the length of the domain along the mean flow direction.

We perform Monte Carlo simulations (100 realizations) for each level of heterogeneity which allow us to investigate the impact of heterogeneity on transport behaviors. The level of heterogeneity is set by the value of $\sigma_{\ln K}^2$ and $\sigma_{\gamma K}^2$. Porosity is set to unity ($\phi = 1$) because our study focuses on the variability of $K$. Darcy’s equation (Eq. 6.1) is solved numerically with finite differences with FV-Tool (Eftekhari, 2015) for the log-normal fields, while for Gamma fields we use a finite-volume code adapted for the mentioned boundary conditions from (Aarnes et al., 2007). The code is written and used in Octave (Eaton, 2002). Both methods are equivalent.

The flow domain is $600\lambda$ long and $150\lambda$ wide ($9 \times 10^6$ cells). We use harmonic inter-cell hydraulic conductivity. The Eulerian velocity field is described by $u(x) = q(x)/n(x)$, it is divergence free. To ensure stationary Eulerian velocity statistics, an inner domain bounded by a biased belt is used for the transport simulations. The belt has a width of $25\lambda$ for all simulations in log-normal fields, which is proved sufficient for the most heterogeneous case of $\sigma_{\ln K}^2 = 7$ (see Appendix J). For Gamma fields, we use a belt that has a width of $15\lambda$. To assess the accuracy of our flow simulations, the variance of the Eulerian velocity component along the mean flow direction was compared to reference simulations (de Dreuzy et al., 2007; Gotovac et al., 2009). We found a perfect agreement for our flow simulations.

### 6.3.3 Particle tracking

We simulate solute transport by random walk particle tracking (RWPT) simulations in each flow realization. Pore scale dispersion is neglected, which is
Figure 6.4: Individual realization of the log of the velocity magnitude for flow in heterogeneous media for a ln\(_K\)-field (\(\sigma_{\ln K}^2 = 7\)) and for a \(\gamma_K\)-field (\(\alpha = 0.1\)).

equivalent to the limit of infinite Péclet number. Particle tracking is performed either isochronally (t-Lagrangian approach) or equidistantly along streamlines (s-Lagrangian approach). In the t-Lagrangian approach, the equations of motion are obtained through the discretization of Equation (6.5) as

\[
x_{n+1} = x_n + v_n \Delta t \quad t_{n+1} = t_n + \Delta t
\]

(6.20)

where \(v_n = u[x_n]\) is the local Eulerian velocity in \(x_n\) and \(\Delta t\) is a constant temporal increment. In the s-Lagrangian approach, the equation of motion are given by

\[
x_{n+1} = x_n + \Delta x_n \quad t_{n+1} = t_n + \frac{\Delta x}{v_n},
\]

(6.21)

where \(\Delta x_n = (v_{x,n} \Delta x/v_n, v_{y,n} \Delta x/v_n)^\top\) and \(\Delta x\) is a constant spatial increment along particle trajectories. Since the flow solver provides the Eulerian velocities at the faces of the cells, the \(u[x_n]\) are obtained by interpolation. Within a cell, we make use of the bi-linear interpolation scheme (Pollock, 1988)

\[
v_x(x) = A_x(x - x_L) + v_x(x_L)
\]

(6.22)

\[
v_y(x) = A_y(y - y_B) + v_y(y_B),
\]

(6.23)

where

\[
A_x = \frac{[v_x(x_R) - v_x(x_L)]}{\Delta}
\]

(6.24)

\[
A_y = \frac{[v_y(y_T) - v_y(y_B)]}{\Delta}
\]

(6.25)

where \(x_L, x_R, y_B\) and \(y_T\) are the positions of the left, right, bottom and top boundaries of the cell, respectively and \(\Delta\) is the cell size.
6.4 Lagrangian velocity statistics

In this section we study the statistics of the Lagrangian velocities and their relationship with the Eulerian velocity statistics. In particular, we relate the Eulerian velocity PDF, a flow attribute, to the space- and time-Lagrangian velocity PDF, transport attributes. We quantify how space- and time-Lagrangian velocity PDFs and the respective first moment evolve when the initial velocity PDF differs from the respective steady-state velocity PDF.

6.4.1 Evolution of space Lagrangian velocities

The space-Lagrangian velocity PDF shall evolve if solute particles are injected with a distribution different than its steady-state, the flux-weighted Eulerian velocity PDF (Eq. 6.12). Figure 6.5 shows the evolution of the s-Lagrangian velocity PDF for a uniform injection. For this injection mode, the main features of the evolution are decreasing probabilities for low velocities and increasing probabilities for high velocities. These respective evolutions are in line with a convergence towards the flux-weighted Eulerian velocity PDF for which high velocities have high probabilities. Note that for the larger travel distance, $s = 10\lambda$, there is a singular difference between transport in the ln$K$ and $\gamma_K$-fields: the Lagrangian velocity PDF does not overlap the steady-state velocity PDF for the ln$K$-field, while for the $\gamma_K$-field this overlap exists. As we shall discuss below, this difference suggests that for a similar degree of heterogeneity, the correlation of space-Lagrangian velocities is greater in the ln$K$-field than in the $\gamma_K$-field. Now, we discuss the evolution of the first centered moment of the s-Lagrangian velocity PDF.

Figure 6.5 shows the evolution of the mean s-Lagrangian distribution for a uniform injection. As expected, the mean of the s-Lagrangian velocity evolves between the Eulerian and flux-weighted Eulerian mean at short and long distances respectively. For a uniform injection, the mean of the initial s-Lagrangian velocity PDF is the arithmetic mean of the Eulerian velocity PDF. When the injection distribution differs from the steady-state distribution, the mean of the s-Lagrangian velocity PDF also evolves toward the mean of the steady-state s-Lagrangian velocity PDF. The initial value would be determined by the initial velocity distribution.

6.4.2 Evolution of time-Lagrangian velocities

In Section 6.2.2 we saw that the steady-state t-Lagrangian velocity PDF is the Eulerian velocity PDF (6.11), which is equal to the PDF obtained for a uniform distribution if the ergodic assumption is verified. Thus, if the initial t-Lagrangian velocity PDF differs from uniform injection, the t-Lagrangian velocity PDF shall converge to the steady-state velocity PDF with time.

Figure 6.6 shows the temporal evolution of a t-Lagrangian velocity PDF to its steady-state for flow in both a ln$K$- and a $\gamma_K$-field. The PDF evolves from an initial flux-weighted velocity PDF to the steady-state velocity PDF. According
Figure 6.5: Evolution of the space-Lagrangian velocity PDF and mean from an initial velocity PDF (top black circles, Eulerian velocity PDF) to the flux-weighted Eulerian velocity PDF (bottom black diamonds). The intermediate s-Lagrangian velocity PDFs are sampled after a distance along trajectory of $s = 2\lambda$ (blue crosses) and $s = 10\lambda$ (red crosses). The mean increases from the mean of the Eulerian velocity (lower dotted line) to the mean of the flux-weighted Eulerian velocity (upper dashed dotted line).
to the flux-weighted injection for which particles are injected proportional to the local flow, the initial \((t = 0)\) velocity distribution has low and high probabilities for the low and high velocities respectively. At an intermediate time \(t = 20\tau\), probabilities of low velocities persist close to the initial values. For high velocities, the probabilities overlap those of the steady-state velocity PDF. This difference suggests that probabilities of high velocities reach their steady-state value faster than the probabilities of low velocities. Indeed, particles persist long times at low velocities which gives rise to long correlation times. Long correlation times results in memory effects and intermittency. At \(t = 200\tau\), the convergence of probabilities for very low velocities remains incomplete further illustrating the memory of the initial velocity. This memory effect appears simpler when the spatial evolution of the Lagrangian velocity PDF is considered.

These evolutions of Lagrangian velocity PDFs shed light on the fact that accurate interpretations of tracer experiments in heterogeneous porous media require to account for the injection mode. For instance, if a solute is injected in a high velocity zone only (e.g. a preferential flow channel), its mean velocity will decrease at early times, until the steady-state Lagrangian velocity PDF is reached. Thus, assuming a constant mean velocity for the solute particles would be wrong. As far as continuous time random walk models are concerned, they currently lack the ability to reproduce the feature of evolving Lagrangian velocities PDFs. This feature may be reproduced by correlated-CTRW models based on velocity transitions (Le Borgne et al., 2008b), but these transitions are complex to obtain from field experiments. To include the velocity evolution feature in effective stochastic models, one needs to quantify how velocity transitions occur. We shall do so with two parsimonious models.

6.5 Markov models for the evolution of Lagrangian velocities

In this section we quantify the evolution of Lagrangian velocity using two stochastic models of increasing complexity, namely a Bernoulli model (also stochastic relaxation process) and a Ornstein-Uhlenbeck model.

6.5.1 Bernoulli model

To quantify the evolution of Lagrangian velocity distribution we follow the approach based on an exponential relaxation model (Dentz et al., 2016a):

\[
\hat{p}_s(v,s) = p_s(v) + \exp(-s/\ell_c) [p_0(v) - p_s(v)]
\]

in which the unique parameter \(\ell_c\) is the correlation length of velocities along the trajectory. The decay from an initial Lagrangian velocity distribution \(p_0(v)\) to a steady-state distribution \(p_s(v)\) is exponential. There is no decay when \(p_0(v) = p_s(v)\) and it is infinitesimal when \(s \gg \ell_c\). Specifically, the constant decay rate \(\exp(-s/\ell_c)\) is velocity-independent. This independence sheds light on
a new finding related to the nature of the evolution of Lagrangian velocity PDF, we shall discuss it below.

The evolution of the mean and of the variance of the velocity distribution is obtained from Equation (6.26). For the mean we obtain:

$$\langle v_s(s) \rangle = \langle v_s \rangle + \exp \left( -s/\ell_c \right) \left[ \langle v_0 \rangle - \langle v_s \rangle \right] \quad (6.27)$$

For the variance we obtain:

$$\langle v_s^2(s) \rangle = \langle v_s^2 \rangle + \exp \left( -s/\ell_c \right) \left[ \langle v_0^2 \rangle - \langle v_s^2 \rangle \right] \quad (6.28)$$

Figure 6.7 (insets) shows the evolution of the mean s-Lagrangian velocity obtained by DNS and a fit of the Bernoulli model, for the two kinds of $K$-fields. The mean s-Lagrangian velocity starts from the mean of the Eulerian velocity (uniform injection) and evolves to the arithmetic mean of the flux-weighted Eulerian velocity PDF (the steady-state s-Lagrangian velocity PDF). The Bernoulli model reproduces the evolution obtained by direct numerical simulations. This relaxation model quantifies the evolution of the mean of the s-Lagrangian velocity distributions. The unique parameter $\ell_c$ quantifies a characteristic correlation length scale for s-Lagrangian velocities. We shall now check if the Bernoulli model predicts the evolution of the s-Lagrangian and t-Lagrangian velocity PDF.

To test if the Bernoulli model could predict the evolution of the s-Lagrangian velocity PDF, we compared DNS based s-Lagrangian velocity PDFs against Bernoulli model based simulations. Figure 6.5 shows a comparison for two intermediate distances. The modeled probabilities for high s-Lagrangian velocities
Figure 6.7: Comparison between DNS and the Bernoulli model for the evolutions of the space-Lagrangian velocity PDF and mean (inset). The PDF evolves from its initial PDF—the Eulerian velocity PDF, black circles—to its steady-state PDF—flux-weighted (FW) Eulerian velocity PDF, black diamonds. Blue and red crosses are DNS s-Lagrangian velocity PDFs at two intermediate distances. The Bernoulli model (dashed lines) underestimates the convergence rate for the probabilities of low velocities. The mean increases from the Eulerian mean (lower dashed line) to the flux-weighted mean (upper dashed line). The black dashed line is a fit of the Bernoulli model.

are in agreement. However for low velocities, the probabilities from the model are overestimated compared to those from DNS. This overestimation suggests that the convergence to the steady-state velocity PDF is too slow, for the low velocities. This result sheds light on a new finding. Since in the Bernoulli model the convergence rate is constant (i.e. \( \exp(\Delta s/\ell_c) \)), the difference between model and DNS suggests that the convergence rate of the s-Lagrangian velocity PDF is velocity dependent. In the next chapter, whose focus is on transport, we shall see that overestimating probabilities of low velocities leads to overestimating the tails of breakthrough curves. The difference between the s-Lagrangian velocity PDFs from DNS and from the Bernoulli model contrasts with the agreement found for the evolution of the mean s-Lagrangian velocity described above. The Bernoulli model is limited to reproduce the evolution of the s-Lagrangian velocity PDF.

Figure 6.8 shows a comparison between the evolution of the t-Lagrangian velocity PDF from DNS and the prediction made with the Bernoulli model. We observe that, as for the evolution of the s-Lagrangian distribution, the Bernoulli model fails in predicting the PDF convergence rate. At early times, the model reproduces the velocity PDF correctly, but we observe a slower convergence in time, which here manifests itself in underestimating the low velocities contribution.

In order to solve the issue regarding the slow converge of the PDF with the Bernoulli model, in the following we will consider a slightly more complex process, namely the Ornstein-Uhlenbeck process.
6.5.2 Ornstein-Uhlenbeck model

We propose an alternative mean-reverting model (Gardiner, 1986) to account for the velocity dependence in the evolution of s-Lagrangian velocity PDF. The s-Lagrangian velocity is obtained according to the bijective map

\[ v(s) = F[w(s)] \]  

(6.29)

from the Gaussian process \( w(s) \), which evolves according to the Langevin equation

\[ \frac{dw(s)}{ds} = -\gamma [w(s) - \mu] + \sqrt{2\kappa} \xi(s). \]  

(6.30)

in which \( \gamma \) and \( \kappa \) are parameters and \( \xi(s) \) is a Gaussian white noise with zero mean and unit variance. This stochastic Ornstein-Uhlenbeck (OU) process has this solution:

\[ w(s) = (w_0 - \mu) \exp(-\gamma s) + \mu + \sqrt{2\kappa} \int_0^s \exp[-\gamma(s-s')] \xi(s') ds'. \]  

(6.31)

The characteristic correlation length is given by \( \ell_c = \gamma^{-1} \) and the covariance of \( w_s(s) \) decay as \( \exp(-\gamma/s) \). The PDF \( p_w(w, s) \) satisfies the Smoluchowski equation (see Appendix K)

\[ \frac{\partial p_w(w, s)}{\partial s} = \frac{\partial}{\partial w} \gamma (w - \mu) p_w(w, s) + \kappa \frac{\partial^2}{\partial w^2} p_w(w, s). \]  

(6.32)
In steady state it reads as
\[ \gamma \frac{\partial}{\partial w} (w - \mu)p^\infty_w(w) = -\kappa \frac{\partial^2}{\partial w^2} p^\infty_w(w). \] (6.33)

Integrating Equation (6.33) we obtain the stationary PDF \( p^\infty_w(w) \) subject to the normalization condition
\[ \int_{-\infty}^{\infty} dwp^\infty_w(w) = 1. \] (6.34)

It is given by the Gaussian
\[ p^\infty_w(w) = \frac{\exp\left(-\frac{(w-\mu)^2}{2\kappa\gamma^{-1}}\right)}{\sqrt{2\pi\kappa\gamma^{-1}}}. \] (6.35)

In order to map \( w(s) \) onto a velocity process with a certain stationary streamwise PDF \( p_s(v) \), we consider the generic process characterized by \( \mu = 0 \), whose stationary mean and variance are 0 and 1, respectively and set \( \kappa = \gamma^{-1} \), thus reducing the number of parameters to one. Under this condition, the map \( F(w) \) of Equation (6.29) is such that
\[ \int dvp_s(v)F^{-1}(v) = \mu = 0, \quad = \int dvp_s(v)F^{-1}(v)^2 = \kappa\gamma^{-1} = 1 \] (6.36)

Alternatively, we can consider the OU process characterized by stationary mean and variance, which correspond to \( v(s) \) for a generic functional map \( F(w) \) such that
\[ \mu = \int dvp_s(v)F^{-1}(v), \quad \kappa\gamma^{-1} = \int dvp_s(v)F^{-1}(v)^2 - \mu^2 \] (6.37)

Figure 6.9 shows a comparison of the evolution of s-Lagrangian velocity PDF obtained by DNS and simulated with the OU model. The simulated velocity PDF plots closer to the PDF obtained by DNS at high and low velocities. This is an improvement compared to the Bernoulli model which was not able to reproduce the velocity dependent convergence rate at low velocities (compare with Figure 6.7). The reason why the OU model captures this convergence rate lies in the way velocities change at subsequent step. At each step, the velocity changes because of the noise term. In the Bernoulli model, however, a velocity may persist for several steps. Further insights on the shape and strength of the dependence between subsequent jumps may be gained with conditional probability distributions and copulas. This is ongoing work. For now, we note that the OU model is able to capture the velocity dependent rate of change for the evolution of the s-Lagrangian velocity PDF.

For the evolution of the mean of the s-Lagrangian velocity PDF, the OU model relaxes over a length \( \ell_c \) too. This parameter is estimated by fitting the
Figure 6.9: Comparison between DNS and the Ornstein-Uhlenbeck (OU) model for the evolutions of the space-Lagrangian velocity PDF and mean (inset). The PDF evolves from its initial PDF –the Eulerian velocity PDF, black circles— to its steady-state PDF –flux-weighted (FW) Eulerian velocity PDF, black diamonds. Blue and red crosses are DNS s-Lagrangian velocity PDF at two intermediate distances. The OU model (dashed lines) reproduces the velocity dependent rate of convergence for the probabilities of low velocities. Inset: As it evolves from the Eulerian mean (lower dashed line) to the flux-weighted mean (upper dashed line), the mean velocity obtained by DNS (blue dots) is reproduced by the model (black dashed line).

analytical solution that describes the evolution of \( w \), i.e. after the map of the s-Lagrangian velocity to \( w \). Figure 6.9 (inset) shows the prediction made by the OU model for the mean s-Lagrangian velocity, which is in agreement with the DNS. It appears that the parameter \( \ell_c \) of the OU model is smaller than in the Bernoulli model. This difference may be related to the shape of the correlation function in between subsequent jumps and it remains to be investigated. To link the medium property to the transport attribute, we shall explore an empirical relationship between this parameter and the level of heterogeneity of the \( K \) field in the next section.

Figure 6.10 shows a comparison between the temporal evolution of the t-Lagrangian velocity PDF from DNS and the prediction made with the Ornstein-Uhlenbeck model. Unlike the results obtained for the Bernoulli model, we observe excellent agreement for the log-normal case. For gamma-distributions of hydraulic conductivity, even though the agreement is not perfect, we observe an improvement for high values of velocities, while the tails at low velocity, which are characterized by very low probabilities, are not reproduced properly.
Figure 6.10: Comparison between DNS and the Ornstein-Uhlenbeck (OU) model for the evolutions of the time-Lagrangian velocity PDF. The PDF evolves from its initial PDF –the Eulerian flux-weighted velocity PDF, black circles– to its steady-state PDF –Eulerian velocity PDF, black diamonds. Blue and red crosses are DNS s-Lagrangian velocity PDF at two intermediate times. The OU model (dashed lines) better predicts the velocity dependent rate of convergence for the probabilities of low velocities.

6.5.3 Spatial correlation of space-Lagrangian velocities

To conclude this chapter, we investigate the relationship between medium and transport properties. To study if and how disorder impacts the fundamental parameter of our CTRW model, i.e. the correlation length along trajectory, \( \ell_c \), we explored its dependence on \( \sigma^2 \ln K \). The correlation length of the \( K \)-field (\( \lambda_K \)) and the level of heterogeneity (\( \sigma^2_{\ln K} \)) of the \( K \)-field can be estimated from field experiments. Relating medium properties to transport properties is of interest for prediction purposes. Below we shall discuss a correlation length \( \ell_c \) normalized by the correlation length of the \( K \)-field \( \lambda_K \). For \( 0.1 \leq \sigma^2_{\ln K} \leq 7 \) in the \( \ln K \)-fields, \( \ell_c \) from the Bernoulli and Ornstein-Uhlenbeck models was estimated with the evolution of the mean velocity and of the \( w \) process respectively.

Figure 6.11 shows the positive dependence of \( \ell_c \) on \( \sigma^2_{\ln K} \). This dependence concurs previous work of Cvetkovic et al. (1996), that explored the dependence between the correlation length of Lagrangian velocity projected on the longitudinal direction of the mean flow for \( \ln K \)-fields and \( \sigma^2_{\ln K} \) up to 4. The authors provided an empirical relationship to predict the correlation length of the velocities based on the value of \( \sigma^2_{\ln K} \). We note that this relationship may predict \( \ell_c \) values for the Bernoulli model too. For this model, \( \ell_c \) of this study 1) are in close agreement with those of Cvetkovic et al. (1996) and 2) extend to higher \( \sigma^2_{\ln K} \). In contrast, \( \ell_c \) is always smaller when it is estimated with the OU model and the previous relationship can not be applied. Hence, we propose a new empirical relationship to describe the dependence between \( \ell_c \) from the OU model and \( \sigma^2_{\ln K} \).
Figure 6.11: Comparison between the correlation length of Lagrangian velocities along trajectories estimated with the Bernoulli model (red circles), the Ornstein-Ulhenbeck model (blue triangles) and reference values (Cvetkovic et al., 1996) (black circles) and empirical relationship (dash line). The double dash line shows a linear regression ($y = 0.180984 \times x + 2.22144$) for the OU model. The length $\ell_C$ is obtained by fitting the evolution of the mean Lagrangian velocity for the Bernoulli model and the mean $w$ for the Ornstein-Ulhenbeck model has discussed in the text. The correlation length of Lagrangian velocities increases with increasing heterogeneity of the $K$ field. The figure on the left shows $\ell_c$ estimated with $w$ for the $\gamma_K$-fields (red crosses).

The new relationship has a smaller slope ($1/3$ vs $\approx 1/5$). These shorter length and smaller slope may be related to the mapping of the mean $s$-Lagrangian velocity to the $w$ process. This map contains information on the correlation of subsequent velocities and the study of these transitions is on going. In summary, we confirm the existence of a characteristic length scale for the $s$-Lagrangian velocity distribution. This length is longer than the correlation length of the $\ln K$-field, it depends on the heterogeneity of the $\ln K$-field and it is model dependent. Note that the new empirical relationship we proposed is valid for $\sigma_{\ln K}^2 > 0$ and the OU model.

In this study, we consider multi-Gaussian $K$-fields with the same correlation structure but different point distributions. Using the same structure allow us to inspect the effect of contrasting point $K$ distributions on Lagrangian properties such as the characteristic correlation length scale of the $s$-Lagrangian velocity, and the impact of this length on transport. However, the structure of the hydraulic conductivity field may change (e.g. connected fields or stratified media) and this change can impact transport properties and the effective associated models (Le Borgne et al., 2008b).
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6.6 Summary and Conclusions

In this chapter, we have investigated the velocity organization in Darcian heterogeneous flows and we have studied the relationship between flow properties and transport dynamics attributes. We have studied different configurations of medium disorder by considering random multi-Gaussian hydraulic conductivity fields characterized by broad distributions of point values. Specifically, we have considered log-normal fields characterized by high values of $\sigma_{\ln K}^2$, as well as truncated Gamma-distributed conductivities. While the first choice represents a standard approach, the power-law distribution is motivated by the necessity to explore different scenarios and quantify the impact of disorder on Eulerian and Lagrangian velocities. As we recalled previously, these distributions appeared to be relevant for real systems (Haslauer et al., 2012).

Regardless the specific choice of the distribution of $K$, we have shown how flow and transport attributes are related. To this end, we have considered the statistics of Eulerian and Lagrangian velocities and we have studied the relationship between them. We have pointed out the importance of the sampling mode of Lagrangian velocities by distinguishing between t-Lagrangian velocities, sampled isochronally, and s-Lagrangian velocities, sampled equidistantly. We have found that the statistics of t-Lagrangian velocities is the same as for the Eulerian velocities. In contrast, s-Lagrangian velocities follow a different statistics, as their PDF is obtained from the Eulerian PDF through flux-weighting. We have proven that this result is valid for Darcy flows under the hypotheses of incompressibility and ergodicity.

Next, we have investigated the impact of different injection conditions on Lagrangian velocities. To this end, we have considered two different injection modes, namely resident (uniform) injection and flux-weighted injection. We have seen that Lagrangian velocities are stationary in time for uniform injection, while the steady state for s-Lagrangian velocities is represented by flux-weighted conditions. We have studied the non-stationary scenarios for t- and s-Lagrangian velocities and we have observed the corresponding evolutions towards the steady-state in terms of both Lagrangian velocities PDF and its moments. We have showed that the Bernoulli model, based on stochastic relaxation with constant rate, can capture the evolution of the mean and the variance of s-Lagrangian velocities, but the estimated evolution of the Lagrangian PDFs is too slow. Hence, we have proposed an Ornstein-Uhlenbeck process to describe the velocity transitions. This mean-reverting approach has allowed us to describe and predict the evolution of Lagrangian velocity statistics in terms of the sole correlation length of s-Lagrangian velocities.

In order to estimate this parameter, which is crucial for the parameterization of both the Bernoulli and the OU model, we have studied its relationship with the variance of $\ln K$, i.e. a medium attribute. We have showed that $\ell_c$ is model-dependent. In fact, for the Bernoulli model the correlation length grows with increasing log-variance in a way that appears to be consistent with literature results (Cvetkovic et al., 1996). In contrast, for the OU model, the correlation
length relates to $\sigma^2_{\ln K}$ through a different linear behavior that we have empirically determined.

This work sheds new light on fundamental issues for the description of transport attributes in Darcian heterogeneous flow fields and it paves the way for the definition of a large-scale predictive transport formulation, as we will show in the next chapter.
Transport in heterogeneous Darcy flows

7.1 Introduction

Understanding transport in porous media is important to perform predictions of contaminant dispersion in groundwater among others. In nature, flow and transport in porous medium is in general complex. For instance variations in sedimentation sequences or geological history lead to structural heterogeneity, which impact the hydraulic conductivity tensor. At Darcy’s scale, heterogeneous hydraulic conductivity fields and groundwater flow velocities vary over length scales (Gelhar, 1993). Velocity variations affect particle dispersion, which may not be described by effective advective dispersive (Fickian) model that use constant drift and diffusion parameters. An alternative and effective framework to model transport in porous media is the Continuous Time Random Walk (CTRW). It has been used to model transport from the pore (Bijeljic and Blunt, 2006; de Anna et al., 2013; Kang et al., 2015a; Holzner et al., 2015) to Darcy (Le Borgne et al., 2008b; Dentz and Castro, 2009) and field scales (Scher et al., 2002) and showed to be suitable to model non-Fickian transport. CTRW may overcome some limitations of other modeling frameworks, such as perturbative theory, which impedes describing dispersion processes in very heterogeneous porous media ($\sigma^2_{\text{lnK}} \geq 4$). Temporal velocity series in heterogeneous flows are characterized by intermittent behavior (de Anna et al., 2013; Kang et al., 2014; Puyguiraud et al., 2017), which can be described with correlated CTRW models based on transition probabilities (Le Borgne et al., 2008a). Recent theoretical advances extended this CTRW models to include the evolution of the velocity distribution (Dentz et al., 2016a).

As we showed in Chapters 5 and 6, velocity correlation is described through spatial Markov models that are parameterized in terms of the streamwise correlation length. These models account for the evolution of the Lagrangian velocity...
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PDFs in non-stationary conditions. Velocity stationarity is determined by the injection and detection modes. The flux-weighted Eulerian distribution is the steady-state velocity PDF for equidistantly-sampled Lagrangian velocities. The Eulerian PDF represents the steady-state for isochronally-sampled Lagrangian velocities. As we showed in Chapter 6, we have investigated the velocity organization in Darcy flows through heterogeneous porous media characterized by random disorder configurations. By considering two Markov velocity models, the Bernoulli and the Ornstein-Uhlenbeck (OU) models, for the evolution of t- and s-Lagrangian velocities PDFs. The Bernoulli model fails in predicting the evolution rate of the Lagrangian velocity PDF. This issue will impact on transport features, such as the spatial density profiles and the breakthrough curves. To address this issue, we have developed the Ornstein-Uhlenbeck model that provides more accurate predictions for the velocity evolution and consequently for transport description.

This Chapter focuses on proposing a correlated CTRW model for the upscaling of transport in heterogeneous Darcian flow fields. This model is parameterized in terms of the streamwise correlation length, the velocity PDF at the injection. It makes use of the Bernoulli and the OU models to describe velocity evolution. This represents a novelty in comparison with previous approaches that were based on velocity transition probabilities which are complicated to obtain (they are obtained by solving the transport problem). We investigate the impact of disorder and injection modes on transport observables, including the spatial density of particles, the moments of particle displacements and first passage time distributions at a plane. To this end, we consider Darcy flows in random hydraulic conductivity fields characterized by multi-Gaussian structure and broad distributions of point values. Alongside with the traditionally used log-normal distribution, we also consider conductivity PDFs that are characterized by power-law tails towards low values. This choice is motivated by the observation that real aquifers may exhibit this kind of disorder properties (Haslauer et al., 2012). In our CTRW, disorder is mapped onto the distribution of transition times through the Eulerian and the flux-weighted Eulerian velocity PDF. The results that we obtain are tested against direct numerical simulations performed as in Chapter 6 and excellent agreement is found.

7.2 Methodology

In this section, we present the methodology that we will adopt in the paper. This methodology is composed of two phases. First we perform direct numerical simulations that provide us with the statistical information of the dynamic properties of the flow that we need to parameterize our continuous time random walk model. For this stage, which includes random hydraulic conductivity field generation, flow solution in steady conditions, particle tracking and Eulerian and Lagrangian velocity statistics, we refer to Chapter 6. In this chapter, we will use
the following distributions of hydraulic conductivity

\[
\psi_K(K) = \begin{cases} 
\psi_L(K) = \frac{1}{\sqrt{2\pi \sigma_{lnK}^2}} \exp \left\{ -\frac{[\ln(K) - \mu]^2}{2\sigma_{lnK}^2} \right\} \\
\psi_T(K) = A(\alpha, K_1, K_2) K^{\alpha-1} \exp \left\{ -K_2 K - \frac{K}{K} \right\},
\end{cases}
\]  

(7.1)

where \(\mu\) is the geometric mean, \(K_1\) and \(K_2\) are the lower and upper cut-off, respectively, \(\alpha\) is the shape parameter of the truncated Gamma distribution and \(A(\alpha, K_1, K_2)\) is a normalization factor which is calculated numerically. In this work we will take \(K_2 = 10^{-11}\). Notice that the degree of heterogeneity is given by the variance of \(\ln(K)\) in the former case and by the exponent of the power-law distribution in the latter. The second part of our methodology include the definition and parameterization of a CTRW model.

### 7.2.1 CTRW model

In order to model dispersion in the presented Darcy fields, we make use of a CTRW approach. In Chapter 5 we show that under the condition of ergodicity the PDFs of Lagrangian velocities evolve from the injection conditions towards a steady-state distribution that depends on the sampling. Namely, the t-Lagrangian steady-state PDF is \(p_{t,ss}(v) = p_e(v)\), while the s-Lagrangian steady-state PDF equals the flux-weighted Eulerian (5.10). Thus, our model has to be correlated and account for ageing, i.e. the evolution of the joint transition lengths and times PDFs. Particle motion along streamlines are given by

\[
x(t) = x[s(t)] \\
v(t) = v_s[s(t)],
\]

(7.2)

where

\[
\frac{dx(s)}{ds} = T^{-1} \\
\frac{ds(t)}{dt} = v(t) \\
\frac{dt(s)}{ds} = \frac{1}{v_s(s)},
\]

(7.3)

where \(T\) is the average tortuosity. The joint distribution of positions and velocities at a given time is defined as

\[
p(x, v; t) = \int_0^\infty ds \langle \delta[s - s(t)] \delta[x - x(s)] \delta[v - v(s)] \rangle.
\]

(7.4)

We use now the following property of Dirac’s delta

\[
\delta[s - s(t)] = \frac{\delta[t - t(s)]}{ds(t)/dt},
\]

(7.5)

which, in virtue of the equivalence \(ds(t)/dt = v(t) = v_s[s(t)]\), reads

\[
\delta[s - s(t)] = \frac{\delta[t - t(s)]}{v_s(s)}.
\]

(7.6)
By substituting the latter into Equation (7.4), we get

\[ p(x, v; t) = \int_0^\infty ds v^{-1} R(x, v, t; s) \]  

(7.7)

where we defined

\[ R(x, v, t; s) = \langle \delta[t - t(s)]\delta[x - x(s)]\delta[v - v(s)] \rangle. \]  

(7.8)

By considering an increment of length \( \Delta s \), we can write

\[ R(x, v, t; s + \Delta s) = \int_0^\infty dv' r(v, \Delta s|v') R(x - \Delta s/T, v', t - \Delta s/v'; s). \]  

(7.9)

We consider the limit \( \Delta s \to 0 \) and perform the Taylor expansion

\[ R(x - \Delta s/T, v, t - \Delta s/v; s) = R(x, v, t; s) - \frac{\Delta s}{T} \frac{\partial}{\partial x} R(x, v, t; s) \]

\[- \frac{\Delta s}{v} \frac{\partial}{\partial t} R(x, v, t; s) + ... \]  

(7.10)

so that Equation (7.9) reduces to

\[ R(x, v, t; s + \Delta s) = \int_0^\infty dv' r(v, \Delta s|v') R(x, v', t; s) \]

\[- \int_0^\infty dv' r(v, \Delta s|v') \Delta s \left[ \frac{1}{T} \frac{\partial}{\partial x} + \frac{1}{v'} \frac{\partial}{\partial t} \right] R(x, v', t; s). \]  

(7.11)

Since \( \Delta s \to 0 \), we further obtain

\[ \frac{\partial R(x, v, t; s)}{\partial s} = \int_0^\infty dv' r(v, \Delta s|v') \Delta s \left[ R(x, v', t; s) - R(x, v, t; s) \right] \]

\[- \left[ \frac{1}{T} \frac{\partial}{\partial x} + \frac{1}{v'} \frac{\partial}{\partial t} \right] R(x, v, t; s). \]  

(7.12)

Note that \( \lim_{\Delta s \to 0} r(v, \Delta s|v') = \delta(v - v') \). By substituting Equation (7.12) into Equation (7.7) we get

\[ \frac{\partial p(x, v; t)}{\partial t} + \frac{v}{T} \frac{\partial p(x, v; t)}{\partial x} = -vp(x, v; t) + \int_0^\infty dv' v r(v, \Delta s|v') \frac{\Delta s}{\Delta s} p(x, v'; t). \]  

(7.13)

In the CTRW framework, particle motion along their trajectories is described by the following recursive relations

\[ x_{n+1} = x_n + \zeta \quad t_{n+1} = t_n + \frac{\ell_c}{v_n} \quad v_{n+1} = v'_n \]  

(7.14)
where \( \zeta = \ell_c / T \) represents a characteristic length over which the s-Lagrangian velocity \( v_n = v_s(x_n) \) de-correlates, since \( \ell_c \) is the correlation length of the Lagrangian velocity along the streamline. The velocities \( v' \) are drawn from an evolving PDF, as we discuss in Section 7.2.2. Particle velocities are constant within this distance, so subsequent transition times \( \tau_n = \ell_c / v_n \) are independent identically distributed random variables. Thus, the joint PDF of transition times and lengths is given by

\[
\psi(x,t) = \delta(x - \zeta) \psi(t), \tag{7.15}
\]

where \( \psi(t) = \frac{\ell_c^2}{16} p_s(\ell_c/t) = \frac{\ell_c^2}{(v_e)_{13}} p_e(\ell_c/t) \) (Dentz et al., 2016a).

### 7.2.2 Velocity transition model

As we showed in Chapter 6, the velocity statistics evolves towards the stationary conditions, which depend on the sampling method. For equidistant sampling, the steady-state is represented by the flux-weighted velocity distribution. In order to account for this evolution, we use and compare two models that we present ordered by increasing complexity.

**Bernoulli model**

First, we consider the Bernoulli model based on a stochastic relaxation process

\[
v_s(s + \Delta s) = [1 - \xi(s)]v(s) + \xi(s)v'(s), \tag{7.16}
\]

where the \( \nu(s) \) are distributed according to the steady-state velocity PDF and the \( \xi(s) \) are independent identically-distributed Bernoulli variables, which take the value 1 with probability \( 1 - \exp[-\Delta s/\ell_c] \) and 0 with probability \( \exp[-\Delta s/\ell_c] \). Their PDF is given by (5.33e) and the transition probability \( r(v, s|v') \) is given by (5.33f). This velocity process is fully determined by Equation (7.16) and by the initial velocity distribution. The Bernoulli model represents the simplest model for velocity evolution.

**Ornstein-Uhlenbeck model**

As we have shown in Chapter 6, stochastic relaxation enables us to capture the velocity statistics in the asymptotic regime, but the convergence to the steady-state is too slow. Thus, we make use of the mean-reverting Ornstein-Uhlenbeck (OU) process, where the velocity is given by the bijective map

\[
v(x) = F[w(x)] \tag{7.17}
\]

of the Gaussian process \( w(x) \) that evolves according to the Langevin equation

\[
\frac{dw(x)}{dx} = -\ell_c^{-1}[w(x) - \mu_w] + \sqrt{2\ell_c \eta(x)}, \tag{7.18}
\]
where $\eta(x)$ is Gaussian white noise and

$$\mu_w = \int dv p_s(v) F^{-1}(v). \quad (7.19)$$

The solution of (7.18) is given by

$$w(x) = (w_0 - \mu_w) \exp(-x/\ell_c) + \mu_w + \sqrt{2\ell_c}$$

$$+ \sqrt{2\ell_c} \int_0^x dx' \exp\left[-\frac{(x-x')}{\ell_c}\right] \eta(x'). \quad (7.20)$$

The distribution $p_w(w, x)$ of the stochastic process $w(x)$ satisfies the Smolu-
choski equation (see Appendix J)

$$\frac{\partial p_w(w, x)}{\partial x} = \ell_c^{-1} \frac{\partial}{\partial w}(w - \mu_w)p_w(w, x) + \ell_c \frac{\partial^2}{\partial w^2} p_w(w, x), \quad (7.21)$$

which in stationarity conditions reduces to

$$\ell_c^{-1} \frac{\partial}{\partial w}(w - \mu_w)p^\infty_w(w) = -\ell_c \frac{\partial^2}{\partial w^2} p^\infty_w(w), \quad (7.22)$$

where $p^\infty_w(w)$ is the stationary PDF. By solving Equation (7.22) and because the
steady PDF must be normalized to 1, we get the Gaussian PDF

$$p^\infty_w(w) = \frac{\exp\left(-\frac{(w-\mu_w)^2}{2\ell_c^2}\right)}{\sqrt{2\pi \ell_c^2}}. \quad (7.23)$$

In $x + \Delta x$, the solution (7.20) reads

$$w(x + \Delta x) = [w(x) - \mu_w] \exp(-\Delta x/\ell_c) + \mu_w$$

$$+ \sqrt{2\ell_c} \int_0^{x+\Delta x} dx' \eta(x') \exp[-(x-x')/\ell_c]. \quad (7.24)$$

Hence, the transition probability is given by

$$p_w(w, \Delta x|w') = \frac{\exp\left(-\frac{[w-\mu_w - (w'-\mu_w) \exp(-\Delta x/\ell_c)]^2}{2\ell_c^2[1 - \exp(-2\Delta x/\ell_c)]}\right)}{\sqrt{2\pi \ell_c^2[1 - \exp(-2\Delta x/\ell_c)]}} \quad (7.25)$$

Finally, the PDF of the stochastic process $w$ evolving from the initial condition
$p_w(w, 0)$ is given by

$$p_w(w, x) = \int_0^\infty dw' p_w(w, x|w')p_w(w', 0). \quad (7.26)$$
In the numerical simulations, the evolution of $w$ is performed through the discrete Kolmogorov equation for the process (7.18)

$$w(x + \Delta x) = w(x)[1 - \Delta x/\ell_c] + \sqrt{2\ell_c \Delta x} \eta(x),$$

(7.27)

The new velocity is given by inverse mapping $v(x + \Delta x) = F[w(x + \Delta x)]$.

### 7.3 Transport behavior

In this section we present the results of the CTRW model presented in Section 7.2. We consider both the relaxation and the Ornstein-Uhlenbeck (OU) model for the description of the velocity PDF evolution and we study the impact of different injection conditions. We compare the transport observables obtained from the CTRW model to direct numerical simulations. In the following, the results from DNS are intended as ensemble-averaged over 100 realizations of the conductivity field. We consider as diagnostic measures of transport the spatial density $c(x, t)$ and its moments, as well as the breakthrough curves $f(t, x)$.

#### 7.3.1 Spatial particle density

Here we consider the spatial density integrated along the mean flow direction. We present results for fields characterized by the log-normal distribution $\psi_L(K)$ and the power-law distribution $\psi_T(K)$ (7.1) of hydraulic conductivities. Figure 7.1 shows the particle concentration obtained through direct numerical simulations (100 realizations, $10^4$ particles/realization) and CTRW numerical simulations with a) the stochastic relaxation process and b) the Ornstein-Uhlenbeck model for the evolution of the velocity PDF. We observe that the relaxation-based CTRW model does not provide the correct results. This is due to the fact that the stochastic relaxation process does not describe accurately the velocity PDF evolution (see Chapter 6). In particular, we observe that for uniform injection low velocities are over-sampled and the concentration of particles trapped at the inlet is overestimated. This is more evident in the log-normal case, for which $\sigma_{\ln K}^2$ is much higher. The OU-CTRW, on the other hand, guarantees a better convergence towards the steady-state velocity PDF. Thus, the agreement with the Monte Carlo simulation is improved. In particular, we find the peak at the correct position $x_p = \langle v_e \rangle t$ for both the log-normal and the truncated Gamma cases. On the basis of these considerations, in the following we will make use of the OU model. A different injection condition, other than uniform or flux-weighted is now considered. It consists in injecting particles in regions of low velocity. This choice is motivated by the MADE site experiment, where the tracer injection was performed in low permeability regions. In our simulations, injection of particles is performed along a line, but only the velocities belonging to the first 10 percentiles of the Eulerian velocity PDF are taken into account. Figure 7.2 shows the spatial density profile at $t^* = 47.17\tau_v$ obtained by Monte Carlo and by CTRW-OU numerical simulations. Because the initial velocities are very low, particles travel on average less distance than in the uniform and
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Figure 7.1: Ensemble-averaged spatial density profile obtained by Monte Carlo simulations (100 realizations, $10^4$ particles/realization) for uniform (squares) and flux-weighted (circles) injection. Results for the $K$ distribution $\psi_L$ with $\sigma_{\ln K}^2 = 7$ at $t^* = 35.6\tau_v$ (left panel) and $\psi_T$ with $\alpha = 1/2$ at time $t^* = 47.1\tau_v$ (right panel). Results are compared with CTRW numerical simulations with stochastic relaxation (dashed) and the Ornstein-Uhlenbeck model (solid). In CTRW simulations we use $10^7$ particles. Blue lines are for uniform injection, red lines for flux-weighted injection.

flux-weighted injection cases. Moreover, a significant amount of particles are so slow that they travel less than a correlation length by the control time $t^*$.

7.3.2 Moments of particle displacements

Now we consider the temporal evolution of the moments of particle displacements. The mean displacement grows linearly as

$$\mu_x(t) = \begin{cases} \langle v_i \rangle / Tt & t \ll \tau_v \\ \langle v_e \rangle / Tt & t \gg \tau_v, \end{cases}$$

(7.28)

where $\langle v_i \rangle$ is the mean velocity at the injection and $\tau_v = \ell_c / \langle v_e \rangle$. In the early time regime the linear behavior is governed by the mean velocity at the inlet, which depends on the injection conditions. Notice that for uniform injection it is given by the mean Eulerian velocity, for flux-weighted injection it is the mean of the flux-weighted velocity PDF $p_{s,ss}(v)$. In the asymptotic time regime, as the velocity PDF evolves towards the steady-state $p_{t,ss}(v) = p_e(v)$, the mean displacement behaves as $\mu_x(t) = \langle v_e \rangle / Tt$, regardless the injection conditions.

In Section 5.4 we derived the dispersion coefficient for steady-state and transient injection conditions. The variance of particle displacements is given by the Kubo’s formula

$$\kappa_x(t) = 2 \int_0^t dt' D(t')$$

(7.29)
Figure 7.2: Ensemble-averaged spatial density profile at time $t^* = 47.1\tau_v$ obtained by Monte Carlo simulations (100 realizations, $10^4$ particles/realization) for injection in low velocity regions (circles). We use the $K$ distribution $\psi_T$ with $\alpha = 1/2$. Results are compared with CTRW-OU numerical simulations (blue solid line). In CTRW simulations we use $10^7$ particles.

At early times, the dispersion coefficient $D(t)$ is given by Equation (5.92). Here, we divide by $T^2$ because we look at the projection along the main flow direction. By substituting this expression into (7.29), we get for $t \ll \tau_v$

$$\kappa_x(t) = \langle (v_0 - \langle v_0 \rangle)^2 \rangle t^2 / T^2. \quad (7.30)$$

The ballistic behavior at early times arises for every injection condition as a consequence of the fact that particles are still moving within one correlation length and thus keep their initial velocity. The multiplicative factors depend on the injection condition. As expected, for flux-weighted injection, the variance is initially larger. The behavior of the dispersion coefficient in the long-time regime depends on the disorder configuration. We will now distinguish between log-normal and truncated-Gamma distributions.

**Log-normal $K$ fields**

In Chapter (6) we showed that for low conductivity values, we can approximate the velocity PDF with a log-normal distribution. This means, the distribution of Eulerian velocities $p_e(v)$ has finite moments. Thus, the solution for the dispersion coefficient (5.96) holds. By substituting this expression into Equation (7.29), we get the linear growth

$$\kappa_x(t) = 2D^e t. \quad (7.31)$$
However, in Figure 7.3 we observe a power-law scaling $\sim t^{1.3}$. Indeed, this is not a real power-law, but a pre-asymptotic regime since, due to the finite size of the domain, we couldn’t reach the asymptotic regime. This kind of behavior arises as a consequence of the fact that log-normal distributions with large variances can be fitted with a power-law over up to one order of magnitude.

Figure 7.3: Moments of the spatial distribution from Monte Carlo simulations (100 realizations, $10^4$ particles/realization) for uniform (squares) and flux-weighted (circles) injection. We use the log-normal $K$ distribution (7.1) with $\sigma_{\ln K}^2 = 7$. Comparison with the CTRW-OU model with $10^4$ particles. Blue dashed line is for uniform injection, red dashed line is for flux-weighted injection. (Left) Mean displacement. Black lines indicate the early-time behavior (7.28). (Right) Variance of particle displacement. Black lines show early-time behavior (7.30), the green line is the asymptotic behavior $t^{1.3}$.

**Truncated Gamma $K$ fields**

We assume here that the sampled Eulerian PDF can be approximated by the Gamma PDF Eq. (5.59) (see Figure 7.4). This approximation is valid for times shorter than the cut-off time $\tau_c = \ell_c/v_c$, where $v_c$ is the cut-off velocity of the sampled Eulerian PDF. Thus, in Equation (5.59) we set $v_0 = \langle v_e \rangle$ and the exponent $\beta$ is obtained by fitting the Gamma distribution to the sampled PDF. For $\alpha = 1/2$, we get $\beta = 0.58$. With this hypothesis, the dispersion coefficient in the long time regime is given by Equation (5.93) for stationary conditions and (5.94) for the non-stationary case. By inserting these expressions into Equation (7.29) we get for $t \gg \tau_v$

$$
\kappa_x(t) = \begin{cases} 
2c_\beta \langle v_e \rangle \ell c \tau_0^{\beta-1} t^{2-\beta} & \text{steady} \\
2c_\beta \langle v_e \rangle^2 \tau_0^{\beta} t^{2-\beta} & \text{non-steady},
\end{cases}
$$

(7.32)
Figure 7.4: Sampled Eulerian velocity PDF (circles) from Monte Carlo simulations and fitted Gamma velocity PDF (5.59) with exponent $\beta = 0.58$ (solid line).

where $c_\beta = c\beta[(1-\beta)(2-\beta)\bar{T}^2]^{-1}$ and $c$ is defined in Section 5.4. Notice that for both stationary and non-stationary injection conditions the variance of particle displacements scales with the same power $t^{2-\beta}$. The exact behavior depends on the initial conditions. As for the dispersion coefficient, while the variance grows faster for stationary conditions at early times, it increases more slowly in the long time regime.

The full behavior of the mean displacement obtained by Monte Carlo and CTRW-OU numerical simulations is shown in Figure 7.5 for the velocity PDF $\psi_T(v)$ with $\alpha = 1/2$. Good agreement between direct simulations and our model is found.

### 7.3.3 Breakthrough curves

Here we consider the breakthrough curves at the control plane $x = x^*$. We compare the results from Monte Carlo simulations to those of the CTRW based on the stochastic relaxation for the velocity PDF evolution and with the CTRW-OU. Figure 7.6 shows the first passage time distributions obtained by Monte Carlo simulations for log-normal and power-law $K$ fields. In the case of flux-weighted injection, the initial velocity PDF is the steady-state. Thus, the peak of the FPTD is given by those particles that move with average velocity $\langle v_s \rangle$ at it is located at

$$t_p = x^*/\langle v_s \rangle.$$  \hspace{1cm} (7.33)

If the control plane is located at a large distance, at which the velocity PDF is already stationary, the peak time is given by (7.33), regardless the injection
conditions. In contrast, at intermediate distances this is not the case, since the mean velocity evolves with the traveled distance, as we showed in Section 5.4. The first passage time distribution is given by

\[ f(t, x) = \langle \delta[t - t_{n_x}] \rangle, \]

(7.34)

where \( n_x = \max[n | t_n \leq t(x)] \) is the number of steps needed to arrive at \( x \). Because the spatial increments are constant, it is given by \( n_x = x/\zeta \). In the asymptotic regime, i.e. for \( t \gg \tau_s \), the FPTD behavior is governed by the statistics of slowest particles. Thus, for log-normal fields we observe log-normal tails which originates from the PDF of the inverse velocities

\[ f(t, x) \propto \begin{cases} x t^{-2} \exp \left[ -\frac{(\ln(x/t) - \langle v_e \rangle)^2}{2\sigma^2_e} \right] & \text{steady} \\ t^{-1} \exp \left[ -\frac{(\ln(x/t) - \langle v_e \rangle)^2}{2\sigma^2_e} \right] & \text{uniform injection} \end{cases} \]

(7.35)

where \( \sigma^2_e \) is the Eulerian velocity variance. For the power-law distribution of velocities (5.59), the first passage time distribution scales as a power-law, whose exponent depend on the injection conditions

\[ f(t, x) \propto \begin{cases} x^{1+\beta} t^{-2-\beta} & \text{steady} \\ x^\beta t^{1-\beta} & \text{uniform injection} \end{cases} \]

(7.36)
The full behavior of the FPTD obtained from Monte Carlo simulation is shown in Figure 7.6: First passage time distributions at the control plane $x^* = 2\lambda_c$ from Monte Carlo simulations with uniform (squares) and flux-weighted (circles) injection. Comparison with relaxation-based CTRW (dashed) and OU-CTRW (solid). Blue lines are for uniform injection, red lines are for flux-weighted injection. (Left panel) Results from log-normal $K$ fields. (Right panel) Results from power-law $K$ fields.

Figure 7.6 together with the predicted results from the relaxation-based CTRW and the CTRW-OU. Under flux-weighted injection conditions, because of stationarity the two models provide similar results and they both are in good agreement with direct numerical simulations. When different injection conditions occur, the stochastic relaxation process does not capture the velocity PDF transition towards steady-state properly. For uniform injection, we observe that the first arrivals are delayed and that the tails are too heavy. This is a consequence of the persistence of low velocities sampled from the Eulerian PDF.

### 7.4 Summary and conclusions

We have studied the impact of disorder on non-Fickian transport in Darcy flows by considering different heterogeneity scenarios characterized by broad distributions of the hydraulic conductivity. Based on the Eulerian and Lagrangian statistics analysis of the previous chapter, we have proposed a CTRW model that is parameterized in terms of transport-independent quantities, which provides it with a predictive character. This CTRW accounts for velocity transitions through a mean-reverting process whose parameterization depends only on the streamwise correlation length. The transition time PDF contains the dynamical information relative to the distribution of Eulerian and steady-state velocities. The proposed model can correctly describe and predict the spatial particle density for different $K$ distributions and different injection conditions, as well as the temporal evolution of the moments of particle displacements. We observe that the characteristic time scale of advection induces the formation of two distinct
time regimes, which arise for both stationary and non-stationary velocity PDFs. In the early-time regime, particles are, on average, moving within a correlation length from injection. This means, they have not experienced the heterogeneity of the flow field. Thus, transport behavior in this regime is ballistic. In the asymptotic regime, we observe different behaviors for log-normal and truncated Gamma fields, which are related to the details of the distributions. We observe that the variance of mean squared displacement scales as $t^{2-\beta}$ for truncated-Gamma fields, while we observe a $t^{1.3}$ scaling for log-normal fields. The latter behavior is not a real power-law regime, but it is a pre-asymptotic effect which is due to the finite size of the domain. This effect is related to the fact that log-normal distributions with high variances can be fitted with power-laws for up to an order of magnitude. The observed is a pre-asymptotic regime that represents a transition from the early-time ballistic to the predicted asymptotic linear behavior. Remarkably, for all the disorder configurations, we observe faster growth in case of non-stationary injection conditions. This is due to the fact that for uniform injection a larger amount of particle gets retained in low velocity zones. The contrast between these very slow particles and those that move with average velocity provokes a stretching of the particle density plume and, consequently, a faster grow rate of the variance. We have derived analytical expressions for both the early-time and the asymptotic behaviors of the moments. Next, we have studied the response of the first passage time distributions to different disorder and injection conditions. Resident injection gives rise to delayed arrivals due to the higher weight attributed to low velocities. The tails of the breakthrough curves are determined by the low velocities. For log-normal fields, the velocity distribution can be approximated with a log-normal for small values of $K$ and $v$. Hence, the FPTD also exhibits a log-normal behavior at long times. For truncated Gamma fields, the tails of the FPTD are fully determined by the Eulerian velocity PDF for stationary injection conditions. In transient conditions, the tails are determined by the velocity PDF at the injection, since the behavior is governed by the slowest particles according to the big jump principle for the sum of independent random variables that follow an heavy-tailed distribution.

In conclusion, the proposed CTRW model, based on the Ornstein-Uhlenbeck velocity transition process can describe and predict normal and anomalous transport behaviors on the basis of transport-independent attributes. This work provides a large-scale transport formulation which can serve as a starting point for the modeling of laboratory and field experimental results.
Diffusion in structured disordered media

Abstract

We elucidate the impact of diffusive motion on the nature of anomalous dispersion in layered and fibrous disordered media. We consider two types of disorder characterized by quenched random velocities and quenched random retardation properties. Purely advective particle motion is ballistic in both disorder models. This changes dramatically in the presence of transverse diffusion, which leads to dimension-dependent disorder sampling. For \( d \leq 3 \) dimensions, heavy-tailed velocity distributions render large scale particle motion a correlated Lévy flight, while transport in the quenched random retardation model behaves as a biased continuous time random walk with correlated time increments.

8.1 Introduction

Anomalous dispersion can be seen as the result of the interaction of microscopic advective-diffusive mass transfer and spatial disorder, which may hinder or facilitate transport. Subdiffusive transport may be induced by crowdedness, randomly distributed traps and retardation properties, which quantify physical and chemical interactions between the transported substance and the medium. Superdiffusion on the other hand may be induced by strong disorder correlation (Bouchaud and Georges, 1990; Szymanski and Weiss, 2009; Dentz and Bolster,

This chapter is based on the paper “A. Comolli & M. Dentz - Impact of diffusion on anomalous dispersion in structured disordered media: from correlated Lévy flights to continuous time random walks, PRE, Accepted”.
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Anomalous dispersion as manifested for example in heavy-tailed first-passage time distributions, and non-linear evolution of particle displacement variance has been ubiquitously observed across spatial and temporal scales ranging from natural and engineered porous media (Scher and Lax, 1973; Matheron and de Marsily, 1980; Berkowitz and Scher, 1997; Cushman and Ginn, 2000; Seymour et al., 2004; Berkowitz et al., 2006; Le Borgne et al., 2008a; Bijeljic et al., 2011b; Holzner et al., 2015), biological tissue (Caspi et al., 2000; Swanson et al., 2003; Barkai et al., 2012; Manzo et al., 2015), optical media (Barthelemy et al., 2008, 2010), turbulence (Shlesinger et al., 1987) and other physical systems (Klafter and Sokolov, 2005). Anomalous dispersive behaviors in disordered media have been modeled using stochastic approaches such as Lévy flights (Benson et al., 2000; Brockmann and Geisel, 2003), Lévy walks (Zaburdaev et al., 2015), continuous time random walk (CTRW) (Bouchaud and Georges, 1990; Metzler and Klafter, 2000b, 2004; Berkowitz et al., 2006; Sokolov, 2012), fractional Brownian motion and generalized Langevin equations (Cushman et al., 1994; Kou and Sunney Xie, 2004; Magdziarz et al., 2009), Brownian motion with non-stationary increments (Cushman et al., 2009).

Key questions we address in this paper refer to the origins of anomalous dispersion in terms of medium geometry, disorder properties and microscopic mass transfer mechanisms. The latter play a pivotal role for the way disorder is sampled, which determines the large scale particle motion and its ergodic and self-averaging properties. For diffusive motion in unstructured disordered media characterized by independent quenched random traps, for example, the nature of the (CTRW-type) average particle motion and self-averaging properties of sub-diffusion depend on the dimensionality of space (Bouchaud and Georges, 1990; Miyaguchi and Akimoto, 2011; Manzo et al., 2015; Dentz et al., 2016c; Akimoto et al., 2016; Russian et al., 2017) as a consequence of the diffusive disorder sampling. For biased, purely advective particle motion in unstructured media with random retardation or random conductivity, large scale transport follows (coupled) CTRW dynamics (Berkowitz and Scher, 1997; Le Borgne et al., 2008a; Dentz and Castro, 2009; Dentz and Bolster, 2010; Kang et al., 2011; Cvetkovic et al., 2014; Tyukhova et al., 2016; Comolli and Dentz, 2017). Advective-diffusive transport in stratified media, on the other hand, leads to average particle dynamics that can be described as a fractional Brownian motion (Matheron and de Marsily, 1980; Bouchaud et al., 1990; Zumofen et al., 1991; Dentz et al., 2008a), while purely advective motion in such media is the prototype of ballistic dispersion.

In this paper, we study the impact of diffusion on advective transport in structured disordered media. We consider media organized in channels ($d \geq 3$ dimensions) or strata ($d = 2$ dimensions) as illustrated in Figure 8.1. This type of stratified or fibrous medium geometries can be found in geological media (e.g., sedimentary formations), engineered materials (e.g., capillary bundles, filters) and biological media (e.g., neuronal fiber pathways). We consider advection-driven microscopic transport of a scalar $c(x, t)$ given by the Fokker-Planck equa-
Figure 8.1: (Left) Lateral and (right) frontal view of a $d = 3$ dimensional disordered medium composed of channels of equal size $\ell$. The colors represent different medium properties.

\begin{equation}
\frac{\partial c(x, t)}{\partial t} + u(z) \frac{\partial c(x, t)}{\partial x} - \nabla^2 z D(z) c(x, t) = 0, \tag{8.1}
\end{equation}

where $u(z)$ and $D(z)$ are drift and diffusion coefficients that vary randomly between the channels or strata. The coordinate vector is denoted by $\mathbf{x} = (x, z)^\top$ with $z = (z_2, \ldots, z_d)^\top$. Diffusion along the channels is disregarded because it is subleading compared to the disorder impact on longitudinal motion. The Fokker-Planck equation (8.1) is equivalent to the Langevin equations

\begin{equation}
dx(t) = u(z(t)) dt, \quad dq(t) = \sqrt{2D} dt \zeta(t), \tag{8.2}
\end{equation}

where $\zeta(t)$ is a $d_w = (d-1)$-dimensional white noise, which models the transverse diffusive motion between the strata or fibers. Here and throughout the paper the noise average is indicated by angular brackets while disorder-averaged quantities are marked by an overbar. In the absence of transverse diffusion, this means without noise, the trajectory of a particle originating in $z_0 = z(t = 0)$ is simply $x(t) = u(z_0)t$. Thus, the ensemble averaged particle density in flow direction is $c(x, t) = \delta[x - u(z_0)t]$, and more explicitly

\begin{equation}
c(x, t) = \frac{1}{\ell} p_u(x/t), \tag{8.3}
\end{equation}

where $p_u(u)$ is the velocity distribution between the channels or strata. The first passage time distribution $f(t, x) = \delta[t - x/u(z_0)]$ is

\begin{equation}
f(t, x) = \frac{x}{\ell^2} p_u(x/t). \tag{8.4}
\end{equation}
This type of models, sometimes including longitudinal diffusion, have been known as stochastic convective streamtube models in the literature (Dagan and Bressler, 1979; Ginn et al., 1995; Cirpka and Kitanidis, 2000). In this paper we focus on the decisive role of transverse diffusion for large scale transport.

We first consider the Matheron-de Marsily random velocity model (Matheron and de Marsily, 1980), which assigns a random velocity to each layer or channel such that 
\[ u(z) = v(z) \quad \text{and} \quad D(z) = D, \]
where \( D \) is the diffusion coefficient. For flow in porous media, Darcy’s law (Bear, 1972) relates the flow velocity \( v(z) \) to hydraulic conductivity \( k(z) \). Secondly, we consider a random retardation model, which accounts for particle retention due to physical or chemical interaction with the medium such as a fast linear adsorption reaction. The drift and diffusion coefficients in this model read as 
\[ u(z) = \frac{v_0}{\theta(z)} \quad \text{and} \quad D(z) = \frac{D}{\theta(z)}, \]
where \( v_0 \) is a constant flow velocity and \( \theta(z) \) the random retardation coefficient. In the absence of diffusion, this means for \( D = 0 \), both disorder models give ballistic motion. Notice that the presence of transverse diffusion has a significant impact on longitudinal transport. Diffusion shortens the velocity correlation length, which would be otherwise infinite. Thus, it enables particles to explore the disorder. The efficiency of transverse diffusion as a sampling mechanism grows with increasing spatial dimension because the return probability to a previously visited channel decreases. In the following, we study these mechanisms and the consequences for average transport in the two disorder models in detail.

### 8.2 Matheron-de Marsily model

We start our analysis with the Langevin equation equivalent to (8.1) for the random velocity model, which reads as

\[
\begin{align*}
&dx(t) = v[z(t)]dt, \\
&dz(t) = \sqrt{2Ddt}\zeta(t).
\end{align*}
\]

The random velocities \( v \geq 0 \) are distributed between channels according to \( p_v(v) \). Note that particle motion in transverse direction describes a \( d_w \) dimensional random walk such that \( \langle z(t) \rangle = 0 \) and \( \langle z(t)^2 \rangle = 2d_wDt \).

In order to quantify the average particle motion, we discretize (8.5) such that \( \Delta z(t) \) is oriented along the coordinate axes and \( \|\Delta z(t)\| = \ell \), which implies that particles change channels at each random walk step. The time required is equal to the first passage time \( \tau \) across the distance \( \ell \) by pure diffusion, which is approximated here by an exponential random variable \( \tau_D = \ell^2/d_wD \) (Delay et al., 2002; Dentz et al., 2012). The resulting time-domain random walk is given by

\[
\begin{align*}
x_{n+1} &= x_n + v_n\tau_n, \\
t_{n+1} &= t_n + \tau_n,
\end{align*}
\]

where we defined \( v_n \equiv v(z_n) \). In the transverse directions, particles perform a random walk on a \( d_w \)-dimensional hyperlattice according to \( z_{n+1} = z_n + \ell\zeta_n \), where the random vector \( \zeta \) has unit length and points into the direction of any of the transverse coordinate axes with equal probability. The numerical simulations
reported in the following are based on this time-domain random walk (TDRW) scheme. The TDRW has been used in the literature for the efficient solution of diffusion and advection-diffusion transport problems in heterogeneous porous and fractured media (Delay et al., 2005; Painter et al., 2008; Noetinger et al., 2016).

For the derivation of the large scale transport behaviors, we approximate the transition time $\tau_n$ for a single step by its mean $\tau_D$. The space increments $\Delta x = v\tau_D$ in (8.8) thus are distributed according to

$$\psi_{\Delta}(x) = \frac{1}{\tau_D} p_v(x/\tau_D).$$

(8.7)

In order to understand the large scale transport behavior, it is important to note that the series of random velocities $v_n$ and thus space increments $\Delta x_n$ depends on the transverse random walk process. Thus subsequent $v_n$ are in general not independent because particles may visit the same site repeatedly according to Polya’s theorem. This notion is quantified by the average number $S_n$ of distinct sites visited by a random walker on a $d_w$-dimensional hyperlattice (Vineyard, 1963; Bouchaud and Georges, 1990). For diffusion in $d_w < 2$ transverse dimensions, $S_n$ increases as the volume swept by an ensemble of random walkers $\sim n^{d_w/2}$, for $d_w = 2$, $S_n$ increases sublinearly as $\sim n/\ln(n)$, and for $d_w > 2$, $S_n$ increases proportional to the number of random walk steps $\sim n$. This means that after $n$ steps a particle has seen in average $\gamma_n = n/S_n$ times the same channel. Thus, the particle trajectory along the channels can be renormalized in terms of independent increments as (Bouchaud and Georges, 1990)

$$x_n = \gamma_n \sum_{i=1}^{S_n} v_i \tau_D.$$  

(8.8)

This means, the impact of transverse noise on particle motion is accounted for through the random sampling of flow velocities and the renormalization with $S_n$, see also Ref. Russian et al. (2017).

### 8.2.1 Spatial density and moments

The coarse-grained longitudinal particle position at time $t$ is given by $x(t) = x_{n_t}$, where $n_t = t/\tau_D$ denotes the average number of steps needed to reach $t$ by the time process in (8.6). The average particle distribution is

$$c(x, t) = \delta(x - x_{n_t}),$$  

(8.9)

In the absence of transverse diffusion, the particle distribution is given by (8.3), this means it is obtained by a direct map from the velocity distribution. Here this is different. The particle position (8.8) is given by the sum of $S_n$ independent increments. Thus, $c(x, t)$ is given by the $S_{n_t}$-fold convolution of the increment distribution (8.7). Note that the disorder average in (8.9) removes the dependence on the noise realizations (Russian et al., 2017).
In the following, we study the spatial particle distributions and the displacement moments if they exist. Specifically, the mean displacement $\mu_x(t)$ and the displacement variance $\kappa_x(t)$ are defined by

$$\mu_x(t) = \overline{x_{n_t}}$$

$$\kappa_x(t) = [\overline{x_{n_t}} - \mu_x(t)]^2.$$  \hspace{1cm} (8.10a, 8.10b)

We first consider the case of velocity distributions characterized by finite velocity variance, then the case of heavy-tailed velocity distributions.

**Finite velocity variance**

For $S_{n_t} \gg 1$, this means for $t \gg \tau_D$, the central limit theorem implies that the particle distribution is given by the Gaussian distribution

$$c(x, t) = \frac{\exp \left[ -\frac{(x - \bar{x}_t)^2}{2\kappa_x(t)} \right]}{\sqrt{2\pi\kappa_x(t)}}.$$  \hspace{1cm} (8.11)

The displacement variance $\kappa_x(t)$ obtained by using (8.8) in (8.10) as

$$\kappa_x(t) = \sigma_v^2 \tau_D^2 \frac{(t/\tau_D)^2}{S_{n_t}}.$$  \hspace{1cm} (8.12)
Recall that the scaling of the number of distinct visited sites $S_n$ depends on the transverse dimension $d_w$. This gives the following well-known long-time scalings for $\kappa_x(t)$ (Matheron and de Marsily, 1980; Zumofen et al., 1991)

$$\kappa_x(t) = \sigma^2_v \tau_D t \begin{cases} \left( \frac{t}{\tau_D} \right)^{1/2} & d = 2 \\ \ln \left( \frac{t}{\tau_D} \right) & d = 3 \\ 1 & d > 3 \end{cases}$$

(8.13)

see Appendix I.

Figure 8.2 shows the temporal evolution of the displacement variance $\kappa_x(t)$. For times smaller than the diffusion time $\tau_D = \ell^2 / d_w D$ the behavior is ballistic and $\kappa_x(t) = \sigma^2_v t^2$. For times $t > \tau_D$, we observe the scalings (8.13). Note that the asymptotic scaling of the mean and the variance is not affected by the velocity distribution, but fully determined by correlation, this means by the fact that particles may return to the same channel or fiber. Here particles change velocities at constant rate $\tau_D^{-1}$. This means particularly that low velocities do not persist and thus cannot lead to particle retention and phenomena of intermittency as observed in highly heterogeneous steady random velocity fields (Berkowitz and Scher, 1997; Fiori et al., 2007; Le Borgne et al., 2008a; Dentz et al., 2016a). The numerical simulations employ the truncated power-law velocity distribution

$$p_v(v) = \frac{\alpha}{v_c} \left( \frac{v}{v_c} \right)^{\delta-1}$$

(8.14)

with $v < v_c$ and $\delta > 0$. The smaller $\delta$, the higher is the probability of encountering low velocities. The mean and the variance of (8.14) are given by $\bar{v} = \delta v_c / (\delta + 1)$ and $\sigma^2_v = \delta v_c^2 / [(\delta + 2)(\delta + 1)^2]$.

Heavy-tailed velocity distribution

If the velocity distribution is heavy-tailed, this means $p_v(v) \sim v^{1-\alpha}$ with $0 < \alpha < 2$, so is the distribution $\psi_\Delta(x)$ of space increments $\Delta x = v \tau_D$ in (8.8), which scale as $\psi_\Delta(x) \sim x^{-1-\alpha}$. Thus, the resulting average particle motion constitutes a Lévy flight. However, unlike in classical Lévy flights, subsequent spatial increments $\Delta x_n$ are not independent due to the finite probability to return to the same velocity. Thus, we call the average particle motion here a correlated Lévy flight.

The renormalization of the particle position according to (8.8) renders $x_{n+1}$ a sum of $S_{n+1}$ independent random increments. Thus, the generalized central limit theorem implies that $c(x,t)$ given by (8.9) converges to a one-sided stable density for $0 < \alpha < 1$ and an extreme stable density for $1 < \alpha < 2$ (Uchaikin and Zolotarev, 1999). This means that

$$c(x,t) = \begin{cases} g_\alpha [x/\eta(t)]/\eta(t) & 0 < \alpha < 1 \\ g_\alpha [(x - \bar{x} t)/\eta(t)]/\eta(t) & 1 < \alpha < 2 \end{cases}$$

(8.15)
where we defined the scaling variable

\[ \eta(t) = \gamma n_t \xi n_t^{1/\alpha}. \]  

(8.16)

The function \( g_\alpha(x) \) is a stable distribution of order \( \alpha \), which scales as \( g_\alpha(x) \propto x^{1-\alpha} \) for \( x \gg 1 \). The scaling variable \( \eta(t) \) behaves as

\[
\eta(t) = \left( \frac{t}{\tau_D} \right)^{1/\alpha} \begin{cases} 
\left( \frac{t}{\tau_D} \right)^{\frac{\alpha-1}{2\alpha}} & d = 2 \\
\ln \left( \frac{t}{\tau_D} \right)^{\frac{\alpha-1}{\alpha}} & d = 3 \\
1 & d > 3.
\end{cases}
\]  

(8.17)

For \( 0 < \alpha < 1 \), the maximum of the particle distribution moves superlinearly, its velocity increases with increasing dimension. This behavior can be explained by the persistence of low velocities in \( d < 4 \).

Figure 8.3 shows the density profiles obtained from numerical simulations and the analytical scalings (8.15). The numerical simulations use the Pareto distribution

\[
p_v(v) = \frac{\alpha}{v_c} \left( \frac{v}{v_c} \right)^{-1-\alpha},
\]  

(8.18)

with \( v > v_c \) and \( 0 < \alpha < 2 \).
### 8.2.2 First passage times

We now consider the distribution of first passage times $t(x) = \min(t|x_n \geq x)$ at a plane at a longitudinal position $x$, which is defined by

$$f(t, x) = \delta(t - t(x)). \quad (8.19)$$

In the TDRW framework employed here, $t(x) = n_x \tau_D$, where $n_x = \max(n|x_n \leq x)$. Note that we set the transition time $\tau = \tau_D$ for the analytical derivations. Thus, we can write $f(t, x)$ as

$$f(t, x) = \sum_{n=0}^{\infty} \delta(t - n\tau_D)\delta_{n,n_x}. \quad (8.20)$$

Furthermore, mass conservation gives the following relation between $f(t, x)$ and $c(x, t)$,

$$\int_0^t dt' f(t', x) = \int_x^\infty dx' c(x', t). \quad (8.21)$$

This relationship expresses that the number of particles that have passed the position $x$ at time $t$ is equal to the number of particles that are to the right of the position $x$. It implies that

$$f(t, x) = \frac{\partial}{\partial t} \int_x^\infty dx' c(x', t). \quad (8.22)$$

The mean first passage time $\mu_t(x)$ and its variance $\kappa_t(x)$ are defined by

$$\mu_t(x) = \int_0^\infty dt tf(t, x) = \tau_D \overline{n_x} \quad (8.23)$$

$$\kappa_t(x) = \int_0^\infty dt [t - \mu_t(x)]^2 f(t, x) = \tau_D^2 \left( \frac{\overline{n_x}}{n_x - \overline{n_x}} \right)^2. \quad (8.24)$$

In the following, we discuss the first-passage time distribution for velocity distributions with finite variance and heavy-tailed velocity distributions.

#### Finite velocity variance

In the case of finite velocity variance, the particle distribution $c(x, t)$ is given by (8.11). Thus, Eq. (8.22) implies for $f(t, x)$ the inverse Gaussian-type first passage time distributions

$$f(t, x) = \frac{[\kappa_x(t)\overline{n} + D_x(t)(x - \overline{n}t)] \exp \left[ -\frac{(x-\overline{n}t)^2}{2\kappa_x(t)} \right]}{\sqrt{2\pi\kappa_x(t)^3}}, \quad (8.25)$$
where the apparent dispersion coefficient $D_x(t)$ is defined by

$$D_x(t) = \frac{1}{2} \frac{d\kappa_x(t)}{dt}.$$  

(8.26)

The mean first passage time is given by $\mu_t(x) = x/\bar{v}$. For the variance of the first passage time we obtain

$$\kappa_t(x) \propto \frac{\sigma^2_D}{\bar{v}^2} \begin{cases} \left( \frac{x}{x_D} \right)^{1/2} & d = 2 \\ \ln \left( \frac{x}{x_D} \right) & d = 3 \\ 1 & d > 3 \end{cases}$$

(8.27)

see Appendix I.

Figure 8.4 shows the full temporal behavior of the with first-passage time distribution obtained numerical simulations for different disorder scenarios in $d = 2$ dimensions. We make use of the velocity distribution (8.14). We observe that the distribution of first passage times broadens for decreasing $\delta$ because $\sigma^2_D/\bar{v}^2$ increases with decreasing $\delta$ as $1/(\delta + 2)$.

Figure 8.4: First passage time distributions for $\delta = 1/2$ (circles) and $\delta = 1.4$ (squares) in (8.14) for $d = 2$ dimensions at the control plane $x_c = 100\ell$ and $x_c = 5000\ell$, respectively. The dashed and the solid lines represent the analytical solution (8.25).
Heavy-tailed velocity distribution

We first consider the case $0 < \alpha < 1$. Using expression (8.15) in relation (8.22) between the first passage time and particle distributions, we find

$$f(t, x) = \frac{x}{\eta(t)^2} \frac{d\eta(t)}{dt} F_\alpha(\eta(t)/x), \quad (8.28)$$

where we defined $F_\alpha(y) = g_\alpha(1/y)$; $g_\alpha(x)$ is a one-sided stable density. For $\alpha = 1/2$, $g_{1/2}(x)$ is a Lévy distribution. Thus we obtain the exact expression

$$f(t, x) = \eta(t)^{-1/2} \frac{d\eta(t)}{dt} a \exp \left[ -a^2 \eta(t)/2x \right], \quad (8.29)$$

with $a$ a constant. For general $0 < \alpha < 1$, $F_\alpha(y)$ behaves at large $y$ as a stretched exponential (Uchaikin and Zolotarev, 1999; Koren et al., 2007),

$$F_\alpha(y) \sim \left( y \alpha \right)^{1-\alpha/2} \exp \left[ -c_\alpha^2 (1 - \alpha)(y \alpha)^{\alpha/2} \right] \quad (8.30)$$

with $c_\alpha$ a constant that depends on the details of the heavy-tailed velocity distribution. The full behavior of $f(t, x)$ for $\alpha = 1/2$ is shown in Figure 8.5 for $d < 3$ and $d = 3$ dimensions, which is in agreement with the analytical prediction (8.29). The behavior of the mean first passage time $\mu_t(x)$ with distance

![Figure 8.5: First passage time distributions at the control plane $x = 10^4$ for $\alpha = 1/2$ in $d = 2$ (squares) and $d = 3$ (circles). The solid and dashed lines represent Eq. (8.29) for $d = 2$ and $d = 3$ dimensions.](image-url)
depends on the spatial dimension. Inserting expression (8.28) in (8.23) and using (8.17), we obtain the following scaling behaviors for the mean first passage time with distance,

\[
\mu_t(x) \propto \begin{cases} 
 x^{2\alpha/(1+\alpha)} & d = 2 \\
 x^{\alpha} \ln(x)^{1-\alpha} & d = 3 \\
 x^{\alpha} & d > 3.
\end{cases}
\]  

(8.31)

The mean first passage time evolves sublinearly with distance, but faster with decreasing dimension because of increasing correlation of subsequent (low) velocities. Note that the mean first passage time is related to the harmonic mean velocity, which is dominated by low velocities. The scaling of the variance \(\kappa_t(x)\) of first passage times is obtained analogously by inserting (8.28) in (8.24) and using (8.17),

\[
\kappa_t(x) \propto \mu_t(x)^2
\]  

(8.32)

For \(1 < \alpha < 2\) we use expression (8.15) in (8.22) in order to obtain

\[
f(t, x) = \frac{\overline{v} \eta(t) + (x - \overline{v} t) \frac{d \eta(t)}{dt}}{\eta(t)^2} g_{\alpha} \left( \frac{x - \overline{v} t}{\eta(t)} \right),
\]  

(8.33)

where \(g_{\alpha}(x)\) is an extreme stable density. The long-time behavior of \(f(t, x)\) is obtained by noting first that \(t/\eta(t)\) increases with time because \(\eta(t)\) evolves sublinearly for \(1 < \alpha < 2\). Thus, the asymptotic behavior of \(f(t, x)\) is obtained from the behavior of \(g_{\alpha}(x)\) for \(x \to -\infty\), which is given by (Uchaikin and Zolotarev, 1999)

\[
g_{\alpha}(x) \sim \left( \frac{|x|}{\alpha} \right)^{1-\alpha/2} \exp \left[ -c_{\alpha}^2 (\alpha - 1) \left( \frac{|x|}{\alpha} \right)^{\frac{\alpha}{\alpha-1}} \right] \sqrt{\frac{2\pi(1-\alpha)}{\alpha}}.
\]  

(8.34)

Thus, \(f(t, x)\) behaves at long times as a stretched exponential and all first passage time moments exist. In this case and in general for velocity distributions with \(\overline{v} < \infty\), the mean first passage time is given by \(\mu_t(x) = x/\overline{v}\). The variance of the first passage times for \(1 < \alpha < 2\) scales as

\[
\kappa_t(x) \propto \begin{cases} 
 x^{(5-\alpha)/2} & d = 2 \\
 x^{3-\alpha} \ln(x)^{\alpha-1} & d = 3 \\
 x^{3-\alpha} & d > 3,
\end{cases}
\]  

(8.35)

see Appendix I.

The behavior of the mean first passage time and the analytical scalings are shown in Figure 8.6 for \(d = 2\) and \(d = 3\) dimensions for \(\alpha = 1/2\) and \(\alpha = 1.4\). As discussed above, for \(0 < \alpha < 1\), the mean first passage time at a control plane is larger in \(d = 2\) than in \(d = 3\) as a consequence of stronger persistence of low velocities.
Figure 8.6: (Main) Mean first passage time for $\alpha = 1/2$ for $d = 2$ (squares) and $d = 3$ (circles). (Inset) Mean first passage time for $\alpha = 1.4$ for $d = 2$ and $d = 3$. Lines represent the asymptotic scalings (8.31).

8.3 Random retardation model

We contrast the behaviors observed in the previous section to dispersion under spatially random retardation. Here particle motion is ruled by the Langevin equation

$$dx(t) = \frac{v_0 dt}{\theta[z(t)]}, \quad dz(t) = \sqrt{2Dt} \frac{\zeta(t)}{\theta[z(t)]},$$

where the retardation factor $\theta(z)$ is distributed according to $p_\theta(\theta)$. Note that unlike in the Matheron-de Marsily model, disorder here acts also on diffusion in transverse direction, which affects disorder sampling. We define the operational time through $dt(s) = \theta[z(s)] ds$ and transform $t \to s$ in (8.36) to obtain

$$dx(s) = v_0 ds, \quad dz(s) = \sqrt{2Dds} \zeta(s).$$

This subordinated process describes a biased Brownian motion. In order to determine the large scale particle motion, we coarse grain (8.37) so that each step corresponds to a change in $\theta$, which occurs whenever a particle diffuses to a contiguous channel, this means for $\|\Delta z(s)\| = \ell$. The (operational) time $\sigma$ needed for this transition is given by the diffusive first passage time, which is exponentially distributed with mean $\tau_D$. Diffusion depends on the local retardation coefficient. Therefore, the coarse grained equations read as

$$x_{n+1} = x_n + v_0 \sigma_n \quad t_{n+1} = t_n + \theta_n \sigma_n,$$
where we set $\theta_n \equiv \theta(z_n)$. The numerical simulations reported in the following are based on this TDRW. For the derivations of the average dispersion behavior, in the following, we approximate the operational time $\sigma_n$ needed for single step by its mean $\tau_D$. Thus, the transition length for a single step in this approximation is constant and equal to $\Delta x = v_0 \tau_D$. The transition time is $\tau = \theta \tau_D$, which is distributed according to

$$\psi(t) = \frac{1}{\tau_D} p_\theta(t/\tau_D).$$  

(8.39)

As above, transverse particle motion describes a random walk on a $d_w$-dimensional hyperlattice, and, as a consequence, the $\{\theta_n\}$ and thus the transition times $\{\tau_n\}$ form correlated random series. Unlike in the Matheron-de Marsily model, here the disorder affects the temporal increments. The particle time $t_n$ can be renormalized into families of independent increments as

$$t_n = \gamma_n \sum_{i=1}^{S_n} \theta_i \tau_D.$$

(8.40)

Note the duality of the particle motions given by (8.6)–(8.8) in the Matheron-de Marsily model and (8.38)–(8.40) here.

### 8.3.1 First passage times

The first passage time distribution here is given by

$$f(t, x) = \sum_{n=0}^{\infty} \delta(t - t_{n_x}),$$

(8.41)

where $n_x = x/v_0 \tau_D$. The particle time $t_{n_x}$ is according to (8.40) the sum of independent random variables. Note the duality with expression (8.9) for the particle density in the Matheron-de Marsily model.

#### Finite disorder variance

We first consider the case of finite disorder variance. Exploiting the duality between (8.41) and (8.9), we obtain from (8.11) that $f(t, x)$ follows at large $x \gg v_0 \tau_D$ the Gaussian distribution

$$f(t, x) = \exp \left[ -\frac{(t-x\bar{\theta}/v_0)^2}{2\kappa_t(x)} \right],$$

(8.42)

where the mean first passage time is $x\bar{\theta}/v_0$ and the variance of the first passage time is

$$\kappa_t(x) = \sigma_{\bar{\theta}}^2 \tau_D \frac{x}{v_0} \begin{cases} \left( \frac{x}{v_0 \tau_D} \right)^{1/2} & d = 2 \\ \ln \left( \frac{x}{v_0 \tau_D} \right) & d = 3 \\ 1 & d > 3 \end{cases}.$$  

(8.43)
For dimensions $d < 4$, the variance of the first-passage time scales superdiffusively with distance.

**Heavy-tailed disorder distribution**

We now consider heavy-tailed distributions of the retardation coefficient which for $\theta \gg 1$ behave as $p_\theta(\theta) \sim \theta^{-1-\beta}$ with $0 < \beta < 2$. The generalized central limit theorem indicates that the first passage time distribution converges towards a stable law for $S_n \gg 1$ because (8.40) is the sum of independent increments. Thus, we obtain in analogy to the particle distributions (8.15) in the random velocity model

$$f(t,x) = \begin{cases} 
  g_\beta[t/\hat{\eta}(x)]/\hat{\eta}(x) & 0 < \beta < 1 \\
  g_\beta[(t - x\hat{\theta}/v)/\hat{\eta}(x)]/\hat{\eta}(x) & 1 < \beta < 2.
\end{cases}$$

(8.44)

For $0 < \beta < 1$, $g_\beta(t)$ is a one-sided stable density, for $1 < \beta < 2$ it is an extreme stable density (Uchaikin and Zolotarev, 1999). The scaling functions behaves as $g_\beta(t) \propto t^{-1-\beta}$ at times $t \gg \tau_D$. The scaling variable $\hat{\eta}(x)$ is given by $\hat{\eta}(x) = \eta(x/v_0\tau_D)$, where $\eta(t)$ is defined by (8.16).

The power-law tailing is not affected by the correlation of transition times, which impacts, however, the scaling of the maximum $f_m(x)$ of the first-passage time distribution according to $f_m(x) \propto 1/\hat{\eta}(x)$. For $\alpha < 1$ the time $\tau_m(x)$ of maximum arrival scales as $\tau_m(x) \propto \hat{\eta}(x)$. This is illustrated in Figure 8.7, which compares the first passage time distributions obtained from numerical random walk simulations with the derived scalings. Note that Figure 8.7 corresponds to Figure 8.3 for the particle distribution. The numerical time-domain random walk simulations are performed using the following Pareto distribution for the retardation coefficient $\theta$

$$p_\theta(\theta) = \frac{\beta}{\theta_0} \left( \frac{\theta}{\theta_0} \right)^{-1-\beta}$$

(8.45)

with $\theta > \theta_0$.

**8.3.2 Spatial density and moments**

The average particle density is given by

$$c(x,t) = \sum_{n=0}^{\infty} \langle \delta(x - x_n)\delta(z - z_n)\delta_{n,n_it} \rangle.$$  

(8.46)

Transverse particle motion is equivalent to an unbiased random walk in the presence of quenched random traps (Bouchaud and Georges, 1990; Russian et al., 2017). Thus, the mean displacement in transverse direction is $\bar{z}(t) = 0$ and the mean squared displacement is $\kappa_z(t) = \bar{z}(t)^2 = \ell^2\bar{\tau}$. The longitudinal particle
Figure 8.7: First passage time distributions for $\beta = 1/2$ (circles and squares) and $\beta = 1.7$ (triangles and crosses) in $d = 3$ dimensions at the control plane $x_c = 10^2 \ell$ and $5 \cdot 10^2 \ell$ rescaled by $\eta(x)$ versus $\hat{t} = t/\eta(x)$ for $\beta < 1$ and $\hat{t} = (t - \bar{d}x/v)/\eta(x)$ for $1 < \beta < 2$. The dashed and solid lines represent the scaling $t^{-1-\beta}$ for $\beta = 1/2$ and $\beta = 1.7$, respectively.

Particle position is here given by $x(t) = n_tv_0\tau_D$. Note that we set the operational time $\sigma = \tau_D$ for the analytical derivations. Thus, the particle density is

$$c(x, t) = \sum_{n=0}^{\infty} \delta(x - nv_0\tau_D)\delta_{n,n_t}, \tag{8.47}$$

which is of the same form as the first passage time distribution (8.20) in the Matheron-de Marsily model. Thus, in analogy with (8.22), mass conservation gives the following relation between the first passage time distribution and the particle distribution

$$c(x, t) = \frac{\partial}{\partial x} \int_t^\infty dt' f(t', x). \tag{8.48}$$

The mean displacement and the displacement variance are given by

$$\mu_x(t) = \int dx xc(x, t) = v_0\tau_D \bar{m} \tag{8.49}$$

$$\kappa_x(t) = \int dx [x - \mu_x(t)]^2 c(x, t) = v_0^2 \tau_D^2 (\bar{m}^2 - \bar{m}^2). \tag{8.50}$$

Note that the mean displacement in longitudinal direction is proportional to the transverse mean squared displacement $\mu_x(t) \propto \kappa_x(t)$. 


Finite disorder variance

For $\theta^2 < \infty$, the transverse mean squared displacement evolves diffusively as $\kappa_t(t) = 2 d v_0 D_t / \theta$ (Russian et al., 2017), this means transverse disorder sampling is effectively diffusive as for the Matheron-de Marsily model. As a result, the longitudinal mean displacement evolves linearly with time as $\mu_x(t) = v_0 t / \theta$, and the displacement variance behaves as

$$\kappa_x(t) \propto v_0^2 t D / \theta^2 \left\{ \begin{array}{ll} (t / \theta) \ln(t / \theta) & d = 2 \\ (t / \theta) & d = 3 \\ 1 & d > 3, \end{array} \right.$$  

(8.51)

see Appendix I. These expressions correspond to (8.27) for the moments of the first passage time in the Matheron-de Marsily model. Using the duality between the Matheron-de Marsily model and the random retardation model, we see immediately from (8.25) that the spatial particle distribution is given by

$$c(x,t) = \frac{\kappa_t(x) \frac{\partial \eta}{\partial x} + D_t(x) \left( t - \frac{x \eta}{v_0} \right)}{\sqrt{2\pi \kappa_t(x)^3}} \exp \left[ -\frac{(t - \frac{x \eta}{v_0})^2}{2 \kappa_t(x)} \right],$$  

(8.52)

where $2D(x) = d\kappa_t(x)/dx$.

Heavy-tailed disorder distribution

Transverse particle motion here is subdiffusive (Russian et al., 2017), which affects the efficiency of disorder sampling across strata or channels, which in turn affects the longitudinal particle motion. For $0 < \beta < 1$, we obtain from (8.48) in analogy with (8.28)

$$c(x,t) = \frac{t}{\eta(x)^2} \frac{d\eta(x)}{dx} F_\beta[\eta(x)/t],$$  

(8.53)

where $F_\beta(y) = g_\beta(1/y)$. It behaves at large $y$ as the stretched exponential (8.29). Along the same lines, we obtain for $1 < \beta < 2$

$$c(x,t) = \frac{\tilde{\eta}(x)}{v_0} + \left( t - \frac{x \tilde{\eta}(x)}{v_0} \right) \frac{d\tilde{\eta}(x)}{dx} g_\beta \left[ \frac{t - \frac{x \tilde{\eta}(x)}{v_0}}{\eta(t)} \right],$$  

(8.54)

with $g_\beta(x)$ an extreme stable density. The behavior of $c(x,t)$ at large distances corresponds to the behavior of $g_\beta(x)$ as $x \to -\infty$, which is given by the stretched exponential (8.34).

For $d < 3$ dimensions, particle motion is CTRW-like, characterized by correlation in subsequent time increments, which is quantified by the renormalization of the particle time according to (8.40) and encoded in (8.53) and (8.54) by
\[ \dot{\eta}(x) \]. For \( 0 < \beta < 1 \), we obtain by inserting the scaling form (8.53) into definitions (8.49) and (8.50) for the displacement mean and variance the quasi-ballistic scaling behaviors

\[
\kappa_x(t) \propto \mu_x(t)^2 \propto \begin{cases} 
\frac{t^{4\beta/(1+\beta)}}{t^{2\beta} \ln(t)^{2-2\beta}} & d = 2 \\
\frac{t^{3-\beta}}{t^{3-\beta} \ln(t)^{\beta-1}} & d = 3.
\end{cases}
\] (8.55)

This behavior is caused by the long residence times in individual channels or strata, which on one hand slows the mean displacement down and on the other hand leads to the quasi-ballistic scaling.

For \( 1 < \beta < 2 \), the retardation in individual channels is weaker and the mean displacement is given by \( \mu_x(t) \propto v_0 t/\theta \) for all dimensions, while the variance scales as

\[
\kappa_x(t) \propto \begin{cases} 
\frac{t^{5-\beta/2}}{t^{3-\beta} \ln(t)^{\beta-1}} & d = 2 \\
\frac{t^{2\beta}}{t^{3-\beta} \ln(t)^{\beta-1}} & d = 3.
\end{cases}
\] (8.56)

see Appendix I. While dispersion in the absence of diffusion is ballistic, the observed behaviors here are entirely due to the diffusive disorder sampling across channels of equal retardation properties. Particle motion is only CTRW-like because the quenched nature of the underlying disorder is inherited through the correlation of subsequent \( \theta_n \).

For \( d > 3 \), particles describe a CTRW in longitudinal direction because of the efficient diffusive transverse sampling through which the disorder experienced by the particles assumes an annealed character. Thus, displacement mean and variance show the scaling known from uncorrelated CTRW (Shlesinger, 1974; Margolin and Berkowitz, 2002), this means

\[
\mu_x(t) \propto t^\beta \quad \kappa_x(t) \propto t^{2\beta}
\] (8.57)

for \( 0 < \beta < 1 \) and

\[
\mu_x(t) \propto t \quad \kappa_x(t) \propto t^{3-\beta}
\] (8.58)

for \( 1 < \beta < 2 \).

Figures 8.8 and 8.9 show the temporal evolution of the mean and the variance of particle displacements in \( d = 2 \) and \( d = 3 \) dimensions for power-law distributed retardation coefficients with exponents \( \beta = 1/2 \) and \( \beta = 1.7 \), respectively. We observe ballistic behavior at times shorter than \( \tau_D \), which is the characteristic time for the onset of transverse disorder sampling. For times larger than \( \tau_D \), the moments evolve towards their respective asymptotic scalings, which depend on the heterogeneity and the dimensionality of the medium.
Figure 8.8: (Main) Longitudinal variance of particle displacements for $\beta = 1/2$ and for $d = 2$ (squares) and $d = 3$ (circles). Black lines are analytical scalings, the gray line is ballistic. (Inset) Mean position, black lines denote the analytical scalings, the gray line linear scaling.

Figure 8.9: (Main) Longitudinal variance of particle displacements for $\beta = 1.7$ and for $d = 2$ (squares) and $d = 3$ (circles). Black lines are analytical scalings, the gray line is ballistic. (Inset) Mean position, the gray line denotes linear scaling.
8.4 Conclusions

In conclusion we have analyzed the impact of diffusion on anomalous transport in stratified and fibrous disordered media, for which transport is otherwise ballistic. We have shown how diffusive disorder sampling changes the nature of average transport depending on the microscopic transport mechanisms, disorder distribution, and dimensionality of space. Transverse diffusion acts differently on longitudinal transport properties and on the first passage time distributions depending on the disorder model. There is complete duality in spatial and temporal features between the random velocity model and the random retardation model. The quenched nature of the underlying disorder is inherited by the average particle motion in $d \leq 3$ dimensions, for which we discover correlated Lévy flights in the case of the Matheron-de Marsily model with heavy tailed velocities and correlated biased continuous time random walks for the random retardation model with heavy tailed retardation distribution. For $d > 4$ the disorder particles experience assumes an annealed character, which leads to Lévy flight dynamics in the random velocity and biased CTRW behavior in the random retardation model. These results shed light on the pivotal role of diffusion for the prediction and interpretation of anomalous transport behaviors and signal transmission in disordered structures.
Summary and conclusions

This section concludes the thesis by summarizing the main results. We first provide a general summary, in which we recall the key messages of the thesis. Next, we proceed to the detailed summaries and conclusions for each chapter. Finally, we give an outlook on further research challenges that we consider of significant interest.

Summary and general conclusions

We have studied non-Fickian transport in heterogeneous porous media by investigating the mechanisms that lead to its occurrence and by quantifying their impact on transport features. A general framework that allows to describe and predict anomalous transport behavior has been proposed. Remarkably, the parameterization of the proposed models does not require previous knowledge of transport features, as it is carried out in terms of medium and flow attributes only.

Throughout the thesis, we have focused our attention on the heterogeneity of the advective field, which is known to play a pivotal role on transport’s behavior. Its impact has been quantified through the study of different disorder scenarios, which include random velocity fields as well as Darcian fields obtained through the solution of flow in random hydraulic conductivity fields. Alongside with heterogeneous advection, we have considered different processes that induce anomalous transport. These include solute trapping, spatial correlation of the advective field and retardation processes. In addition, we have studied the role of diffusion as a process that promotes the sampling of the heterogeneity, thus mitigating the effect of spatial correlation. An important improvement in the understanding of non-Fickian transport refers to the investigation of different injection conditions, since we have shown that transport stationarity depends on the nature of solute injection. Each chapter of this thesis is dedicated to the study of different processes, whose impact has been evaluated in combination
with the heterogeneity of the advective field, which is the common denominator of all chapters.

We have shown that the time domain random walk and the more general continuous time random walk are valid frameworks for the upscaling of transport. Their effectiveness lies in their capability to capture non-Fickian features such as the non-linear growth of the variance of particles displacements, the non-Gaussian spatial profiles and the heavy-tailed breakthrough curves. Remarkably, within this framework it is possible to account for the different processes that give rise to anomalous transport in a systematic way. This means that it is possible to parameterize the TDRW and the CTRW, i.e. the joint PDF of transition times and lengths, in terms of transport-independent quantities, which are related to flow and to the geometric and hydraulic properties of the porous medium. Note that no detailed knowledge of the flow field and of the geometry is required. In contrast, the parameterization is carried out through average quantities or their distributions. In fact, in the CTRW framework the distribution of transition times is mapped onto the steady-state distribution of s-Lagrangian velocity, which is obtained from the Eulerian velocity magnitude PDF through flux-weighting. In Chapters 5-7 we have shown that in non-stationary conditions, the knowledge of the velocity PDF at the injection is also required. The transition length distribution is parameterized in terms of the characteristic length scale, if it exists. In the CTRW framework, the latter is given by the distance at which velocities de-corrulate, as we showed in Chapters 3, 5, 6 and 7. In some cases, e.g. for stratified media (see Chapter 8), the characteristic length scale emerges directly from the geometric properties of the medium. If a characteristic length scale does not exist and we are in presence of strongly-correlated advective fields as those described in Chapter 4, we have to use a general CTRW model in which the transition lengths are distributed and their statistics is mapped onto a distributions of correlation scales. The PDF of transition times is generally parameterized in terms of the velocity distribution. It also accounts for trapping processes, as we showed in Chapter 3 through the distribution of return times and for diffusion through the distribution of crossing times (see Chapter 8). In principle, although the task is often non-trivial, these parameters can be measured or inferred from laboratory or field experiments.

**Specific conclusions**

In the following, we resume the main conclusions of each chapter.

- In Chapter 3, we have shown that the TDRW framework accounts for mass transfer processes through a trapping rate and a distribution trapping times that we parameterize in terms of the return times by diffusion in semi-infinite media. We have identified two time scales characterizing the trapping process, which define regimes of distinct transport behaviors. In the early time regime, no trapping event occurs and transport is ruled by the heterogeneity of the advective field. In the pre-asymptotic regime, as
some of the particles get trapped, a chromatographic stretching of the solute plume occurs. This stretching is due to increasing distance between trapped and mobile particles and it reflects itself in the super-linear growth of the variance of particles displacements. Finally, in the asymptotic regimes, particles have spent more time in the immobile than in the mobile phase. Therefore, transport behavior in the long time limit is governed by the trapping process.

- In Chapter 4, we have studied anomalous transport induced by heterogeneous advection and correlation. We have proposed a coupled CTRW approach, in which the heterogeneity of the flow field is mapped onto a distribution of velocities and the spatial correlation is accounted for through a distribution of transition lengths. Although in some cases it is not possible to decouple the transition PDF, in general the stronger process governs the behavior of the displacement variance. We have shown that different mechanisms can lead to the same anomalous behavior of the variance of particle displacements. Thus, in order to discriminate the mechanisms underlying non-Fickian transport it is necessary to also consider the spatial density and the breakthrough curves.

- In Chapter 5 we have derived the relationships between flow and transport attributes and we have quantified the impact of different injection conditions on transport. We have found the relationship between Eulerian and Lagrangian velocities. Specifically, one can distinguish between t-Lagrangian velocities sampled isochronally and s-Lagrangian velocities sampled equidistantly along streamlines. We have shown that the PDFs of t- and s-Lagrangian velocities are linked through flux-weighting. The stationarity of the Lagrangian velocities depends on the injection conditions. Specifically, t-Lagrangian velocities are stationary for resident injection, while s-Lagrangian velocities are stationary for flux-weighted injection. Based on these results, we have developed a CTRW model for the evolution of Lagrangian velocities. This CTRW is defined through a Markov velocity process based on stochastic relaxation which is parameterized in terms of the steady-state velocity PDF and the correlation length along streamlines. Within this framework, we have studied the impact of strongly heterogeneous advective fields on transport under different injection conditions. We have shown that the non-Fickian behavior of the dispersion coefficient is fully determined by the flux-weighted Eulerian PDF and by the correlation length.

- In Chapter 6 we have studied the organization of velocities in Darcian flows and we have investigated the relationship between Eulerian and Lagrangian velocities statistics by using Markovian velocity models. To this end, we have considered Darcy flows in random hydraulic conductivity fields characterized by a multi-Gaussian structure and broad distribution of point values. Different injection conditions are tested, so that non-stationary transport
conditions are considered. In order to reproduce the evolution of the velocity PDF, we use an Ornstein-Uhlenbeck process which is parameterized in terms of the velocity correlation length. We show that the correlated CTRW model based on the OU process is able to reproduce the velocity PDF evolution, as well as the evolution of the mean and the variance of Lagrangian velocity that we observe in Monte Carlo numerical simulations.

- In Chapter 7, we have proposed a large-scale transport framework that is parameterized in terms of medium and flow properties and that allows for the description and the prediction of anomalous transport features. We have studied the impact of different disorder configurations, enhancing advective heterogeneity and different injection conditions on transport in Darcy fields. We have used the Markovian models for the evolution of the mean and the variance of Lagrangian velocities that we presented in the previous chapter and we have combined them with the CTRW approach to derive the moments of particles displacement, the spatial particle density and the first passage time distribution. We have distinguished two temporal regimes which are defined by a characteristic time scale of advection, which represents the time needed by a particle to explore the flow heterogeneity. We have observed that at early times the mean and the variance of particle displacement are fully determined by the injection conditions. In the asymptotic regime, while the mean displacement is governed by the stationary velocity PDF only, the variance keeps memory of the injection conditions. This memory effect is also observed in the first passage time distributions, whose tails are fully determined by the slowest particles, according to the single big (temporal) jump principle.

- In Chapter 8 we have quantified the impact of transverse diffusion as sampling process on anomalous transport in correlated heterogeneous advective fields. Specifically, we consider stratified or fibrous media where particles move by advection along the layers orientation and diffusively in transverse directions. Within a CTRW framework, we have considered two different quenched disorder configurations that affect the diffusion process in different ways. These configurations are the random velocity model, which is an extension of the well-known model by Matheron and de Marsily and the random retardation model, which accounts for spatially-varying retardation properties that are mapped onto a distribution of retardation coefficients. We have shown that the impact of diffusion on transport depends on the specific disorder model, as well as on the dimensionality of space. Specifically, we have found that there is perfect duality in space and time between the random velocity and the random retardation model. In \( d \leq 3 \) dimensions, transport dynamics is described by a correlated Lévy flight for the random velocity model and by a correlated biased CTRW for random retardation. In \( d > 4 \) dimensions, the vanishing return probability makes particles experience an annealed disorder, despite the intrinsic quenched nature of the system. As a consequence, particles dynamics describes a
Lévy flight in the random velocity model and a CTRW in the random retardation model.

With this thesis, we have shed some new light onto the understanding of the mechanisms underlying non-Fickian transport and we have performed the transport upscaling by means of the CTRW framework.

Outlook

To deepen the understanding of non-Fickian transport in heterogeneous porous media and the impact of the underlying physical mechanisms, the various aspects would deserve some efforts. Among them, we suggest

- to study the impact of diffusion in Darcian flows. Diffusion shortens the correlation scales by promoting mass transfer across streamlines. It is still not clear, however, how to account for this mechanism in the proposed correlated CTRW approach;

- to consider the impact of disorder and correlation on transport in non multi-Gaussian conductivity fields, e.g. in binary fields, connected and disconnected fields;

- to apply the correlated CTRW model to real field data, for instance those of the MAcroDispersion Experiment (MADE) site;

- to further study the relationship between medium and flow properties in order to parameterize the CTRW model in terms of geometric and hydraulic properties only.
Trapping Time Scales

The mass exchange process exhibits two distinct time scales. The first one is given by the inverse of the trapping rate \( \tau_\gamma = \gamma^{-1} \). This time scale represents the time at which, on average, particles undergo the first trapping event. Moreover, it is also the average time that the particles spend in the mobile phase. For times larger than \( \tau_\gamma \), advection ceases to be the only process that governs transport.

The second time scale represents the moment at which particles start spending on average more time trapped than in the mobile phase. In order to determine this scale, we need to compare the average time spent mobile, which is given by \( \tau_\gamma \) to the the average time spent immobile at a given time \( t \). Note that the average trapping of the stable distribution (3.37) does not exist. Thus, in order to determine the characteristic trapping time after \( n \) trapping event, we first consider the mean number \( \nu(t_f) \equiv \langle n_{t_f} \rangle \) of trapping times needed to arrive at a given total trapping time \( t_{f,n} = \sum_{i=1}^n \tau_{f,i} \), which is given by the renewal theorem as

\[
\nu(t_f) = 1 + \int_0^{t_f} dt' \nu(t_f - t')p_f(t').
\]

This equation is solved for the Laplace transform of \( \nu(t_f) \) as

\[
\nu^*(\lambda) = \frac{1}{\lambda} \frac{1}{1 - p_f^*(\lambda)}.
\]

Using the stable distributions (3.37) for small \( \lambda \tau_g \) gives \( \nu^*(\lambda) \approx \tau_g (\lambda \tau_g)^{-1-\delta} \), from which we obtain in time

\[
\nu(t_f) \approx \left( \frac{t}{\tau_g} \right)^\delta.
\]

The latter gives us a relation between the total trapping time and number of trapping events. We can use this relation to define a total mean trapping time as
a function of step number by setting \( \nu(\langle t_f \rangle) = n \), which gives \( \langle t_f(n) \rangle = \tau_g n^{1/\delta} \). Thus an average trapping time after \( n \) steps is simply \( \langle \tau_f(n) \rangle = \langle t_f(n) \rangle / n \), which gives

\[
\langle \tau_f(n) \rangle = \tau_g n^{1-\delta}. \tag{A.4}
\]

Notice that the latter is not strictly an average trapping time because for the stable distributions (3.37) the mean does not exist. It is rather a characteristic trapping time after \( n \) trapping events.
Moments of the spatial distribution

B.1 Weak advective heterogeneity

In the following we will derive the expressions for the scaling of the moments and
the variance of particle displacements in both the longitudinal and transverse di-
rections in the pre-asymptotic and in the asymptotic time regimes. In particular,
we will consider all the possible cases corresponding to different choices of the
distribution of trapping times. For the derivation of the moments, we will make
use of the inverse Gamma distribution for \( \delta \) in (1, 2) and of stable distribution for
\( \delta \) in (0, 1). This choice has as a consequence the fact that the Laplace transform
of the distribution of immobile times in the asymptotic limit (\( \lambda \to 0 \)) can be
approximated for \( \lambda \tau_g \ll 1 \) as

\[
p_f^*(\lambda) \approx 1 - (\lambda \tau_g)^\delta. \tag{B.1}
\]

By inserting equation (B.1) into equation (3.18), we get the expression for the
distribution of transit times

\[
\psi^*(\lambda) \approx \frac{1}{1 + \lambda \tau_0 + \gamma \tau_0 (\lambda \tau_g)^\delta}. \tag{B.2}
\]

From equation (B.2) we identify the trapping time scale \( \tau_e \) as follows. The second
term in the denominator dominates for \( \lambda \ll \gamma (\tau_0)^{\frac{\delta}{\delta-1}} \) and analogously for times
\( t \gg \tau_0 (\gamma \tau_0)^{\frac{\delta}{\delta-1}} \equiv \tau_e \).

We first derive the scalings of the moments in the pre-asymptotic time regime.
Under this conditioned, the PDF of transition times can be expanded and ap-
proximated with

\[
\psi^*(\lambda) \approx 1 - \lambda \tau_0. \tag{B.3}
\]
By inserting equation (B.3) into the equations for the first moment (3.43) and for the second moment (3.44) in this time regime and by considering the leading term in $\lambda$, we obtain

$$m_1^*(\lambda) \propto \lambda^{-2}, \quad m_{11}^*(\lambda) \propto \lambda^{-3} + \lambda^{-2}, \quad m_{22}^*(\lambda) \propto \lambda^{-2}. \quad (B.4)$$

We recall that the first moment in the transverse direction is always null. By applying the Tauberian theorems, we calculate the scaling in time from the expressions in the Laplace domain of equation (B.4). Thus, we find

$$m_1(t) \propto t, \quad m_{11}(t) \propto t^2 + t, \quad m_{22}(t) \propto t. \quad (B.5)$$

These results are valid for $\delta \in (0, 2)$. The variance is computed using equation (3.42). Note that the term proportional to $t^2$ in equation (B.5) will cancel out with the square of the first moment. Therefore, we get for the variance

$$\kappa_{11}(t) \propto t, \quad \kappa_{22}(t) \propto t. \quad (B.6)$$

The procedure here described will be adopted to calculate all the scalings of the first moment and the variance in the following.

At long times, i.e. in the asymptotic time regime the PDF of transition times can be approximated with

$$\hat{\psi}(\lambda) \approx 1 - \tau_0 \gamma (\tau_g \lambda)^\delta. \quad (B.7)$$

By substituting this expression into equations (3.43) and (3.44), we get the scalings of the moments in the Laplace space. The mean value in the longitudinal direction behaves asymptotic as

$$m_1^*(\lambda) \propto \lambda^{-1-\delta} \quad (B.8)$$

By making use of the Tauberian theorems, we derive the asymptotic behavior of the variance in the temporal domain and we get

$$m_1(t) \propto t^\delta \quad (B.9)$$

This procedure is repeated to calculate all the scalings of the moments. In the transverse direction, as we have already pointed out before, the first moment in the transverse directions is always null $m_2 = 0$. For the spatial variances we obtain

$$\kappa_{11}(t) \propto t^{2\delta}, \quad \kappa_{22}(t) \propto t^\delta. \quad (B.10)$$

### B.2 Strong advective heterogeneity

We derive here the scalings of the moments for the case of strong advective heterogeneity. The latter is mapped onto heavy-tailed distributions of the mobile transition times. In particular, we will refer to inverse Gamma distributions
for \( \beta \) in \((1, 2)\). Therefore, the Laplace transform of \( \psi_m \) at long times can be approximated with

\[
\psi_m(\lambda) \approx 1 - \alpha_1 \lambda \tau_v + \alpha_2 (\lambda \tau_v)\beta. \tag{B.11}
\]

where \( \alpha_1 \) and \( \alpha_2 \) are constants. By inserting this expression into equation (3.18), we get the Laplace transform of the PDF of the compound process

\[
\psi^*(\lambda) \approx 1 - \alpha_1 \tau_v (\lambda + \gamma [1 - p_f^*(\lambda)]) + \alpha_2 (\tau_v \lambda + \tau_v \gamma [1 - p_f^*(\lambda)])\beta. \tag{B.12}
\]

The Laplace transform of the distribution of trapping times at long times is approximated by equation (B.1). By substituting the latter into equation (B.12) we get the distribution of total transition times in the Laplace space

\[
\psi^*(\lambda) \approx 1 - \alpha_1 \left[ \lambda \tau_v + \gamma \tau_v (\lambda \tau_g)^\delta \right] + \alpha_2 \left[ \lambda \tau_v + \gamma \tau_v (\lambda \tau_g)^\delta \right]^{\beta}. \tag{B.13}
\]

We now follow the same procedure described in appendix B.1 to derive the scaling of the moments in the pre-asymptotic and asymptotic limit for different choices of the parameters \( \beta \) and \( \delta \). In the pre-asymptotic limit, the mean value of particle displacements scales linearly with time

\[
m_1(t) \propto t \tag{B.14}
\]

in the longitudinal direction, while in the transverse directions the mean is zero

\[m_2(t) = 0.\]

For the mean squared displacement, we find

\[
\kappa_{11}(t) \propto t^{3-\beta} \tag{B.15}
\]

in the direction of advection, while in the transverse direction the variance scales linearly

\[
\kappa_{22}(t) \propto t. \tag{B.16}
\]

Unlike the previous case, late behavior is strongly conditioned by the trapping properties of the medium and, as a consequence, the scalings of the moments will in general depend on the distribution of times that the particles spend in the immobile phase. In particular, the first moment in the longitudinal direction scales as

\[
m_1(t) \propto t^{\delta}, \tag{B.17}
\]

while in the transverse directions the mean value is always null

\[m_2(t) = 0.\]

The scaling of the mean squared displacement along the direction in which advection occurs is given by

\[
\kappa_{11}(t) \propto t^{2\delta}, \tag{B.18}
\]

while in the transverse direction we get

\[
\kappa_{22}(t) \propto t^{\delta}. \tag{B.19}
\]
First passage time distribution

Here we will derive the scaling of the FPTD in the asymptotic and pre-asymptotic regimes for both weak and strong advective heterogeneity. The derivation will be performed for the same scenarios discussed in the previous section.

C.1 Weak advective heterogeneity

We will derive the expressions for the asymptotic regime. It has been previously shown that the distribution of transition times is given by equation (B.2). For $\lambda\tau_e \ll 1$, we obtain

$$\psi^*(\lambda) \approx 1 - \gamma\tau_0(\lambda\tau_g)^\delta.$$  \hspace{1cm} (C.1)

Inserting the latter into (3.50) and using (3.48) gives for the Laplace transform of the FPTD

$$f^*(\lambda, x_c) = \exp[-\langle n_c \rangle \gamma\tau_0(\lambda\tau_g)^\delta],$$ \hspace{1cm} (C.2)

which is again a stable distribution characterized by the exponent $\delta$. This gives directly the scaling $f(t, x_c) \propto t^{-1-\delta}$ for $t \gg \tau_e$.

C.2 Strong advective heterogeneity

Inserting (B.13) in (3.50) gives for $f^*(\lambda, x_c)$

$$f^*(\lambda, x_c) \approx \exp[-\langle n_c \rangle \left( \alpha_1 [\lambda\tau_v + \gamma\tau_v(\lambda\tau_g)^\delta] \right. + \alpha_2 [\lambda\tau_v + \gamma\tau_v(\lambda\tau_g)^\delta]^\beta \left. \right)].$$ \hspace{1cm} (C.3)
For $\lambda \ll \gamma$, we approximate
\[ f^*(\lambda, x_c) \approx \exp \left[ -\langle n_c \rangle \alpha_1 \gamma \tau_v (\lambda \tau_g)^{\delta} \right], \quad (C.4) \]
which gives $f(t, x_c) \propto t^{-1-\delta}$ for $t \gg \tau_{\gamma}$. For $\lambda \gg \gamma$, we have
\[ f^*(\lambda, x_c) \approx \exp \left( -\langle n_c \rangle \left[ \alpha_1 \lambda \tau_v + \alpha_2 (\lambda \tau_g)^{\beta} \right] \right), \quad (C.5) \]
which gives the preasymptotic scaling $f(t, x_c) \propto t^{-1-\beta}$ for $t \ll \tau_{\gamma}$. 
Eulerian and s-Lagrangian velocity PDFs

Here we show the derivation of the s-Lagrangian PDF from the Eulerian PDF. The latter is defined as

\[ p_e(v) = \lim_{V \to \infty} \frac{1}{V} \int_{\Omega} dx \delta[v - v_e(x)], \]  

(D.1)

where \( V \) is the volume of the region \( \Omega \). We define the s-Lagrangian PDF sampled among particles as

\[ p_s(v,s) = \lim_{V_0 \to \infty} \frac{1}{V_0} \int_{\Omega_0} da \frac{v(a)}{v_e} \delta(v - v_e[x(s,a)]), \]  

(D.2)

where \( x(s = 0; a) = a, \Omega_0 \) is the region of space occupied by the particles at \( s = 0, V_0 \) its volume. Expression (D.2) accounts for the flux-weighting of the initial particle injection. We apply the transformation \( x = x(s,a) \) to Eq. (D.1) in order to obtain

\[ p_e(v) = \lim_{V \to \infty} \frac{1}{V} \int_{\Omega_0} da \mathcal{J}(a,s) \delta(v - v_e[x(s,a)]), \]  

(D.3)

where \( \mathcal{J}(a,s) \) is the norm of the determinant of the Jacobian of the transformation. We notice that the following relationship holds \( \frac{d}{ds} \mathcal{J} = \mathcal{J} \nabla \cdot \left( \frac{v_s}{v^2} \right) \). Under the condition of incompressibility, the latter reduces to

\[ \frac{d}{ds} \mathcal{J} = -\mathcal{J} \frac{v_s \cdot \nabla v_s}{v^2}. \]  

(D.4)

Since \( v_s(s) = v_e[x(s,a)] = \|\mathbf{u}[x(s,a)]\| \), we obtain from Eq. (4.5b)

\[ \frac{dv_s}{ds} = \frac{v_s}{v^2} \cdot \nabla v_s. \]  

(D.5)
Thus, Eq. (D.4) reduces to

\[ \frac{d}{ds} J = - \frac{1}{v_s} \frac{dv_s}{ds} J. \]  

(D.6)

Since for \( J(a,0) = 1 \), corresponding to the fact that the starting points are mapped identically onto themselves for \( s = 0 \), integrating the differential Eq. (D.6) yields

\[ J(a,s) = \frac{v_e(a)}{v_e[x(s,a)]}. \]  

(D.7)

By substituting the latter into Eq. (D.3), we obtain

\[ p_e(v) = \lim_{V \to \infty} \frac{1}{V} \int_{\Omega_0} da v_e(a) \frac{\delta(v - v_e[x(s,a)])}{v_e[x(s,a)]}. \]  

(D.8)

We can write this expression as

\[ p_e(v) = \frac{\langle v_e \rangle}{v} \lim_{V \to \infty} \frac{1}{V} \int_{\Omega_0} da \frac{v_e(a)}{\langle v_e \rangle} \delta(v - v_e[x(s,a)]), \]  

(D.9)

where we use that \( v = v_e[x(s,a)] \) as per the Dirac delta in the integrand. Using (D.2) to identify \( p_s(v) \) on the right side gives Eq. (4.6).
Correlation functions

In this Appendix, we derive the analytical expressions of the correlation function for the geometry described in Sect. 4.2.2. To this scope, we introduce the fluctuations of the Eulerian velocity with respect to its average $v'_e(x) = v_e(x) - \langle v_e(x) \rangle$, where the mean of $v'_e$ is null by definition. For a position in the bin $(n, m, p)$, we set $x = x_n + \delta_x$, $y = y_n + \delta_y$ and $z = z_n + \delta_z$, where $\delta_x$ is uniformly distributed between $0$ and $\ell_{n+1}$, while $\delta_y$ and $\delta_z$ are uniformly distributed in $(0, d_0]$ and in $(0, h_0]$, respectively. Therefore, the fluctuations can be expressed as

$$v'_e(x) = \sum_{n,m,p} v'_{e;n,m,p} \mathbb{I}(0 < \delta_x \leq \ell_{n+1}) \times \mathbb{I}(0 < \delta_y \leq d_0) \mathbb{I}(0 < \delta_z \leq h_0),$$

(E.1)

where $v'_{e;n,m,p}$ is the value of the fluctuation in the bin labeled with $(n, m, p)$. The covariance function $C(x - x')$ is defined as in Eq. (4.12). Because of the stationarity of the field, the covariance function only depends on the relative positions in the medium. Since the correlation is non-zero only within the same bin, we can write

$$C(x - x') = \sum_{n,m,p} \langle v'^2_{e;n,m,p} \mathbb{I}_{\delta_x}(n) \mathbb{I}_{\delta_y}(m) \mathbb{I}_{\delta_z}(p) \rangle \times \mathbb{I}_{\delta'_x}(n) \mathbb{I}_{\delta'_y}(m) \mathbb{I}_{\delta'_z}(p).$$

(E.2)

where the primed deltas refer to the point $x'$ and the indicator functions are 1 if the point is within the bin and 0 otherwise. The ensemble averaging is performed by integrating over the uniformly distributed variables $\delta_i$ and $\delta'_i$, with $i = x, y, z$, as well as over the bins sizes $\ell$. By defining $\Delta x = x - x'$, the explicit calculation
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leads to

\[ C(x - x') = \sigma_v^2 \int_{|\Delta x|}^{\infty} d\ell p_\ell(\ell) \left( 1 - \frac{|\Delta x|}{\ell} \right) \times \left( 1 - \frac{|\Delta y|}{d_0} \right) \left( 1 - \frac{|\Delta z|}{h_0} \right), \]

(E.3)

and 0 for \(|\Delta y| > d_0\) or \(|\Delta z| > h_0\). where \(\sigma_v^2 = C(0)\) is the variance of the Eulerian velocity. The correlation function is defined by \(C(x) = C(x)/\sigma_v^2\). By substituting the definition into Eq. (E.3), we observe that the covariance function can be factorized into

\[ C(x) = \mathcal{X}(x) \mathcal{Y}(y) \mathcal{Z}(z), \]

(E.4)

where

\[ \mathcal{X}(x) = \int_{|x|}^{\infty} d\ell p_\ell(\ell) \left( 1 - \frac{|x|}{\ell} \right) \]

\[ \mathcal{Y}(y) = \left( 1 - \frac{|y|}{d_0} \right) H(d_0 - |\Delta y|) \]

\[ \mathcal{Z}(z) = \left( 1 - \frac{|z|}{h_0} \right) H(h_0 - |\Delta z|) \]

represent the correlation functions in the \(x\), \(y\) and \(z\) directions, respectively.
Spatial moments

In the following, we derive expressions (4.43)-(4.44) for the first and second displacement moments and the asymptotic scalings of the mean and variance. To this end, we define the $j$th moments of $\Phi(x,t)$ and $P(x,t)$ as

$$
\mu_j^{(\Phi)}(t) = \int dx^j \Phi(x,t) \quad \text{(F.1)}
$$

$$
\mu_j^{(P)}(t) = \int dx^j P(x,t). \quad \text{(F.2)}
$$

F.1 Derivation of mean and variance

The relationship between the particle density with and without interpolation is given in the Fourier and Laplace space by Eq. (4.39). By substituting this expression into Eq. (4.42), for the Laplace transform of the first and second moment of the spatial density $c(x,t)$ we get

$$
m_1^*(\lambda) = \frac{\lambda}{1 - \psi^*(\lambda)} \left[ \mu_1^{(\Phi)}(\lambda) \mu_0^{(P)}(\lambda)
+ \mu_1^{(P)}(\lambda) \mu_0^{(\Phi)}(\lambda) \right], \quad \text{(F.3)}
$$

$$
m_2^*(\lambda) = \frac{\lambda}{1 - \psi^*(\lambda)} \left[ \mu_2^{(\Phi)}(\lambda) \mu_0^{(P)}(\lambda)
+ 2 \mu_1^{(\Phi)}(\lambda) \mu_1^{(P)}(\lambda) + \mu_2^{(P)}(\lambda) \mu_0^{(\Phi)}(\lambda) \right], \quad \text{(F.4)}
$$

where the $\mu$s are the moments of $P$ and $\Phi$ in Laplace space. The sub-index denotes the order of the moment and the super-index indicates the distribution. Notice that the zero-th order moment of $P(x,t)$ in Laplace space is given by $\mu_0^{(P)}(\lambda) = \tilde{P}^*(k = 0, \lambda)$. By using Eq. (4.38) and by assuming an instantaneous
injection of particles at $t = 0$, we get

$$\mu_0^{(P)}(\lambda) = \lambda^{-1}. \quad (F.5)$$

Analogously, the first and the second moments of $P(x, t)$ are calculated by applying the expressions for the moments (4.42) to the distribution of Eq. (4.38). Thus, we get

$$\mu_1^{(P)}(\lambda) = \frac{\mu_1^*(\lambda)}{\lambda [1 - \psi^*(\lambda)]}, \quad (F.6)$$

$$\mu_2^{(P)}(\lambda) = \frac{1}{1 - \psi^*(\lambda)} \left[ 2\mu_1^*(\lambda)\mu_1^{(P)}(\lambda) + \frac{\mu_2^*(\lambda)}{\lambda} \right]. \quad (F.7)$$

The zero-th moment of $\Phi(x, t)$ is defined as the integral of the distribution over the spatial domain. Integrating Eq. (4.33) yields $\mu^{(\Phi)}(t) = \int_{\tau}^{\infty} \psi(\tau) d\tau$, whose Laplace transform reads

$$\mu_0^{(\Phi)}(\lambda) = \frac{1 - \psi^*(\lambda)}{\lambda}. \quad (F.8)$$

Finally, the first moment of $\Phi$ is

$$\mu_1^{(\Phi)}(\lambda) = \frac{1}{\lambda^2} \int_{0}^{\lambda} d\lambda' \mu_1^*(\lambda') - \frac{1}{\lambda} \mu_1^*(\lambda), \quad (F.9)$$

while the second moment is given by

$$\mu_2^{(\Phi)}(\lambda) = \frac{2}{\lambda^3} \int_{0}^{\lambda} d\lambda' \mu_2^*(\lambda') - \frac{\mu_2^*(\lambda)}{\lambda}. \quad (F.10)$$

By substituting Eqs. (F.5), (F.6), (F.8) and (F.9) into Eq. (F.3) we get Eq. (4.43) for the Laplace transform of the first moment of particle density. Analogously, by substituting Eqs. (F.5), (F.6), (F.7), (F.8), (F.9) and (F.10) into Eq. (F.4), we get Eq. (4.44) for the Laplace transform of the second moment.

### F.2 Asymptotic scalings

In this section we derive explicitly the asymptotic scalings of the first and second centered moment of particle density for each scenario presented in Sect. 4.4.

#### F.2.1 Distribution-induced anomalous diffusion

We first show that $\psi(t)$ scales asymptotically as $t^{-1-\beta}$. By definition, $\psi(t) = \int_{-\infty}^{\infty} dx \psi(x, t)$. By using Eq. (4.27), the distributions of bins lengths (4.16) and
the distribution of velocities (4.11), we get that the $j$-th moment of $\psi(x,t)$ scales at long times as

$$\mu_j(t) \propto t^{-1-\beta} \int_0^\infty dx \, x^j \, e^{-x/\ell_0}, \quad (F.11)$$

where $\mu_0(t) = \psi(t)$. For $t \to \infty$ the integral converges to $\Gamma(\beta + j + 1)$. Thus, from Eq. (F.11) we conclude that asymptotically $\mu_j(t) \propto t^{-1-\beta}$ for $j = 0, 1, 2$. By making use of Tauberian theorems, we obtain that the Laplace transform of quantities that scale asymptotically as $t^{-1-\beta}$ behaves for small $\lambda$ as $1 - a_1 \lambda^\beta$ for $\beta \in (0, 1)$ and as $1 - a_1 \lambda + a_2 \lambda^\beta$ for $\beta \in (1, 2)$. Finally, if $\beta = 1$, the scaling is $1 - a_1 \lambda + a_3 \lambda \ln \lambda$. Thus, we get

$$\mu_j^*(\lambda) \propto \begin{cases} 
1 - a_1 \lambda^\beta & \beta \in (0, 1) \\
1 - a_1 \lambda + a_3 \lambda \ln \lambda & \beta = 1 \\
1 - a_1 \lambda + a_2 \lambda^\beta & \beta \in (1, 2).
\end{cases} \quad (F.12)$$

The real coefficients $\{a_i\}_{i=1,\ldots,3}$ depend on the specific distribution. By substituting the corresponding scalings into Eq. (4.43) and by taking the leading orders in $\lambda$ we get the asymptotic scalings in the Laplace domain of the first moment of particle density

$$m_1^*(\lambda) \propto \begin{cases} 
\lambda^{-1-\beta} & \beta \in (0, 1) \\
\frac{\lambda^{-3}}{\ln \lambda} & \beta = 1 \\
\lambda^{-2} & \beta \in (1, 2].
\end{cases} \quad (F.13)$$

The asymptotics in real time are obtained by the application of the Tauberian theorems, which provides the results listed in Table F.1. Analogously, we calculate the second moment by substituting the scalings of Eq. (F.12) into Eq. (4.44) and we get, in Laplace space

$$m_2^*(\lambda) \propto \begin{cases} 
\lambda^{-1-2\beta} & \beta \in (0, 1) \\
\frac{\lambda^{-3}}{\ln \lambda} & \beta = 1 \\
\lambda^{-3} + \lambda^{\beta-4} & \beta \in (1, 2].
\end{cases} \quad (F.14)$$

The application of the Tauberian theorems provides the following scalings in the time domain

$$m_2(t) \propto \begin{cases} 
t^{2\beta} & \beta \in (0, 1) \\
\frac{t^2}{\ln^3 t} & \beta = 1 \\
t^2 + t^{3-\beta} & \beta \in (1, 2].
\end{cases} \quad (F.15)$$

Recall that the second centered moment is given by $\kappa(t) = m_2(t) - m_1^2(t)$. By taking the leading orders in $t$, we obtain the results that are listed in Table F.1.
Table F.1: Distribution-induced anomalous diffusion: asymptotic scalings of first moment and variance.

<table>
<thead>
<tr>
<th>$m_1(t)$</th>
<th>$t^\beta$</th>
<th>$\frac{t}{\ln(t)}$</th>
<th>$t^{\beta-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa(t)$</td>
<td>$t^{2\beta}$</td>
<td>$\frac{t^2}{\ln^2(t)}$</td>
<td>$t^{3-\beta}$</td>
</tr>
</tbody>
</table>

F.2.2 Correlation-induced anomalous diffusion

As we did in the previous section, we start by deriving the scaling of $\psi(t)$. By using the PDF of transition times and lengths of Eq. (4.27), the distribution of bins sizes (4.18) and the velocity PDF (4.9), we get that the $j$-th moment of $\psi(x,t)$ is given by

$$
\mu_j(t) = \frac{\alpha \ell_0^\alpha}{t^{2\pi\sigma_x^2}} \int_{\ell_0}^{\infty} dx x^{j-1-\alpha} \\
\times \exp \left( -\frac{[\ln(x/t) - \mu_s]^2}{2\sigma_x^2} \right).
$$

We introduce the change of variable $y = x/t$. With this substitution, Eq. (F.16) simplifies to

$$
\mu_j(t) = \frac{\alpha \ell_0^\alpha t^{j-1-\alpha}}{\sqrt{2\pi\sigma_x^2}} \int_{\ell_0/t}^{\infty} dy y^{j-1-\alpha} \\
\times \exp \left[ -\frac{(\ln y - \mu_s)^2}{2\sigma_x^2} \right].
$$

For $t \to \infty$ the integral converges to a constant value. Thus, by applying Tauberian theorems in the long time limit we get for $j = 0$

$$
\psi^*(\lambda) \propto \begin{cases} 
1 - a_1 \lambda^\alpha & \alpha \in (0, 1) \\
1 - a_1 \lambda + a_3 \lambda \ln \lambda & \alpha = 1 \\
1 - a_1 \lambda + a_2 \lambda^\alpha & \alpha \in (1, 2). 
\end{cases}
$$

F.2.2 Correlation-induced anomalous diffusion

Analogously, we find that the first moment of $\psi(x,t)$ scales in Laplace space as

$$
\mu_1^*(\lambda) \propto \begin{cases} 
\lambda^{\alpha-1} & \alpha \in (0, 1) \\
1 + a_3 \ln \lambda & \alpha = 1 \\
1 - a_1 \lambda^\alpha & \alpha \in (1, 2),
\end{cases}
$$
while for the second moment we get

$$\mu_2^*(\lambda) \propto \begin{cases} \lambda^{\alpha-2} & \alpha \in (0, 1] \\ \lambda^{\alpha-1} & \alpha \in (1, 2). \end{cases} \tag{F.20}$$

By substituting the scalings of Eqs. (F.18) and (F.19) into Eq. (4.43), we find

$$m_1^*(\lambda) \propto \begin{cases} \lambda^{-2} & \alpha \in (0, 1) \\ \frac{\lambda^{-2}}{\ln \lambda} & \alpha = 1 \\ \lambda^{-2} & \alpha \in (1, 2]. \end{cases} \tag{F.21}$$

By applying the Tauberian theorems, we find the scalings in the time domain that are listed in Table F.2. The scalings of the second moments are obtained in Laplace space by substituting Eqs. (F.18),(F.19) and (F.20) into Eq. (4.44), which gives

$$m_2^*(\lambda) \propto \begin{cases} \lambda^{-3} & \alpha \in (0, 1) \\ \frac{\lambda^{-3}}{\ln \lambda} & \alpha = 1 \\ \lambda^{-3} + \lambda^{\alpha-4} & \alpha \in (1, 2]. \end{cases} \tag{F.22}$$

The application of Tauberian theorems provides the following scalings in the time domain

$$m_2(t) \propto \begin{cases} t^2 & \alpha \in (0, 1) \\ \frac{t^2}{\ln t} & \alpha = 1 \\ t^2 + t^{3-\alpha} & \alpha \in (1, 2]. \end{cases} \tag{F.23}$$

Finally, by using these scalings for the calculation of the second centered moment and by taking the leading orders in $t$, we get the scalings that are listed in table F.2.

| $\alpha \in (0, 1)$ | $\alpha = 1$ | $\alpha \in (1, 2]$ |
|---------------------|---------------------|
| $m_1(t)$            | $t$                 | $\frac{t}{\ln t}$ |
| $\kappa(t)$         | $t^2$               | $\frac{t^2}{\ln t}$ |

Table F.2: Correlation-induced anomalous diffusion: asymptotic scalings of first moment and variance.

### F.2.3 Anomalous diffusion induced by distribution and correlation

In this scenario the distribution of step lengths is given by (4.18), while the distribution of velocities is (4.11). By substituting these expressions into Eq.
and by calculating the spatial moments, we get

\[ \mu_j(t) \propto t^{-1-\beta} \int_0^\infty dx x^{j+\beta-\alpha-1} \exp \left( -\frac{x}{v_{\text{max}} t} \right). \]  

(F.24)

By using the change of variable \( y = \frac{x}{v_{\text{max}} t} \) we get

\[ \mu_j(t) \propto t^{j-\alpha-1} \int_0^\infty dy y^{j+\beta-\alpha-1} \exp (-y). \]

(F.25)

For different values of \( \alpha \) and \( \beta \) very different asymptotic behaviors arise. In particular, we get

\[ \mu_j(t) \propto \begin{cases} 
    t^{j-1-\alpha} & \alpha < \beta + j \\
    t^{-1-\omega} \ln t & \alpha = \beta + j \\
    t^{-1-\beta} & \alpha > \beta + j,
\end{cases} \]

(F.26)

where \( \omega = \min(\alpha, \beta) \). Recall that the range of the parameters does not allow the possibility \( \alpha \geq \beta + 2 \). Therefore, a unique expression for the scaling of the second moment of \( \psi(x,t) \) is found. Namely, we get \( \mu_2(t) \propto t^{1-\alpha} \). In the following, we will treat four different scenarios, neglecting the cases in which \( \alpha = \beta \) because of their unlikelihood. Nevertheless, those cases are reported in Table F.3 for completeness.

**Case** \( \alpha, \beta \in (0,1); \alpha \neq \beta \) By using Tauberian theorems into Eq. (F.26), we find that the distribution of transition times admits the following expansion for large times in Laplace domain

\[ \psi^*(\lambda) \propto 1 - a_1 \lambda^\omega. \]

(F.27)

The first moment, given by Eq. (F.26) for \( j = 1 \), scales in Laplace space as \( \mu_1^*(\lambda) \propto \lambda^{\alpha-1} \), while the second moment scales as \( \mu_2^*(\lambda) \propto \lambda^{\alpha-2} \). By substituting the so-obtained scalings into Eq. (4.43) and (4.44), we get for the first and the second moment of particles density

\[ m_1^*(\lambda) \propto \lambda^{-1-\nu} \quad m_2^*(\lambda) \propto \lambda^{-1-\mu} + \lambda^{-1-\epsilon}, \]

(F.28)

where \( \nu = \min(1, \beta - \alpha + 1) \) and \( \epsilon = \min(2, 2 + \beta - \alpha) \). By applying the Tauberian theorems, we find the scalings summarized in Table F.4.

**Case** \( \alpha, \beta \in (1,2); \alpha \neq \beta \) In this case, for long times Eq. (F.26) can be expanded in Laplace space as

\[ \psi^*(\lambda) \propto 1 - a_1 \lambda + a_2 \lambda^\omega, \]

(F.29)
while the first and the second moments of $\psi(x,t)$ scale as $\mu_1^*(\lambda) \propto \lambda^{\alpha-1}$ and as $\mu_2^*(\lambda) \propto \lambda^{\alpha-2}$, respectively. By applying the usual methodology, we get

$$m_1^*(\lambda) \propto \lambda^{-2} \quad m_2^*(\lambda) \propto \lambda^{-3} + \lambda^{\omega-4}, \quad (F.30)$$

After applying the Tauberian theorems and by using $\kappa(t) = m_2(t) - m_1^2(t)$, for the first and second centered moment of particle displacements, we get the scalings listed in table F.4.

**Case** $\alpha \in (0, 1), \beta \in (1, 2)$  For this scenario, by using Eq. (F.26) and Tauberian theorems, we get again the scaling of Eq. (F.27) for $\psi^*(\lambda)$ while the first and the second moment scale as $\mu_1^*(\lambda) \propto \lambda^{\alpha-1}$ and $\mu_2^*(\lambda) \propto \lambda^{\alpha-2}$, respectively (note that here $\alpha < \beta + 1$). In this case, we get from Eqs. (4.43) and (4.44)

$$m_1^*(\lambda) \propto \lambda^{-2} \quad m_2^*(\lambda) \propto \lambda^{-3}.$$

(F.31)

The corresponding scalings in time domain are listed in Table F.5.

**Case** $\alpha \in (1, 2), \beta \in (0, 1)$  In this last scenario, we get from Eq. (F.26) and from the Tauberian theorems

$$\psi^*(\lambda) \propto 1 - a_1 \lambda^\beta,$$

(F.32)

while the second moment of $\psi(x,t)$ scales as $\mu_2^*(\lambda) \propto \lambda^{\alpha-2}$, respectively. The first moment, given by Eq. (F.26) for $j = 1$, scales as

$$\mu_1^*(\lambda) \propto \begin{cases} \lambda^{\alpha-1} & \alpha < \beta + 1 \\ 1 - a_1 \lambda^\beta & \alpha > \beta + 1. \end{cases} \quad (F.33)$$

By substituting the scalings here derived into Eqs. (4.43) and (4.44) we get in Laplace space

$$m_1^*(\lambda) \propto \lambda^{-1-\beta} \quad m_2^*(\lambda) \propto \lambda^{-1-2\beta}. \quad (F.34)$$

The scalings in time domain are obtained through the application of Tauberian theorems and are listed in Table F.5.

<table>
<thead>
<tr>
<th>$\alpha = \beta \in (0, 1)$</th>
<th>$\alpha = \beta = 1$</th>
<th>$\alpha = \beta \in (1, 2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_1(t)$</td>
<td>$\frac{t}{\ln(t)}$</td>
<td>$\frac{t}{\ln^2 t}$</td>
</tr>
<tr>
<td>$\kappa(t)$</td>
<td>$\frac{t^2}{\ln(t)}$</td>
<td>$\frac{t^3}{\ln^3 t}$</td>
</tr>
<tr>
<td></td>
<td>$t^{3-\alpha} \ln(t)$</td>
<td></td>
</tr>
</tbody>
</table>

Table F.3: Anomalous transport induced by distribution and correlation: asymptotic scaling of the first moment and variance.
APPENDIX F. SPATIAL MOMENTS

\[ \alpha \neq \beta, \alpha, \beta \in (0,1), \quad \alpha \neq \beta, \alpha, \beta \in (1,2) \]

<table>
<thead>
<tr>
<th>( m_1(t) )</th>
<th>( \nu )</th>
<th>( t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa(t) )</td>
<td>( \varepsilon )</td>
<td>( t^{3-\omega} )</td>
</tr>
</tbody>
</table>

Table F.4: Anomalous transport induced by distribution and correlation: asymptotic scaling of the first moment and variance.

\[
<table>
<thead>
<tr>
<th>\alpha \in (0,1), \beta \in (1,2)</th>
<th>\alpha \in (1,2), \beta \in (0,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_1(t) )</td>
<td>( t )</td>
</tr>
<tr>
<td>( \kappa(t) )</td>
<td>( t^2 )</td>
</tr>
</tbody>
</table>

Table F.5: Anomalous transport induced by distribution and correlation: asymptotic scaling of the first moment and variance.
Uncorrelated s-Lagrangian velocities

The one-point t-Lagrangian velocity PDF (5.25) can be expanded as

\[
\hat{p}_t(v, t) = \int_0^t dt' \sum_{n=0}^{\infty} \langle \delta(v - v_n) \delta(t' - t_n) \delta_{n,n_t} \rangle, \tag{G.1}
\]

where \(\delta_{i,j}\) denotes the Kronecker-delta. Note that \(\delta_{n,n_t} \equiv \mathbb{I}(t_n \leq t < t_{n+1})\). Thus, we can write (G.1) as

\[
\hat{p}_t(v, t) = \int_0^t dt' \sum_{n=0}^{\infty} \langle \delta(v - v_n) \delta(t' - t_n) \rangle \times \mathbb{I}(0 \leq t - t' < \ell_c/v), \tag{G.2}
\]

where we used that \(t_n\) is independent of \(v_n\), and that per the Dirac-delta, the \(v_n\) in the indicator function is set equal to \(v\). We further obtain

\[
\hat{p}_t(v, t) = \int_{t-\ell_c/v}^{t} dt' \sum_{n=0}^{\infty} \langle \delta(v - v_n) \rangle \langle \delta(t' - t_n) \rangle \\
\equiv p_s(v) \int_{t-\ell_c/v}^{t} dt' \sum_{n=0}^{\infty} R_n(t'). \tag{G.3}
\]

for \(t > \ell_c/v\); \(R_n(t)\) is the PDF of \(t_n\). As \(t_n\) is a Markov process in step number, we have the Chapman-Kolmogorov equation for the conditional PDF \(R_{n,n'}(t|t')\)

\[
R_{n+1,n'}(t|t') = \int_{t'}^{t} dz \psi(t - z) R_{n,n'}(z|t'). \tag{G.4}
\]
As the process is homogeneous in $n$ and in $t$, we have that $R_{n'+m,n'}(t|t') \equiv R_m(t-t')$. The sum over $R_n(t)$,

$$R(t) = \sum_{n=0}^{\infty} R_n(t')$$  \hspace{1cm} (G.5)

satisfies the integral equation (5.27).

For the two-point PDF, we obtain in analogy to (G.3)

$$\hat{p}_t(v,t;v',t') = p_s(v)p_s(v') \times \int_{t-\ell_c/v}^{t} dz \int_{t'-\ell_c/v'}^{t'} dz' \sum_{n=0}^{\infty} \sum_{n'=0}^{\infty} R_{n,n'}(z,z'),$$  \hspace{1cm} (G.6)

where $R_{n,n'}(z,z')$ is the joint density of $t_n$ and $t_{n'}$, which can be written as

$$R_{n'+m,n'}(z,z') = R_m(z-z')R_{n'}(z').$$  \hspace{1cm} (G.7)

We used the stationarity of the conditional PDF discussed above. Thus, we obtain now

$$\hat{p}_t(v,t;v',t') = p_s(v)p_s(v') \times \int_{t-\ell_c/v}^{t} dz \int_{t'-\ell_c/v'}^{t'} dz' R(z - z') R(z').$$  \hspace{1cm} (G.8)

Shifting $z \to t - z$ and $z' \to t' - z'$ gives

$$\hat{p}_t(v,t;v',t') = p_s(v)p_s(v') \times \int_{0}^{\ell_c/v} dz \int_{0}^{\ell_c/v'} dz' R(t - t' + z' - z) R(t' - t').$$  \hspace{1cm} (G.9)

Using now expression (5.26) gives (5.30).
Correlated s-Lagrangian velocities

The Master equation (5.47) for $R(v, t, s)$ follows from the Chapman-Kolmogorov equation (5.46) in the limit $\Delta s \to 0$. In fact, inserting (5.33b) and (5.33f) gives

$$R(v, t, s + \Delta s) = \exp(-\Delta s/\ell_c)R(v, t - \Delta s/v, s) +$$

$$[1 - \exp(-\Delta s/\ell_c)]p_s(v) \int_0^\infty dv'R(v', t - \Delta s/v', s). \quad \text{(H.1)}$$

Expanding the left hand right side for small $\Delta s$ gives

$$R(v, t, s) + \Delta s \frac{\partial R(v, t, s)}{\partial s} + \cdots = R(v, t, s)$$

$$- \frac{\Delta s}{v} \frac{\partial R(v, t, s)}{\partial t} - \frac{\Delta s}{\ell_c}R(v, t, s) +$$

$$\frac{\Delta s}{\ell_c} p_s(v) \int_0^\infty dv'R(v', t, s) + \ldots, \quad \text{(H.2)}$$

where the dots denote higher order contributions in $\Delta s$. Dividing by $\Delta s$ and taking the limit $\Delta s \to 0$ gives (5.47).

We now derive the solution of Equation (5.48). To this end, we perform the Laplace transform, which gives

$$\lambda \hat{p}_t^*(v, \lambda) = -\frac{v}{\ell_c} \hat{p}_t^*(v, \lambda) + p_s(v) \int_0^\infty dv' \frac{v'}{\ell_c} \hat{p}_t^*(v', \lambda). \quad \text{(H.3)}$$
This is a Fredholm equation of the second kind with degenerate kernel (Polyanin and Manzhirov, 1998). It can be written as

\[ \hat{p}^*_t (v, \lambda) = g^*_0 (v, \lambda) p_0 (v) \]

\[ + g^*_0 (v, \lambda) p_s (v) \int_0^\infty dv' \frac{v'}{\ell_c} \hat{p}^* (v', \lambda). \]  

(H.4)

where we defined

\[ g^*_0 (v, \lambda) = \frac{1}{\lambda + v/\ell_c}. \]  

(H.5)

The solution of (H.4) has the form

\[ \hat{p}^*_t (v, \lambda) = g^*_0 (v, \lambda) [p_0 (v) + p_s (v) A(v, \lambda)]. \]  

(H.6)

Inserting the latter into (H.4) gives for \( A(v, \lambda) \)

\[ A(v, \lambda) = \frac{\psi^*_0 (\lambda)}{1 - \psi^*_s (\lambda)} \]  

(H.7)

where we defined

\[ \psi^*_i (\lambda) = \int_0^\infty dv' g^*_0 (v', \lambda) \frac{v'}{\ell_c} p_i (v) \]  

(H.8)

with \( i = 0, s \). Inserting (H.7) into (H.6) and setting \( p_s (v) = v p_e (v) / \langle v_e \rangle \) gives (5.49).
Moments of displacement and first passage time

Here we derive the asymptotic scalings of the moments of the first passage time distribution for the Matheron-de Marsily model with the velocity distribution (8.18) and the displacement moments for the random retardation model with the distribution (8.45) of the retardation coefficient. As we discuss in the main text, the random velocity model and the random retardation model are dual. The first passage time distribution (8.20) of the Matheron-de Marsily model corresponds to the particle distribution (8.47) in the random retardation model. The first passage time in the random velocity model is given by

\[ t(x) = n_x \tau_D \]  \hspace{1cm} (I.1)

and the position in the random retardation model by

\[ x(t) = n_t v_0 \tau_D. \]  \hspace{1cm} (I.2)

Thus, mean and variance of first-passage time and displacement can be written as

\[ \mu_\theta(\xi) = \theta_0 \overline{\xi} \] \hspace{1cm} \[ \kappa_\theta(x) = \theta_0^2 \left( \overline{n_\xi^2} - \overline{n_\xi}^2 \right), \] \hspace{1cm} (I.3)

where \( \xi = t, \theta = x \) and \( \theta_0 = v_0 \tau_D \) for the displacement moments and \( \xi = x \) and \( \theta = t \) and \( \theta_0 = \tau_D \) for the first passage time moments. Note that the asymptotic scalings depend only on the moments of the renewal process \( n_\xi \). The derivation of the behavior of the moments of \( n_\xi \) can be found in Ref. Russian et al. (2017) for the power-law distribution \( \psi_\xi \sim (\xi/\xi_0)^{-1-\nu} \) with \( 0 < \nu < 2 \). Note that \( \nu = \alpha \) for the random velocity and \( \nu = \beta \) for the random retardation model. For the convenience of the reader, in the following, we provide the derivation for the case of \( 1 < \nu < 2 \).
The distribution of $n_\xi$ is given by

$$p_n(\xi) = \delta_{n,n_\xi}. \quad (I.4)$$

Its $i$th moments are defined by

$$h_k(\xi) = \sum_{n=0}^{\infty} n^k p_n(\xi) \quad (I.5)$$

The Laplace transform of (I.4) can be written for large $n$ as (Russian et al., 2017)

$$p_n^*(\lambda) = -\frac{1}{\lambda} \frac{d}{dn} f_n^*(\lambda). \quad (I.6)$$

where we defined

$$f_n^*(\lambda) = \psi^*(\gamma_n \lambda)^{S_n}. \quad (I.7)$$

Likewise, we write the Laplace transform of the moments (I.5) as

$$h_k^*(\lambda) = -\frac{1}{\lambda} \int_0^{\infty} dnn^k \frac{d}{dn} f_n^*(\lambda), \quad (I.8)$$

for which we obtain by integration by parts

$$h_k^*(\lambda) = \frac{1}{\lambda} k \int_0^{\infty} dnn^{k-1} f_n^*(\lambda), \quad (I.9)$$

As outlined above, we consider the case $\psi_\xi(\xi) \propto (\xi/\xi_0)^{-1-\nu}$ and focus on the case $1 < \nu < 2$. The Laplace transform of $\psi_\xi(\xi)$ is for $\lambda \xi_0 \ll 1$ given by

$$\psi_\xi^*(\lambda) = 1 - \xi \gamma_n \lambda + a_\nu \gamma_n^\nu, \quad (I.10)$$

where the constant $a_\nu$ depends on the specific form of the distribution $\psi_\xi(\xi)$. For $\nu > 2$, we set $\nu = 2$ in (I.10) and $a_\nu$ is equal to $\xi^2/2$. Using this expansion, we can write (I.7) as

$$f_n^*(\lambda) = \exp \left[ S_n \ln \left( 1 - \xi \gamma_n \lambda + a_\nu \gamma_n^\nu \lambda^\nu \right) \right]. \quad (I.11)$$

Expansion of the exponent gives

$$f_n^*(\lambda) = \exp \left( -\xi S_n \gamma_n \lambda + A_\nu S_n \gamma_n^\nu \lambda^\nu \right), \quad (I.12)$$

where $A_\nu = a_\nu$ for $1 < \nu < 2$ and $A_\nu = \sigma_\xi^2/2$ for $\nu > 2$ with $\sigma_\xi^2 = \xi^2 - \xi^2$. Further expanding the exponential, we obtain in leading order

$$f_n^*(\lambda) \approx \exp \left( -n \xi \lambda \left( 1 + S_n^{1-\nu} n^\nu A_\nu \lambda^\nu \right) \right). \quad (I.13)$$
where we used that $\gamma_n = n/S_n$.

For $d = 2$, this means $d_w = 1$, we obtain for the moments

$$h^*_k(\lambda) = \frac{k}{\lambda} \int_0^\infty dnn^{k-1} \exp\left(-n\bar{\xi}\lambda\right) + \frac{1}{\lambda} k \int_0^\infty dnn^{k+\nu-1} A_\nu \lambda^\nu \exp\left(-n\bar{\xi}\lambda\right), \quad (I.14)$$

Scaling of $n \to n\bar{\xi}\lambda$ gives

$$h^*_k(\lambda) = \frac{\lambda^{1-k}}{\bar{\xi}^k} k\Gamma(k) + \frac{1}{\lambda} (\lambda\bar{\xi})^{-k-\frac{1-\nu}{2}} A_\nu k\Gamma[1+k+(\nu-1)/2]. \quad (I.15)$$

Inverse Laplace transform gives

$$h_k(\xi) = (\xi/\bar{\xi})^k + B_{2k}(\xi/\bar{\xi})^{k-\frac{\nu-1}{2}}, \quad (I.16)$$

with

$$B_{2k} = \frac{A_\nu k\Gamma[1+k+(\nu-1)/2]}{\bar{\xi}^{1-k} \Gamma[1+k-(\nu-1)/2]}. \quad (I.17)$$

Specifically, we obtain for the mean and variance of $n_\xi$ in leading order

$$\bar{n}_\xi = \xi/\bar{\xi}, \quad (I.18)$$
$$\bar{n}^2_\xi - \bar{n}^2_\xi \propto \frac{A_\nu}{\bar{\xi}} (\xi/\bar{\xi})^{2-\frac{\nu-1}{2}}. \quad (I.19)$$

For $d = 3$, this means $d_w = 2$, we derive along the same lines that

$$h_k(\xi) = (\xi/\bar{\xi})^k + B_{3k}(\xi/\bar{\xi})^{1+k-\nu} \ln(\xi/\bar{\xi})^{\nu-1}, \quad (I.20)$$

with $B_{3k} \propto A_\nu/\bar{\xi}$ a constant. Mean and variance of $n_\xi$ are given by

$$\bar{n}_\xi = \xi/\bar{\xi}, \quad (I.21)$$
$$\bar{n}^2_\xi - \bar{n}^2_\xi \propto \frac{A_\nu}{\bar{\xi}} (\xi/\bar{\xi})^{3-\nu} \ln(\xi/\bar{\xi})^{\nu-1}. \quad (I.22)$$

For $d > 3$, this means $d_w > 2$, we find

$$h_k(\xi) = (\xi/\bar{\xi})^k + B_{4k}(\xi/\bar{\xi})^{1+k-\nu}, \quad (I.23)$$

with $B_{4k} = A_\nu/\bar{\xi}$ a constant. Thus, we obtain for the mean and variance of $n_\xi$

$$\bar{n}_\xi = \xi/\bar{\xi}, \quad (I.24)$$
$$\bar{n}^2_\xi - \bar{n}^2_\xi \propto \frac{A_\nu}{\bar{\xi}^{1-k}} (\xi/\bar{\xi})^{3-\nu}. \quad (I.25)$$
Flow statistics in Ln K-fields

For the particle tracking simulations, we assume steady Eulerian properties. Since boundary conditions impact Eulerian velocities, we explore empirically the “biased belt”, in which Eulerian velocity are not steady. For the most heterogeneous case, we find steady Eulerian velocity statistics (variance) inside a belt with a thickness of about 20 correlation length (Figure: J.1).

To verify the accuracy of our numerical simulations, we compared our results to other numerical references (de Dreuzy et al., 2007; Gotovac et al., 2009). Figure J.2 shows the good agreement between our numerical setting and these references. For consistency, we computed the correlation function along the mean flow direction to illustrate how the Eulerian velocity correlation decreases for increasing heterogeneity. This decrease in correlation is related to the increase of flow channeling. Our results are consistent with the study of Gotovac et al. (2009) (see their Figure 7a, p.12/24).

Figure J.1: Variance of Eulerian velocity in the direction (a) longitudinal and (b) transverse to the mean flow. Vertical lines indicates where the variance becomes stationary and the inner boundaries used for particle tracking simulations.
Figure J.2: Variance (a) and correlation function (b) of the velocity component along the mean flow direction for ln $K$ fields. The variance of the Eulerian velocity along the mean flow direction increases non linearly with increasing variance of the ln $K$ field. Our simulations (red diamond) agrees with references from the literature: upward triangles from de Dreuzy et al. (2007) and downward triangles from Gotovac et al. (2009). The 1st and 2nd-order approximations provides accurate estimates for $\sigma_{\ln K}^2 < 1$ and $\sigma_{\ln K}^2 < 2$ respectively. For increasing heterogeneity, the correlation length of the Eulerian velocity decreases as a result of flow channeling.
Ornstein-Uhlenbeck process

We consider the Kolmogorov equation for the process (6.30), which reads in discrete $s$

$$w(s + \Delta s) = w(s) - \frac{\Delta s}{\ell_c} w(s) + \sqrt{2\kappa \Delta s} \eta(s), \quad (K.1)$$

where $\eta(s)$ is a Gaussian random variable of 0 mean and unit variance. The Kolmogorov equation for the PDF of velocity is

$$p_w(w, s + \Delta s) = \int ds' p(w', s) f(w - w'; w'), \quad (K.2)$$

where we defined

$$f(w - w'; w') = \langle \delta[w - w' + w' \Delta s/\ell_c - \sqrt{2\kappa \Delta s} \eta(s)] \rangle. \quad (K.3)$$

Kramers-Moyal expansion and scale limit $\Delta s \to 0$ gives the Smoluchowski equation. Note that

$$\int dw (w - w') f(w - w'; w') = w' \Delta s/\ell_c \quad (K.4)$$

$$\int dw (w - w')^2 f(w - w'; w') = 2\kappa \Delta s. \quad (K.5)$$

We rewrite (K.2) as

$$p_w(w, s + \Delta s) = \int ds' p(w - w', s) f(w'; w - w'), \quad (K.6)$$

and expand the integrand as

$$p_w(w - w', s) f(w'; w - w') = p_w(w, s) f(w'; w) - \frac{\partial}{\partial w} p_w(w, s) w f(w'; w)$$

$$+ \frac{1}{2} \frac{\partial^2}{\partial w^2} p_w(w, s) w'^2 f(w'; w) \quad (K.7)$$
Inserting the latter into (K.6) and using (K.4) and (K.5) gives

\[ p_w(w, s + \Delta s) \approx p_w(w, s) + \Delta s \frac{\partial}{\partial s} (w) \frac{\partial}{\partial \ell_c} p_w(w, s) + \Delta s \kappa \frac{\partial^2}{\partial w^2} p_w(w, s) + \ldots, \tag{K.8} \]

where the dots denote contributions of order \( \Delta s^2 \). In the limit \( \Delta s \to 0 \) gives the Smoluchowski equation

\[ \frac{\partial p_w(w, s)}{\partial s} = \frac{\partial}{\partial w} (w) \frac{\partial}{\partial \ell_c} p_w(w, s) + \kappa \frac{\partial^2}{\partial w^2} p_w(w, s). \tag{K.9} \]

Its steady state distribution is obtained from

\[ \frac{\partial}{\partial w} (w) \frac{\partial}{\partial \ell_c} p_w(w, s) + \kappa \frac{\partial^2}{\partial w^2} p_w(w, s) = 0. \tag{K.10} \]

The latter can be integrated to give

\[ p_w(w) = \exp \left( -\frac{w^2}{2\kappa \ell_c} \right) \frac{1}{\sqrt{2\pi \kappa \ell_c}} \tag{K.11} \]

This implies that the \( w \)–increment

\[ w(s + \Delta s) - w(s) = w(0) \exp(-s/\ell_c) \left( \exp(-\Delta s/\ell_c) - 1 \right) \]

\[ + \int_s^{s+\Delta s} ds' \exp\left[-(s-s')/\ell_c\right] \sqrt{2\kappa \ell_c}(s), \tag{K.12} \]

is Gaussian distributed at large \( s \gg \ell_c \), for which

\[ w(s + \Delta s) - w(s) \approx \int_s^{s+\Delta s} ds' \exp\left[-(s-s')/\ell_c\right] \sqrt{2\kappa \ell_c}(s). \tag{K.13} \]

**K.1 Parameter estimation in Ornstein-Uhlenbeck process**

This section describes the procedure to estimate the velocity correlation parameter \( \ell_c \) of the OU-model. This estimation is uses the map of the evolution of the ensemble mean s-Lagrangian velocity to the mean of the \( w \) process. It is convenient to estimate the correlation value of the latter process since it can be described analyticaly. In short, estimation of \( \ell_c \) is done with the analytical solution that describes the evolution of the Gaussian random variable \( w \) in the Ornstein-Uhlenbeck model.

Empirical \( w \) are obtained by DNS through the map of s-Lagrangian velocities to \( w \) and averaging over particles and over realizations. The first step of the map consits in computing the probability (score) of the s-Lagrangian velocity with the cumulative density function of the steady-state s-Lagrangian distribution.
Figure K.1: Spatial evolution of the $w$ process obtained by DNS (dots) and fitted analytical solution (blue line) for the two most 'heterogeneous' K field, left: $\sigma_{\ln K}^2 = 7$, $\ln K$-field and right $\alpha = 0.1$, $\gamma_K$-field. The fitted correlation length are: $\ell_c = 3.472 \lambda \ (\pm 0.08)$ and $\ell_c = 4.853 \lambda \ (\pm 0.1961)$.

(here, the flux-weighted Eulerian velocity distribution). The second step of the map is to use this probability to obtain a random value from a unit-Gaussian distribution. These steps are repeated over a given number of distances along streamlines, particles and flow realizations. Averages are computed for each step (over particles) and then, over realizations (ensemble average).

In the OU-model, the evolution of the mean for a unit Gaussian distribution is given by:

$$\langle w(s) \rangle = (\mu_0 - \mu) \exp(-\gamma s) + \mu$$  \hspace{1cm} (K.14)

in which $\gamma^{-1} = \ell_c$, and $\mu_0$ and $\mu$ are the initial and steady-state mean after mapping to the unit Gaussian respectively.

Figure K.1 shows an example of the spatial evolution of the empirical ensemble $\langle w \rangle$ process that stems from DNS of transport in heterogeneous $\ln K$-fields, with $\sigma_{\ln K}^2 = 7$. In addition, the figure shows the fitted analytical solution for the OU process. The analytical solution plots over the empirical data of $\langle w \rangle$, confirming the good agreement between the model and the data. The fit is obtained for $\ell_c = 3.472 \lambda$. This estimates is similar but smaller (i.e. 3.472 vs 5.2\lambda) than the correlation length estimated for the Bernoulli model.
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