Role of \( k \)-point sampling in the supercell approach to inelastic electron tunneling spectroscopy simulations of molecular monolayers
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While the role of sampling of the electron momentum \( k \) in supercell calculations of the elastic electron transmission is well understood, its influence in the case of inelastic electron tunneling (IET) has not yet been systematically explored. Here we compare \textit{ab initio} IET spectra of molecular monolayers in the commonly used \( \Gamma \)-point approximation to rigorously \( k \)-converged results. We study four idealized molecular junctions with either alkanedithiolates or benzenedithiolates, and explore variations due to varying molecular tilt angle, density, as well as chemical identity of the monolayer. We show that the \( \Gamma \)-point approximation is reasonable for a range of systems, but that a rigorous convergence is needed for accurate signal amplitudes. We also describe an approximative scheme which reduces the computational cost of the \( k \)-averaged calculation in our implementation.
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I. INTRODUCTION

Inelastic electron tunneling spectroscopy (IETS) is a powerful method to characterize molecular junctions since it gives the vibrational fingerprint of molecular adsorbates and allows us to access the conformational degree of freedom of nanostructures and their chemical composition [1–3]. At low temperatures the vibrational motion of molecules is almost completely frozen. However, when electronic currents pass through the junction, molecular vibrations can be excited by the electrons (if they have enough energy). These effects appear as nonlinearities in the current-voltage (I-V) characteristics of the junction.

First-principles IETS calculations based on density functional theory (DFT) in combination with nonequilibrium Green’s functions (NEGF) is now a well-established technique [4–14] but it has traditionally been used in combination with the \( \Gamma \)-point approximation where all quantities (such as Green’s functions and the electron-phonon coupling matrix) are calculated for \( k = q = 0 \), where \( k \) and \( q \) are the electron and phonon momenta, respectively [15]. For very large supercells this approximation tends to the exact solution since electron and phonon bands fold back to \( \Gamma \). Nevertheless, in real calculations the supercell size is finite and convergence with respect to \( k \) and \( q \) is an open question. A periodic arrangement of molecules such as self-assembled monolayers (SAM) thus represent a critical testbed for the traditional approach.

Alkanedithiolates (ADT) represent a prototype tunnel junction [16–20] and their IETS spectra are among the best characterized [21–31]. From a theoretical point of view they thus provide a good reference for testing new computational strategies. Here we calculate first-principles IETS spectra of SAMs formed by ADT in a dense and dilute monolayer and with two different tilt angles with respect to surface normal. Increasing the tilt angle of the ADT affects the band alignment process [32] and may introduce intermolecular tunneling pathways for current, resulting in an enhancement of the conductance at the Fermi level [33,34]. We also explore resonant transport conditions as exemplified by a SAM of benzenedithiolates (BDT), another molecular species that has been studied extensively [35–40]. Based on our comparison of the \( k \) convergence of the IETS spectra in these different situations, we find that the \( \Gamma \)-point approximation is a fair approximation for a qualitative description of the considered systems, but that a rigorous \( k \) sampling is needed for quantitative IETS signal amplitudes. Our findings suggest that when the e-ph couplings can be considered “local” with respect to a molecular transport pathway, the role of the initial electron phase in the bulk electrode is suppressed and the inelastic electron scattering cross section becomes essentially \( k \) independent. We also present a simplified scheme to reduce the computational cost of our IETS calculations, in which the \( k \) sampling is performed without considering explicitly the \( k \) dependence in the e-ph couplings.

The paper is organized as follows: In Sec. II we give a theoretical description of the approximations used and introduce the computational details of our DFT calculations. The computed results for the elastic transmission and the IETS for the different SAMs are presented in Sec. III. Finally, in Sec. IV our conclusions are presented.

II. METHODS

A. Theory

DFT calculations in solid state physics typically rely on a supercell representation where the real system, which could be too large to be treated explicitly at an atomistic level, is approximated using a periodic system built up from a relatively small unit cell. Bloch’s theorem gives the mathematical foundation of this approach. As a consequence, physical quantities such as the density of states (DOS) involve integrations over the first Brillouin zone (BZ) in reciprocal space. For an open quantum system, in which a scattering region is coupled to semi-infinite electrodes, periodicity in
the direction of the current is broken and the current $I$ is calculated as an average over the bidimensional BZ in the plane perpendicular to transport:

$$I(V) = \frac{1}{\Omega} \int_{\text{BZ}} dk \, I(V,k),$$

(1)

where $\Omega$ is the volume of BZ and $I(V,k)$ is the $k$-resolved current. In the case of purely elastic electron flow the latter is given by the Landauer formula [41]

$$I_{el}(V,k) = \frac{G_0}{e} \int dE \Delta(E,V,k)[n_F(E-\mu_L) - n_F(E-\mu_R)],$$

(2)

where $G_0 = 2e^2/h$ is the quantum of conductance, $n_F(E)$ is the Fermi-Dirac function, and $\mu_L$ and $\mu_R$ are the chemical potentials of the left and right, respectively. $T(E,V,k)$ is the elastic transmission coefficient depending on energy, external bias $V$ (with $eV = \mu_L - \mu_R$), and electron momentum. In the following we will ignore bias-induced changes to it and simply write

$$T(E,k) = \text{Tr}[G^r \Gamma L \bar{G}^a \Gamma R](E,k),$$

(3)

where $G^{r,a}(E,k)$ is the unperturbed retarded/advanced device Green’s function, and $\Gamma L/R(E,k)$ represents the coupling to the left/right electrode.

The role of $k$-point sampling of Eqs. (1)–(3) was analyzed by Thygesen and Jacobsen [42]. They demonstrated how, for a given supercell size, a poor sampling of $k$ points in the direction transverse to transport, could lead to unphysical results. Furthermore, they pointed out that while the total energy, which depends on the integral of the DOS, is a smooth function of $k$, the transmission, which depends directly on the DOS, could present sharp features and abrupt changes as a function of $k$. In the same spirit we approach here the problem of the $k$ dependence in IETS simulations for molecular monolayers.

In presence of e-ph interactions inside the device region the current can generally be described by the Meir-Wingreen expression [43]. However, this formulation is often not practical to evaluate at the DFT-NEGF level. In the weak e-ph coupling limit a significant simplification comes from the lowest order expansion (LOE) [44–46] in which the current expression is expanded to second order in the e-ph coupling matrix $M^{\lambda}$. We compute these couplings with finite differences of the Kohn-Sham Hamiltonian [10]. Expressed in the SIESTA basis they acquire a $k$ dependence related to the localized orbitals

$$(\phi n,k) \equiv \phi_n(r - R_a)e^{i \lambda_{R_a}},$$

(4)

where $R_a$ is the position of orbital $n$. While the supercell approach in principle (using a sufficiently large supercell) can provide also the $q$-dependent e-ph couplings [47], we limit here to explore phonon modes commensurate with our supercells (corresponding to $q = 0$). Physically this means that we consider just vertical inelastic transitions within the electronic band structure (folded into the supercell BZ). Given the fairly localized character of the molecular vibration in the SAMs considered here, this seems a reasonable starting point for our study.

The LOE approach, recently generalized beyond the wide-band approximation to take into account the energy variation in the electronic structure on the energy scale of the phonons [48], allows us to write the current in the following $k$-resolved form

$$I_{LOE}^k(V,k) = I_0(V,k) + \gamma_k(k) \tilde{I}_{\lambda}^{sym}(V,k) + \kappa_k(k) \tilde{I}_{\lambda}^{asy}(V,k),$$

(5)

$$\gamma_k(k) = \text{Tr}[M^{\lambda} \bar{A}_L(\mu_L)M^{\lambda} \bar{A}_R(\mu_R)](k) + \text{Im} B_k(k),$$

(6)

$$\kappa_k(k) = 2 \text{Re} B_k(k),$$

(7)

$$B_k(k) = \text{Tr}[M^{\lambda} \bar{A}_R(\mu_L)\Gamma L(\mu_L)G^r(\mu_L)M^{\lambda} \bar{A}_L(\mu_L) - M^{\lambda} G^r(\mu_R)\Gamma L(\mu_R)G^r(\mu_R)M^{\lambda} \bar{A}_L(\mu_L)],$$

(8)

$$\tilde{I}_{\lambda}^{sym}(V,k) = \frac{G_0}{2e} \sum_{\sigma = \pm} \sigma (\hbar \omega_{\lambda} + \sigma eV) \times \left( \coth \frac{\hbar \omega_{\lambda}}{2k_BT} - \coth \frac{\hbar \omega_{\lambda} + \sigma eV}{2k_BT} \right),$$

(9)

$$\tilde{I}_{\lambda}^{asy}(V,k) = \frac{G_0}{2e} \int dE [n_F(E - eV) - n_F(E)] \times \mathcal{H}_\lambda(n_F(\epsilon - \hbar \omega_{\lambda}) - n_F(\epsilon + \hbar \omega_{\lambda})),$$

(10)

where summation over vibrational modes $\lambda$ is implicit, $\mathcal{H}_\lambda$ is the Hilbert transform, and the partial spectral matrices $\bar{A}_{L,R}(E,k)$ are given by

$$\bar{A}_{L,R}(E,k) = G^r \Gamma L/R G^a,$$

(11)

with time-reversed quantities $\bar{A}_{L,R} = G^r \Gamma L/R G^a$.

Finally, the IETS signal, defined as ratio between the second and first derivatives of the tunnel current $I$ with respect to the applied bias $V$, is simply sampled according to

$$\langle \text{IETS} \rangle_k \equiv \frac{\sum_k d^2I(k)/dV^2}{\sum_k dI(k)/dV}.$$  

(12)

B. Computational details

In the present work we consider butanedithiolate (C4DT) SAMs, extending our previous study of the electrostatics and elastic transport [34], as well as a SAM of BDT between Au(111) electrodes. All four generic structures are shown in Fig. 1, namely C4DT at a tilt angle $\theta = 0^\circ$ in a dense $2 \times 2$ monolayer (hereafter C4DT-2×2−0°), C4DT at $\theta = 0^\circ$ in a dilute $4 \times 4$ monolayer (C4DT-4×4−0°), tilted C4DT at $\theta = 38^\circ$ in a dense $2 \times 2$ monolayer (C4DT-2×2−38°), and BDT in a dense $2 \times 2$ monolayer (BDT-2×2).
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for the dense monolayer and \( k = 3 \times 3 \times 1 \) for the dilute (maintaining an equivalent density of \( k \) points inside the BZ for both systems).

The region enclosed by a dashed line in Fig. 1 represents the portion of the molecular junction where atoms are assumed to move. This dynamical region includes the molecule and the two adatoms. The calculations of phonon modes, e-ph couplings \( \mathbf{M}^e(k) \), and of IETS spectra were carried out with the INELASTICA package \([10,52]\). The e-ph coupling was calculated inside a subspace of the device region including the molecular backbone and the surface normal. (e) Direct \((a_1,a_2)\) and reciprocal \((b_1,b_2)\) lattice vectors of the hexagonal BZ of Au(111). \( M_1, M_2, \) and \( M_3 \) define three symmetry points on the BZ edge.

III. RESULTS

A. Elastic transmission

Figure 2 summarizes the electron transmission \( T(E) \) (sampled over \( 16 \times 16 \) \( k \) points and \( \eta = 10^{-6} \) eV for the infinitesimal imaginary part) and the projected density of states (PDOS) onto the basis orbitals of the different chemical species in the junctions (coupled to semi-infinite electrodes) of the four considered SAMs. The C4DT junctions [Figs. 2(a)–2(c)] present the characteristic band gap of an alkane chain of around 8 eV, observed in the PDOS onto H and C orbitals between \(-3\) and 5 eV corresponding to the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO), respectively. Transport through the C4DTs is thus characterized by electron tunneling through the tail of the HOMO level.

If we define the HOMO-LUMO gap in terms of carbon and hydrogen PDOS, we find that our BDT setup presents a smaller gap (compared to that one of C4DT) of around 5 eV, between \(-2\) and 3 eV. Nevertheless, transport properties here are completely determined by a sharp sulfur-derived peak centered at the Fermi level [Fig. 2(d)] similar to previous reports with the molecule bonded via low-coordinated Au adatoms [37–39]. We note that these features may change substantially with other binding motifs [36,37,53] or by considering many-particle corrections the bare DFT-PBE spectrum [39,40]. However, for our purposes the transport regime provides an interesting complementary test case qualitatively different from the other three C4DT tunnel junctions.

To understand the role of \( k \) sampling in the electron transmission, Fig. 3 shows \( T(E_F,k) \) at the Fermi level as a function of \( k \) for the four geometries considered. In all cases a significant variation is observed over the hexagonal BZ, prompting for a careful \( k \) sampling for a representative transmission probability. The local transmission minimum at the \( \Gamma \) point and the features extending along the \( \Gamma-M_1, \Gamma-M_2, \) and \( \Gamma-M_3 \) directions can be traced back to the structure of the projected density of states of the electrodes (Fig. 4). The DOS of the \( 1 \times 1 \) cell at the \( \Gamma \) point is strictly zero due to the gap in the projected bands of Au(111) [54], but increasing the size of the cell (\( 2 \times 2 \) and \( 4 \times 4 \)), band folding closes this gap in the projected bands [Figs. 4(b) and 4(c)]. Note that the hexagonal symmetry of the electrodes is lowered by each of the four SAMs. For instance, in Fig. 3(a) the \( \Gamma-M_1 \) direction is slightly different from the others. This can be explained by looking at the geometry in Fig. 1, where the molecular zigzag C-C plane introduces a given privileged direction. This effect is less evident for the diluted system in Fig. 3(b). Conversely, the symmetry breaking is rather pronounced in the cases of the tilted C4DT [Fig. 3(c)] and the BDT [Fig. 3(d)], consistent with the evident directional differences in these junctions. Clearly all these features in the \( k \)-resolved transmission highlight that \( \Gamma \) only cannot be considered representative for the BZ average.

B. \( k \)-averaged IETS

For the four geometries we compare in Fig. 5 the IETS in the commonly used \( \Gamma \)-point approximation, denoted IETS(\( \Gamma \)), to the rigorously \( k \)-converged results, denoted (IETS)\(_\kappa\), computed according to Eq. (12).

For the three C4DT junctions the \( \Gamma \)-only calculation is not a bad first approximation above \( \sim 30 \) mV to the \( k \)-converged spectrum, despite the significant \( k \) dependence in the elastic transmission probability discussed above. Our findings are
therefore in good agreement with previous results on ADT from the literature \cite{13,27–31}. With a broadening of $V_{\text{rms}} = 5 \text{ mV}$ one identifies nine main peaks in the energy range above 40 meV as summarized in Table I. The high-energetic peaks are the CH$_2$ and C-C stretch modes while the low-energy peaks are associated with the heaviest sulfur and gold atoms. We also note that the C4DT spectra are almost perfectly antisymmetric with respect to bias (full lines vs dashed in Fig. 5). A detailed comparison of the IETS peak heights for the C4DT junctions reveals that the intense peaks are slightly overestimated in the $\Gamma$-only calculation, as well as some less intense peaks are underestimated.

Comparing the results for dense and dilute C4DT in Fig. 5 we see that for basically all vibrational modes the dense geometry gives a stronger signal (larger intensity) compared to the dilute. We can trace back this difference in the IETS mainly from the normalization with respect to the differential conductance, i.e., to the denominator in Eq. (12), that is about a factor of 2 larger for the dilute structure. This means that, in the dense monolayer, the fraction of incoming electrons suffering inelastic scattering processes is higher than in the dilute monolayer. Importantly, the $\Gamma$-only calculation completely misses the signal from the high-energetic CH stretch modes around 375 meV. Figure 5 also reveals that the IETS amplitudes generally increase as we introduce a tilt angle of the SAM. This effect is most pronounced for the CH stretch modes.

The situation is completely different for the BDT junction where the IETS(\Gamma) and $\langle \text{IETS} \rangle$ spectra are qualitatively different. In this case $k$ averaging reduces the overall IETS signals, in particular the asymmetric contribution from $\kappa_{\lambda}(k)$ in Eq. (7) is observed to almost cancel out over the BZ. The differences in the voltage range below $\sim 30 \text{ mV}$ are attributed to the signals corresponding to vibrations involving the heavy Au adatoms at the electrode interfaces. Based on the four different systems considered here, we note that $k$ averaging seems to have a particularly strong impact on those low-voltage signals.

C. M(\Gamma) approximation

The convergence of IETS with $k$ is a computationally demanding task as e-ph coupling matrices $M(k)$ and the IETS need to be computed for each $k$. For our junctions
we needed $20 \times 20$ $k$ points for the dense monolayers and $10 \times 10$ $k$ points for the dilute. However, a vast simplification is possible by choosing an appropriate definition of the phase in the basis functions. In the INELASTICA package [52] the basis functions (atomic orbitals from the SIESTA code [49]) are defined such to include a phase factor reflecting the position in different supercells. Possible phase factors associated with the intracell positions of the orbitals (e.g., as used in SIESTA) are included in the coefficients of the eigenstates.

With INELASTICA’s definition, the elements of the Hamiltonian and overlap matrix can be written as

$$H_{n,m}(k) = H_{n,m}^0 + \sum_{j \in \text{NN}} H_{n,m}^j e^{ik \cdot R_j},$$

(13)

$$S_{n,m}(k) = S_{n,m}^0 + \sum_{j \in \text{NN}} S_{n,m}^j e^{ik \cdot R_j},$$

(14)
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where $H_{n,m}^0$ and $S_{n,m}^0$ are the intracell Hamiltonian and overlap matrix, respectively, and the index $j$ runs over nearest neighbor (NN) supercells. The quantities $H_{n,m}(k)$ and $S_{n,m}(k)$ thus only carry a $k$ dependence due to the intercell couplings. All the intracell terms have no $k$ dependence.

If the movements of the dynamical atoms do not affect the intercell coefficients $H_{n,m}$ and $S_{n,m}$, the finite difference implementation of $M(k)$ removes the $k$ dependence, and we get that also the e-ph coupling matrix does not depend on $k$. In this situation $M(k) \approx M(\Gamma)$ is expected to be a good approximation. Nevertheless, in general, since the electronic structure and the elastic transport properties depend on $k$ when intercell couplings are present [through Eqs. (13) and (14)], a proper $k$ sampling of the IETS is still required. The $M(\Gamma)$ approximation just implies that one can reuse the e-ph couplings computed at one single $k$ point for all other points in the $k$ mesh for the IETS.

The $M(\Gamma)$ approximation is validated in Fig. 6 for our molecular junctions. For the vertical geometries ($\theta = 0^\circ$) it

<table>
<thead>
<tr>
<th>Peak number</th>
<th>Number of modes</th>
<th>Energy (meV)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>367–378</td>
<td>CH$_2$ stretch</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>175–178</td>
<td>CH$_2$ scissor</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>155–160</td>
<td>CH$_2$ wag + twist</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>138–145</td>
<td>CH$_2$ wag + twist + rock + S-C stretch + C-C stretch</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>116–126</td>
<td>C-C stretch</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>102</td>
<td>CH$_2$ rock</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>87–90</td>
<td>CH$_2$ rock</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>81</td>
<td>S-C stretch</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>39–48</td>
<td>S-adatom stretch + C-S-adatom scissor</td>
</tr>
</tbody>
</table>

TABLE I. List of main inelastic peaks in the IETS and description of the corresponding vibrational modes for the C4DT-2 $\times$ 2 $- 0^\circ$ geometry reported in Fig. 5.
is very accurate while some deviation is observed for the tilted geometry. To exclude that these deviations are not simply due to phase cancellations in the summation over cells for the most symmetric geometries, we performed a check with tilted C4DT in a dilute configuration only to find essentially identical IETS symmetric geometries, we performed a check with tilted C4DT to phase cancellations in the summation over cells for the most geometry. To exclude that these deviations are not simply due is very accurate while some deviation is observed for the tilted
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IV. CONCLUSIONS

We have calculated the IETS of molecular monolayers formed by ADT and BDT using a periodic DFT supercell approach in the plane perpendicular to the transport. We considered high (2 \times 2) and low (4 \times 4) coverage conditions and two different tilt angles. We presented a comparison between the commonly used \( \Gamma \)-point calculation (for both electrons and phonons) with a more rigorous \( k \)-averaged result. Although for ADT the \( \Gamma \)-point calculation reproduces the overall features of the \( k \)-averaged IETS (apart a certain deviation in the peak amplitudes), for BDT the two calculations differ substantially. Thus, in general, the correct IETS intensity of the active modes relies on proper \( k \)-point sampling. In order to reduce the computational cost of IETS calculation we propose an approximation method where the \( k \)-averaged IETS is evaluated at each \( k \) using the \( \Gamma \)-point e-ph coupling matrix. This approximation provides an accurate result in all those cases where the dynamical atoms do not modify the intercell coupling terms in the Hamiltonian. Finally, we also investigated the \( q = 0 \) approximation for the phonons by doubling the supercell in real space.
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