Looking for phase-space structures in star-forming regions: An MST-based methodology
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ABSTRACT

We present a method for analysing the phase space of star-forming regions. In particular we are searching for clumpy structures in the 3D subspace formed by two position coordinates and radial velocity. The aim of the method is the detection of kinematic segregated radial velocity groups, that is, radial velocity intervals whose associated stars are spatially concentrated. To this end we define a kinematic segregation index, \( \tilde{\Lambda}(RV) \), based on the Minimum Spanning Tree (MST) graph algorithm, which is estimated for a set of radial velocity intervals in the region. When \( \tilde{\Lambda}(RV) \) is significantly greater than 1 we consider that this bin represents a grouping in the phase space. We split a star-forming region into radial velocity bins and calculate the kinematic segregation index for each bin, and then we obtain the spectrum of kinematic groupings, which enables a quick visualization of the kinematic behaviour of the region under study. We carried out numerical models of different configurations in the subspace of the phase space formed by the coordinates and the radial velocity that various case studies illustrate. The analysis of the test cases demonstrates the potential of the new methodology for detecting different kind of groupings in phase space.


1 INTRODUCTION

One of the main observational objectives in the study of stellar clusters and star-forming regions is the search for characteristic patterns in the phase space and their evolution over time. While there are many works published on the spatial distribution of cluster members at different evolutionary stages (Cartwright & Whitworth 2004; Maiz-Apellániz, Pérez, & Mas-Hesse 2004; Kumar & Schmeja 2007; Wang et al. 2008; Schmeja, Kumar, & Ferreira 2008; Bastian et al. 2009; Sanchez & Alfaro 2009; Gregorio-Hetem et al. 2015 among others), this number noticeably shrinks when we look for pattern analysis of the kinematic subspace. So far only four clusters seem to show a clumpy structure in radial velocity data: NGC 2264 (Fürész et al. 2006; Tobin et al. 2015), Orion Nebula Cluster (Fürész et al. 2008), and more recently the kinematic analysis of two clusters, Gamma Velorum (Jefries et al. 2014) and NGC 2547 (Sacco et al. 2015), based on Gaia-ESO Survey (GES) data. The low number of studies is due to the lack of precise and complete kinematic data for the cluster members as well as to the absence of reliable statistical tools specifically designed for this purpose.

The studies cited above were mainly based on hand-made exploratory analysis of the spatial and kinematic information, providing a qualitative description of the kinematic patterns and raw quantitative estimates of the main variables characterizing sub-structures. In addition, this kind of customized procedure is far from being the most suitable, in terms of time and homogeneity, for analysing the amount of data expected either from ground-based projects such as APOGEE (Majewski et al. 2010), LAMOST (Zhao et al. 2012), and GES (Gilmore et al. 2012), or from the Gaia space mission (Lindegren et al. 2008).

In this work we propose a methodology that relies on the Minimum Spanning Tree (MST) graph algorithm (Jarník 1930; Prim 1957). It can be easily implemented in any pipeline developed to mine large databases and leads to a quantitative description of the kinematic pattern allowing a comparative analysis between different clusters, environments and datasets in a homogeneous way. The paper is divided in four sections, the first being this introduction. The foundation and description of the procedure are shown in...
section 2, the modelled case studies and the results of their analysis by the proposed methodology are presented in sections 3 and 4, respectively. Finally, the main conclusions of this work are summarised in section 5.

2 FOUNDATION AND PROCEDURE

The search for phase-space structures in stellar systems requires specific tools that respond to different concepts of what a stellar grouping is. Here we consider the existence of a clumpy velocity pattern where there are velocity ranges (channels) whose spatial distribution is more concentrated than that of the whole kinematic interval.

The Minimum Spanning Tree graph algorithm has been shown to be a useful tool for tackling a large variety of astronomical problems (e.g. Cartwright & Whitworth 2004, Cartwright, Whitworth, & Nutter 2006, Campana et al. 2008, Allison et al. 2009, Parker et al. 2011, Billet et al. 2011, Parker, Maschberger, & Alves de Oliveira 2012, Macfarlane, Gibson, & Flynn 2015). In the following we will deal with the so-called Euclidean Minimum Spanning Tree, where the edge weight is defined by the Euclidean distance between vertices. For the sake of simplicity we call it MST and it can be defined as follows: given a set of points on the plane, the MST is the minimum length path connecting all the vertices together without closed loops (Prim 1957).

Thus, the MST is the tree where the distance between each two adjacent points, edge length (l), is minimum. This property of the MST provides the clue for solving our problem. The edge-length distribution of an MST graph will show a lower central value when the point distribution is more spatially concentrated.

If we divide a set of points on the plane, sorted by radial velocity (RV) values, into bins of equal number of objects, and determine the MST for each bin, those with the lower central value of the edge distribution are expected to form spatial sub-structures in the sense of being more densely grouped. In order to normalize the results, the central value of the edge distribution for each bin has to be compared with that of a set representative of the whole sample distribution containing the same number of objects per bin. The ratio between the central length of the random sample and that corresponding to each bin should provide a measure of how both sets are distributed. Values close to 1 would indicate that objects in the selected bin share the spatial distribution of the whole sample, and the selected RV range appears not to be spatially segregated. On the contrary, if this value is significantly higher than 1 we would get evidence of a spatial grouping associated with a specific RV interval.

We base our procedure for detecting and analysing the kinematic pattern of star-forming regions on the aforementioned arguments. The ideas discussed above are conceptually similar to those presented by other groups (see Allison et al. 2009, Parker et al. 2011, Maschberger & Clarke 2011) for the case of mass segregation. However, this methodological approach should not necessarily be limited to analysing the mass distribution and can be easily extended to other physical variables, such as radial velocity, proper motions, metallicity, etc., measured on the cluster stellar population.

The main constraint on this methodology is data quality. If the precision of the measured variables is not good enough, internal errors will dominate over the data intrinsic variance and any kind of spatial structure would remain hidden. Radial velocity is, for the time being, the only kinematic variable measured with enough precision for a significant number of stars in a large number of clusters and star-forming regions. Thus, in the next sub-section we will address the analysis of this kinematic information and how it can be used to draw the phase-space pattern of stellar clusters and star-forming regions.

2.1 Detecting the kinematic groupings

The procedure designed to search for kinematic segregation starts from a sample of objects in the region under study, with accurate spatial coordinates and precise radial velocity data.

- The first step is to sort the data by radial velocity values. Ascending or descending order is not important.
- Next, we separate the sample into bins of equal number of data. When working with RV data that show, at first approach, a Gaussian distribution, we chose a bin size given by the closest integer to $\sqrt{N}$, which, henceforth, we denote as $R$. We also introduce an incremental step $S$, so any bin is shifted $S$ positions of the sorted variable with respect to the previous one. The choice of $S$ depends on the sampling strategy, and we recommend a fine scanning of the complete velocity spectrum which corresponds to $S = 1$ and would be covered by $1 + N - R$ bins.
- Then, we calculate the median for the spatial coordinates as well as for the radial velocity for each data bin. Median, as a central value estimator, is more robust than mean against the presence of outliers, and we expect to find some points away from the central value in most cases. A robust estimator of the standard deviation is given by:

$$\sigma_{med} = b \times |X_i - \bar{X}| \equiv b \times MAD$$

(1)

(see Gott et al. 2001 for a detailed discussion of median statistics), where $MAD$ is the median of the absolute deviations from the data median. The error of this central value can then be approached as $\sigma_{med}/\sqrt{R}$. The b parameter is dependent on the distribution function underlying the data. In the following we will take $b = 1.4826$ as default.
- The next step is to obtain the MST graph for the $R$ objects in each bin. The median of the edge length distribution is the first indicator of the group compactness (equation [2]). As discussed by Maschberger & Clarke (2011), median is the best estimator of the central value of the edge length when we could be facing a clumpy distribution for a given velocity range.
- The same is applied to a set of $R$ randomly extracted objects from the complete sample. We repeat this step 500 times and calculate the mean and the standard deviation of the 500 medians. We chose 500 repetitions to get a reliable average of the edge length median for the $R$ sized random sample, as recommended by Allison et al. (2009). This way we estimate the edge length median of the MST for a reference set of $R$ objects, representing the whole sample.
- Then we estimate the kinematic segregation index,
Figure 1. Schematic representation of the six test cases. From top to bottom and from left to right they are: 1.- Two spatially separated clusters with the same central velocity of 1 km s$^{-1}$; 2.- Two clusters separated both in space and in velocity, where the mean velocities of the clusters are 1 and 2 km s$^{-1}$, respectively; 3.- Two spatially superimposed clusters with velocities of 1 and 2 km s$^{-1}$, respectively; 4.- Two filaments that intersect at one of the ends with homogeneous spatial distribution and a velocity gradient in each one proportional to the spatial coordinate $Y$; 5.- One filament with a homogeneous spatial distribution and a mean velocity distribution of 1 km s$^{-1}$ and the same dispersion as that estimated for the clusters; 6.- Four clusters that partially overlap in space and velocity distributions with means of 1, 2, 3, and 4 km s$^{-1}$, respectively, and the same velocity dispersions given by its virial equilibrium. Different colours mean for different central velocities. Case 3 is coloured by blending blue (1 km s$^{-1}$) and red (2 km s$^{-1}$) colours. Spatial coordinates, $X$ and $Y$ axes, are in parsecs.

\[ \tilde{\Lambda}(RV_j), \quad \text{as} \]
\[ \tilde{\Lambda}(RV_j) = \frac{\bar{\tilde{\Lambda}}_{500}}{\bar{\tilde{\Lambda}}_{i,i+R}} \]  
\[ \text{where } j \text{ is the bin identification and } i \text{ is the order of the first element in the bin, both being connected through the relation } i = 1 + (j-1) \times S. \text{ Supra-index 500 indicates that the average is calculated over 500 stochastic realizations. The total number of bins is given by the integer part of } 1 + ((N - R)/S). \]

- A plot of $\tilde{\Lambda}(RV_j)$ versus the median of the radial velocity in the $RV_j$ interval $\bar{RV}$ for all $j$, shows what we name the spectrum of kinematic groupings which provides an interesting and useful tool for the exploratory analysis of the stellar system phase space.

- Those $\tilde{\Lambda}(RV_j)$ that verify the inequality
\[ \frac{\bar{\tilde{\Lambda}}_{500}}{\bar{\tilde{\Lambda}}_{i,i+R}} - 2 \times \tilde{\sigma}_{500}^{\bar{\tilde{\Lambda}}_{i,i+R}} \equiv \tilde{\Lambda}(RV_j) - 2 \times \sigma_{\tilde{\Lambda}(RV_j)} > 1 \]  
mark the radial velocity channels, $RV_j$, where a kinematic segregation has been detected. Here we decided to multiply by two the standard deviation term as a conservative criterion in the detection of groupings (confidence level greater than 95%). Note that $\tilde{\sigma}_{500}^{\bar{\tilde{\Lambda}}_{i,i+R}}$ is not the median of the 500 standard deviations but the standard deviation of the 500 medians.

3 TEST CASES

In order to analyse the potential of the new methodology, we have numerically generated six different case studies. The cases analysed are:
Figure 2. Upper mosaic: Case 1 (see Fig. 1 and description in the text). The mosaic contains four panels, corresponding to: a) The spectrum of velocity segregation, which represents \( \tilde{\Lambda} \) against the radial velocity for each one of the intervals selected. The red circles mark the segregated velocity intervals according to the inequality defined by the equation (3) (upper left panel); b) The position of all the stars of the sample (blue circles) superimposed on its spatial density map, and with the stars, within the segregated velocity intervals, marked in red (upper right panel); c) Velocity histogram of the sample, onto which the velocity histogram of the stars within the segregated intervals has been superimposed (colour red) (lower left panel); d) Density contours of the segregated stars (colour) on the density map of the sample (greyscale). Lower mosaic: Case 2 with the same panel distribution and explanation as the upper mosaic.
Figure 3. Upper and lower mosaics correspond to cases 3 and 4, respectively. Description and explanation as in Figure 2.
Figure 4. Upper and lower mosaics correspond to cases 5 and 6, respectively. Description and explanation as in Figure 2.
In all of the cases the number of stars per bin, \( R \), has been chosen equal to \( \sqrt{N} \) and the step \( S \) equal to 1. In this way, and following the protocol established in section 2, we have determined the spectrum of the kinematic groupings. This spectrum, the first result of the application of this methodology, has become a very efficient tool for the analysis of the existence and detection of groupings in phase space. As a graphical synthesis of the results we have designed a figure that contains four panels, corresponding to: a) The spectrum of velocity segregation, which represents \( \Lambda \) against the radial velocity for each one of the intervals selected. The red circles mark the segregated velocity intervals according to the inequality defined by the equation (3) (upper left panel); b) The position of all the stars of the sample (blue circles) superimposed on its spatial density map, and with the stars, within the segregated velocity intervals, marked in red (upper right panel); c) Velocity histogram of the sample, onto which the velocity histogram of the stars within the segregated intervals has been superimposed (colour red) (lower left panel); d) Density contours of the segregated stars (colour) on the density map of the sample (greyscale).

These four panels make it possible to visualise directly this method’s potential for detecting and isolating the different groupings in phase space contained in the test cases.

The results, grouped in pairs, are visualized in figures 2, 3, and 4, corresponding to the six test cases carried out. In all of the cases the velocity segregation spectrum detects statistically significant groupings in phase space. Even in simple view (upper left panel in every figure) it can be seen how the local maxima of \( \Lambda \) are coincident with the mean values of the velocity in the simulated groupings. Only in the case of the two filaments that intersect at a vertex and with a linear gradient of velocity in each one of the filaments, the method detects two groups of segregated velocities corresponding to the ends of the velocity gradient of each of the filaments. We stress again that the designed procedure does not contemplate, a priori, the detection of these types of velocity distributions, since the fundamental condition is that each velocity interval is more spatially concentrated than any random selection of the sample with the same number of points. Each filament contains 50 stars, and given that the space occupied is greater in this case than for the clusters, the spatial density is less. This density is also less in the velocity subspace, as the 50 stars are distributed between 5 and -5 km/s. When the velocities are well separated from that of the mean of the field, the groupings are detected, but when the velocity of the stars in the filament are close to that of the field mean (0 km/s), the combined effect of the low density in both subspaces leads to non-detection of groupings in the phase space. Below we will discuss the general characteristics of the phase-space groups for all the test cases except for the case of the two filaments. In every case the groupings detected are contaminated by field stars that share the same velocity interval but do not conceal or blur the spatial localization of the density maxima (see upper right panel in figures 2, 3, and 4). The selection of bona fide members each of the clusters or filaments will require a subsequent careful membership analysis by any of the methods available in the literature (Sampedro & Alfaro 2015; Cabrera-Caño & Alfaro 1990) and references in that articles).

The structure of the velocity field of the sample is reflected in the segregated velocities histogram and in the spatial density map of the stars belonging to these kinematic intervals (left and right lower panels, respectively). In all cases we see how the spatially segregated velocities histogram (in red) reproduces the distributions of the sample modelled. The spatial density of the members of the groupings detected also shows the velocity spatial distribution simulated in the models.

The parameters chosen for the test cases correspond to feasible cases that we can find on the large radial velocity surveys that are currently being performed. However, Gaia is the ultimate goal, and this methodology can easily be expanded to the distribution of proper motions that this
space mission will provide us with. It is evident that this analysis can be extended to a broad set of parameters but we believe that that task lies beyond this article’s objectives, which are to make the method known, explain how it works and apply it to a few concrete cases that simulate part of the extensive types of cases that can be found in reality.

5 CONCLUSIONS

• Based on the MST graph algorithm we developed a new methodology to identify kinematic segregated groups, i.e. velocity ranges that show a significantly more concentrated spatial distribution than the average of the whole velocity distribution.

• We have defined the kinematic segregation index, \( \tilde{\Lambda}(RV_j) \) (equation 2) that forms the basis or our analysis. The variation of this index with the radial velocity depicts the so-called spectrum of kinematic groupings which becomes a singular tool for visualising, at a single glance, the kinematic behavior of the clustered population in the stellar system.

• The spectrum of kinematic groupings thus constitutes the fundamental nucleus of study from which a varied quantity of sub-products can subsequently be derived that enable different visualizations of the problem in order to improve its further analysis.

• For those cases analysed the method provides an excellent description of the map of the velocities modelled and detects the phase-space groupings present in the sample, with the exception of the case of the filaments with an internal velocity gradient.

• The algorithm is easy to implement in any pipeline aimed at analysing the phase space of stellar systems and has been specially designed for the study of data expected from the Gaia mission. Although in this paper we have focused on the analysis of the radial velocity, the method can be easily extrapolated to other velocity components, such as the proper motions.
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