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Abstract

We present a novel approach for feature correspondence and multiple structure discovery in
computer vision. In contrast to existing methods, we exploit the fact that point-sets on the
same structure usually lie close to each other, thus forming clusters in the image. Given a
pair of input images, we initially extract points of interest and extract hierarchical representa-
tions by agglomerative clustering. We use the maximum weighted clique problem to find the
set of corresponding clusters with maximum number of inliers representing the multiple struc-
tures at the correct scales. Our method is parameter-free and only needs two sets of points
along with their tentative correspondences, thus being extremely easy to use. We demon-
strate the effectiveness of our method in multiple-structure fitting experiments in both publicly
available and in-house datasets. As shown in the experiments, our approach finds a higher
number of structures containing fewer outliers compared to state-of-the-art methods.

Introduction

Robust discovery of multiple and corresponding objects in images is a fundamental problem
with a wide range of applications in computer vision, such as structure from motion, robot
localization and tracking. The solution to this problem usually starts with a set of putative cor-
respondences obtained based on the similarity of the keypoints extracted from two images.
Eventual recognition of objects can be accomplished by exploiting the prior knowledge about
the geometric transformations undergone by the object [1-7]. For example, we know that any
two corresponding point-sets lying on planar objects are related by a homography transforma-
tion [8]. This is the main intuition behind RANSAC [9], which iteratively computes the map-
ping between two point sets while estimating the correspondences. Generalization of
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RANSAC-based methods to the case of multiple objects is of great practical interest for the
computer vision community. However, correct segmentation of the multiple structures from
noisy inputs is an elusive problem due to the difficulties of handling more than one transfor-
mation simultaneously. Such great practical interest has motivated the emergence of novel,
more elaborate, methods at the intersection of robust estimation, segmentation and clustering.

For example, Chin et al. present Multi-GS [10], a method that generates multiple structure
hypotheses using guided sampling, where correspondences belonging to the same structure are
more likely to be sampled together. Cho et al. proposes agglomerative correspondence cluster-
ing (ACC) [11], which poses the multiple structure discovery as a clustering problem, where
structures are regarded as clusters of correspondences.

In this paper, we propose a different perspective to discover multiple structures given point-
sets in two images. Contrarily to previous methods, we use the fact that structures are most
likely found in contiguous regions in space and thus, points belonging to the same structure
can be grouped into one (or a few) clusters. For this purpose, we adopt a divide-and-conquer
strategy in which we initially divide the two point-sets into hierarchies of clusters through
agglomerative clustering and then estimate the cluster-wise correspondences, representing the
structures at the correct scales, through the Maximum Weighted Clique Problem (MWCP).

In the experimental section, we show that our method finds either more, or a similar, num-
ber of structures than competing methods, but consistently containing smaller amounts of
incorrect matches. Additional advantages with respect to state of the art, is that we can even
match the smallest structures between images and we do not merge objects which are far apart
(see Fig 1). Our method is also robust to spurious structures since outlier correspondences will
unlikely form bundles between two clusters. Furthermore, we do not require to tune any
parameter other than the internal RANSAC threshold to obtain the consistent matches.

Related Work

Relatively few approaches have been reported to solve the problem of multi-structure geomet-
ric model fitting. Some of them simply apply RANSAC [9] sequentially, i.e. fit one structure,
remove the corresponding inliers, and iterate to find subsequent structures [12]. This approach
has two main problems: (1) inaccuracies in the initial fit are amplified in subsequent fits [13],
and (2) finding a stopping criterion to reach a correct number of structures is not easy.

Some methods generate a large number of hypotheses and then, assuming that the optimal
ones are among the initial set, find the subset that maximize the fitting likelihood. For example,
Lazic et al. [14] pose the multiple-structure fitting problem as a facility location problem.
Given a set of points in the images, they first randomly generate a large set of candidate models,
afterwards, the problem is solved by finding the optimal point-to-structure assignment that
minimizes both the sum of distances from points to their assigned structures and the sum of
complexities of the selected structures. They ensure that the selected structures are representa-
tive of the data and prevent overly complex solutions with too many structures. Isack and Boy-
kov [15] also propose to find multiple structures by solving a similar energy minimization
problem initialized using a set of candidate structures. However, as opposed to [14], the struc-
tures are iteratively refined using the assignment results at each iteration. Another novelty of
this method, is that points that are close in space are encouraged to belong to the same struc-
ture. The regularization models used by the previous methods, use a criterion that penalizes
the complexity of the solution. In [16], a novel regularization approach was introduced that
penalizes the overlap between pairs of structures to find the existing structures in the image.

Instead of using a pre-defined set of candidate structures, other methods sample the hypoth-
eses on-the-fly during the optimization procedure using a guided matching approach. The
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Fig 1. Example of the multiple structures between two images we discover using our method. We use a coarse-to-fine approach. The top image
shows the initial clusters at the lower-level of the agglomerative clustering process. The bottom image depicts the final corresponding structures found by our
method. Note that we are able to match structures even under large perspective and scale changes.

doi:10.1371/journal.pone.0145846.g001

ITKSF method presented in [17] proposes a hypothesis sampling scheme based on incremental
construction of distances between partial rankings (the so-called top-k lists) derived from resid-
ual sorting information. Wong et al. [18] present a similar approach that uses mode seeking in
the space of permutations defined by the top-k lists. The Multi-GS method reported in [10]
turther proposes a different similarity measure between the top-k lists based on the sublist
intersection. In [19], three operations, also called moves, are proposed to search the parameter
space, namely, birth, death and local update, where a new structure hypothesis is created,
deleted or the existing ones are updated, respectively. This three-moves strategy is embedded
in a simulated annealing framework, where the previously mentioned Multi-GS approach [10]
is used as a proxy to sample new hypotheses in the birth move.

All the above approaches create new hypothesis by sampling minimal subsets of points.
Structures instantiated by minimal subsets of points are not very stable, especially when these
points are very close to each other. In such cases, the resulting structures may not generalize
well to other regions in the space and some true inliers may be incorrectly considered as outli-
ers. Pham et al. [20] proposes to use the Random Cluster Model in order to create new hypoth-
esis using subsets of points of arbitrary size. Following a similar idea as in [15], they enforce
points belonging to the same structure to be close in the space.

Agglomerative correspondence clustering (ACC) [11] was presented to find multiple struc-
tures by clustering the set of correspondences using a pre-defined distance measurement. How-
ever, this method is restricted to the homography case.
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We propose a novel approach that draws inspiration from some of the ideas of previous
methods to provide a robust algorithm for multi-structure fitting. Similarly to [15, 20] we
assume that points in the same structure are likely to be close in space, thus forming clusters.
We also use inlier sets of arbitrary size to instantiate candidate structures, thus enhancing the
stability of the results. As in [16], we seek the set of structures that best fits the data taking into
account that they do not overlap, but contrarily to [16] we do not simply rank the existing can-
didate structures but actually select a sub-set of them. In contrast with all previous approaches,
our method exploits the hierarchical relationships of the point-sets in order to find the struc-
tures representing the objects at the best scales.

Method

Our main goal is to find multiple structures from two images represented by two point-sets.
Following a coarse-to-fine strategy, we initially generate candidate structures using agglomera-
tive clustering of the point-sets on each image, thus allowing to represent objects at different
scales. Finding the multiple structures is then regarded as a problem of estimating the cluster-
wise correspondences, each one representing a structure, so that the sum of inliers across struc-
tures is maximized and the selected clusters in the same image do not overlap. Maximizing the
sum of inliers pushes the method to find the maximum number of structures possible. As we
will show, the non-overlapping constraint leads to selection of clusters representing the multi-
ple structures at the correct scales.

Problem formulation

Consider two sets of points X and Y extracted from two different images of a scene with # and
m points, respectively, and a set of putative correspondences f C {(1...n) x (1...m)}. A struc-
ture is a part of the scene (a subset of points in our case), showing a coherent motion between
the two images according to some geometric transformation. For example, we can detect planar
structures by seeking subsets of correspondences related by a homography, or we can detect
rigid objects by seeking subsets of correspondences related by a fundamental matrix [8]. The
subset of correspondences defining the structure are called the inliers, and the number of inliers
within a correspondence-set f, denoted as N;,; (f), can be used as a quantitative measurement of
the importance of the structure. A set of inliers for one specific geometric warp can be com-
puted by methods like RANSAC [9].

In order to extend from the single- to the multiple-structure case, we follow a divide-and-
conquer strategy where we first split the initial point-sets into candidate structures and then
find the optimal candidates that maximize the sum of inliers across structures. To generate
candidate structures we assume that points lying on the same structure are close to each other,
thus forming clusters. We use agglomerative clustering to generate a set of candidate clusters in
eachimage P; C X,i=1...N,and Q; C Y, j= 1.. .M which are potentially able to represent
structures of different sizes. Note that, in agglomerative clustering, clusters at larger scales are
composed of the union of clusters at smaller scales.

Finding multiple structures is then regarded as finding the subset of corresponding clusters
FC{(1...N) x(1...M)} that maximize the sum of inliers across individual structures subject
to the constraint that selected clusters in the same image cannot overlap. Enforcing clusters not
to overlap means that we cannot select more than one cluster from the multi-scale representa-
tion covering a particular part of the image. This constraint, combined with the maximization
of the number of inliers, drives the selection of clusters at the best scales, as we will see later. Fig
2 shows a toy example illustrating how the problem of multiple-structure discovery is related
to the objective pursued by our method. The non-overlapping constraint in our method
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Fig 2. A toy example showing the process of finding the multiple structures (i.e., planar surfaces) in
the two scenes of the cube shown in the left-hand side. The trees on top of each cube denote the
structures generated by agglomerative clustering, where the leaf nodes are represented as circles on the
cubes. On the right hand-side, we show the number of inliers found by RANSAC between each pair-wise
cluster correspondence. The ground-truth solution that correctly matches the two surfaces is depicted with
red dashed lines.

doi:10.1371/journal.pone.0145846.9002

automatically discards all the solutions matching any pair of overlapping clusters in the same
image (for example, selecting Ps or Qs in Fig 2, would automatically discard all other clusters in
their respective images). Given such a constraint, some of the top plausible configurations in
decreasing order of inliers are the following: (1) {P; — Qs, P4 — Qq} with 175 inliers, (2)
{P5 — Qs, Py — Q,, P, — Q;} with 125 inliers, (3) {Ps — Qs, P; — Qy, P, — Q,} with 125 inli-
ers, (4) {P; — Qs, P, — Q4} with 125 inliers, and so on. Note that the the objective pursued by
our method (i.e., the plausible configuration with the highest number of inliers) corresponds to
the ground-truth structures, denoted as red dashed lines in Fig 2.

Based on these definitions, we obtain multiple structures in the scene, each represented by a
pair of corresponding clusters (P;, Q;), with (i, j) € F, according to the following optimization
problem:

arg max Z N., (f,]> subject to
(if)€F (1)

PimPi’:@’ Q]mQ/:Q Y V(lt])’(l/?.]/) EF

where f;; C fis the subset of the initial correspondences between subsets P; and Q;. This equa-
tion involves three main concepts: (1) each structure is represented by a pair of corresponding
clusters (P;, Q). By doing so, we can use standard methods such as RANSAC to evaluate each
candidate structure; (2) we want to maximize the overall number of inliers across structures
and (3) structures are constrained to be non-overlapping, thus being limited to select only a
single cluster as representative of each structure among all the possible clusters at different
scales covering that structure. This leads to the selection of the structures at the correct scales
among all the possible candidates, as we will see later.

We will next show how to generate the candidate clusters P; and Q; representing the candi-
date structures.

Generation of Candidate Point-Sets by Agglomerative Clustering

We assume that structures are located in spatially contiguous regions and, therefore, points
belonging to the same structure are close to each other. Since structures can be of any size, we
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Table 1. Agglomerative clustering.

Input: point-set X

Output: a pool of clusters in the image

1. Initialize a pool with clusters consisting of single points in X, and mark them as unused:
{P; = {x;}, ¥x; € X}, Used; = false

2. Find the two closest unused clusters in the pool:
argmin; ; dist(P;, Py) s.t. Used; = false A Used; = false

3. Add a new cluster to the pool, denoted as P;, resulting from the union of the two closest clusters, i.e., P
= P,' @] P,'f

4. Mark P; and P; as used and P;: as unused:
Used, = true,Used; = true,Used; = false
4. Repeat 2-4 until there is only one unused cluster

doi:10.1371/journal.pone.0145846.t001

will need to generate point-sets at different scales. This is achieved by agglomerative clustering,
which, given two point sets X and Y generates multi-scale representations of both images com-
posed of point-sets P;, i = 1...N, and Q;, j = 1.. .M, representing structures of different sizes.

At the beginning of agglomerative clustering, each point is regarded as a cluster. At each
iteration, a new cluster is added resulting from the union of the two closest clusters. This pro-
cess is repeated while there are at least two clusters that have not yet been involved in any
union. Table 1 formalizes this clustering process, and Fig 3 shows an example of the results it
provides.

Clusters at the early stages are able to represent smaller structures whereas clusters at later
stages are able to represent larger structures. As the result of the iterative union of clusters,
some point-sets P; shall be contained into other P; and, consequently, they shall have non-
empty overlap; i.e, P, N P, # . The goal of our method is then to select the clusters at the
appropriate levels representing the structures at the correct scales.

Rather than keeping the whole hierarchical structure, we discard the finest-scale informa-
tion by only keeping the top K clusters in the binary tree closer to the root in breadth-first
order. In our implementations we typically use K ~ 60 which corresponds to approximately
the 6 coarsest depth-levels of the binary tree. Note that by using such reduced trees, the finest-

! ‘P"W w “’

"!' I

| H |||

”‘ ’lﬂ\”hﬂ

“ ”\\

Fig 3. The left Figure shows the binary tree generated from agglomerative clustering of the point-set in the right Figure. Leafs (in the bottom of the
tree) correspond to points in the image, each one being assigned a color (horizontal axis in the left Figure). Edges of the tree (blue lines) represent the cluster
formations, where the higher clusters in the vertical axis are formed at later stages and convey higher-scale information (we refer the reader to the online

version of the paper to appreciate the details).

doi:10.1371/journal.pone.0145846.9003
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scale information available is the small clusters at the leaves. This follows a similar idea than
the super-pixels approach in which the finer-level information (i.e., the pixels) is grouped into
coarser representations [21]. In our case, the super-pixels correspond to the small clusters in
the leaves of the reduced trees.

Effects of the Non-Overlapping Constraint on the Selection of the
Correct Scale

After having computed the multi-scale scene representations, we seek to maximize Eq (1) and
estimate the subset of corresponding clusters, each one representing a structure, so that the
sum of their inliers is maximized.

There exist two main issues that can prevent our method towards not selecting the best clus-
ters: (i) selecting a cluster at a larger scale than a ground-truth structure when there are smaller
clusters available; and (ii) selecting a cluster at a smaller scale than the ground-truth structure
when there are larger clusters available. We will next show how the maximization of the num-
ber of inliers combined with the non-overlapping constraint tends lets us to handle both these
issues and allows selecting the clusters representing the structures at the correct scales.

Consider the case of selecting the pair (P;, Q;) made of two ground-truth structures instead
of only one (i.e., selecting a structure at a larger scale than the correct one). When evaluating
the local geometric consistency of candidate structure (i, j) using the function Ny,(f;), points
belonging to the smaller ground-truth structure will be lost, since RANSAC is only able to find
the largest structure. The lost points cannot be recovered because, by to the non-overlapping
constraint, no other subsets containing the missed points can be selected. This is illustrated in
Fig 4.

On the other hand, consider the situation of choosing a pair of clusters (P;, Q) at a smaller
scale than the ground-truth structure. It is reasonable to assume that differences between the
aggregation of points in the two scenes are more likely to happen at the smaller scales rather
than at the larger scales. This means that, given a pair of clusters from different images P; and
Q, lying on the same ground-truth structure, the smaller they are (i.e., from the earlier stages of
the agglomerative clustering), the less likely they are to contain 100% of corresponding points.

=100+ 75 =175 (Q;

b | {(P5,Q3)} =100 bB=——"

Fig 4. Penalty incurred when selecting clusters at a larger scale than the ground-truth structures.
Each cube is a different image and each planar surface is a different structure. Ground-truth corresponding
clusters are represented in the same color (along with their number of points). In the middle we show the
topologically consistent configurations (i.e., matching non-overlapping clusters) along with the sum of inliers
found by RANSAC for each configuration. The best configuration is the one matching the two structures at
the correct scales (i.e., {(P1, Q4), (P2, Q2)}). Note that any configuration having into account the larger clusters
(i.e., green and cyan circles) totally loses one of the structures (typically the smallest one) because, by
definition, RANSAC is unable to simultaneously detect inliers in both structures.

doi:10.1371/journal.pone.0145846.9004
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Fig 5. Penalty incurred by selecting smaller clusters than the ground-truth structures. Agglomerative
trees (on top of each cube) have followed distinct aggregation paths due to the particularimaging conditions
of each image. In the middle we show the 7 topologically consistent matching configurations (i.e., matching
non-overlapping point-sets) along with the sum of inliers found by RANSAC in each case. We consider that
sets Py and P; in the left image share approximately half of the ground-truth corresponding points with sets
Q4 and Qq in the rightimage (i.e., ~ 25 points), respectively, because they only overlap partially. Among the 7
possible matching configurations, the best score is obtained by selecting the clusters at the correct scales.

doi:10.1371/journal.pone.0145846.9005

This implies that, given a single ground-truth structure, solutions F composed of many small-
scale pairs will have lower chances of containing all the points in the structure than results F
composed of only one (or a few) larger-scale pairs, due to the aggregation differences. The
non-overlapping constraint implies that the missed points shall not be recovered. This situa-
tion is illustrated in Fig 5.

Optimization by the Maximum Weighted Clique Problem

In the following, we show how the problem of finding multiple structures as defined in Eq (1)
can be formulated as the Maximum Weighted Clique Problem (MWCP).

A clique is a subset of nodes in a graph such that they are completely connected [22]. In the
literature, the MWCP has been applied to the matching of hierarchical structures where the
optimal match is derived from the maximum weighted clique of their association graph [23,
24]. The association graph is a representation used for matching purposes where each node
represents a putative correspondence and edges represent pair-wise compatibility between
pairs of correspondences. The association graph can hold weights on the nodes indicating the
quality of each correspondence. The maximum weighted clique of an association graph is then
the subset of correspondences with higher quality such that all of them are pair-wise
compatible.

This has clear parallelism with our problem where we seek the subset of structures with
maximum sum of inliers subject to the constraint that they are non-overlapping. In order to
find multiple structures with the MWCP, we build an association graph where nodes are candi-
date structures consisting of all pair-wise correspondences between clusters, i.e., (P;, Q), V i, j.
Since we want to maximize the sum of inliers across structures, we assign the weight of each
node, denoted as (P;, Q;), according to the number of inliers of each structure, i.e., Ni,(f;j)
(where f;; C fis the subset of the initial correspondences between subsets P; and Q;). We discard
the nodes with null weights as they are not relevant. As defined by our problem, two structures
will be compatible iff the pairs of involved clusters in their respective images do not overlap.
Therefore, to constrain the solution of the MWCP to mutually compatible structures, we place
edges between each pair of nodes, denoted as (P;, Q;) ~ (Py, Qy), ifand onlyif P, N P, = @
and Q; N Q, = @. Fig 6 shows an example of association graph.

PLOS ONE | DOI:10.1371/journal.pone.0145846 January 14,2016 8/19
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Fig 6. Association graph built from the problem in Fig 2. Each node represents a putative
correspondence (i.e., a candidate structure) and each edge joins pairs of structures with non-overlapping
clusters. The weight of each node is defined as the number of inliers (nodes with zero weight have been
discarded). The maximum weighted clique (red dashed line), contains 2 nodes encompassing 175 inliers,
which corresponds to the ground-truth structures (red dashed lines in Fig 2).

doi:10.1371/journal.pone.0145846.9006

Implementation Details

Our method is general enough to use point-sets X and Y and correspondences f from any point-
detection and correspondence-detection algorithms, respectively. We use SIFT [25] for both
point and correspondence detection, since it is widely used for point matching [26-28]. We use
the Euclidean distance between SIFT descriptors to decide the correspondences, although more
sophisticated distance measures between histograms could also be used [29-31].

We use the graph degree linkage algorithm by Zhang et al. [32] to generate the agglomera-
tive trees from the input images. This is an efficient graph-based agglomerative clustering algo-
rithm that uses the product of the average indegree and average outdegree as a similarity
measurement between clusters.

We use the model fitting algorithm RANSAC [9] to compute the number of inliers between
the set of pairwise correspondences of Eq (1) to be used as weights for the nodes of the associa-
tion graph. We will use different geometric models such as homography or fundamental matrix
depending on the type of structures that we expect to find.

We use the implementation proposed in [33] for solving the MWCP which is based on a
branch-and-bound algorithm with a better pruning strategy compared to similar counterparts.

Results

In this section we present experiments and comparisons against state-of-the-art methods. We

have performed experiments on different datasets that show the behavior of our method under
a wide range of conditions. Additionally, we have created a dataset of our own, which we detail
later. The main challenges of multi-structure robust fitting are retrieving as many structures as
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possible while minimizing the number of incorrect matches. We will therefore consider both
these two variables to measure the performance of each method.

Datasets

We present experiments on two datasets. The first dataset, called the Book multiple structure
dataset, has been created by us and can be found at http://www.iri.upc.edu/research/
webprojects/pau/datasets/msclique/ or osf.io/gbv7s. The second dataset is the widely used Ade-
laide multiple structure dataset [17], which is available at http://osf.io/gb5yc. We will perform
homography estimation on the Book dataset and fundamental matrix estimation on the Ade-
laide dataset. For each dataset, wee will evaluate both the number of estimated structures and
the number of incorrect matches not automatically discarded by the matching algorithms.

Book Dataset. The Book dataset has been created with the purpose of having a complex set
of images containing much more structures than other available datasets and also showing differ-
ent lighting conditions. The main purpose of the Book dataset is to test the homography estima-
tion case and, therefore, structures consist of planar surfaces. By introducing light variations we
will be able to assess the performance of all methods in a much wider range of conditions, as
would happen in real case scenarios. Specifically, the variation of light conditions will have direct
impact in the number of outliers, as features detected in one image may look radically different in
other images, and hence may be not accurately detected, or not detected at all. Other datasets on
which to perform multiple structure robust recognition usually introduce a very limited number
of objects, and the algorithms evaluated on these scenarios typically saturate results, i.e, they per-
fectly retrieve all structures contained in the scene. This prevents from estimating the actual break-
ing point of the methods. The Book dataset is therefore intended to test not so favorable situations.

We have introduced 3 different scenes, each scene containing up to 15 structures with 3 dif-
ferent illumination conditions (good illumination, mild shadows and severe shadows). When
matching two scenes, we consider all possible combinations between any light condition,
resulting in a total of 9 pairwise image matchings per each pair of scenes. Therefore, the perfor-
mance of each method is assessed in a total of 27 matching experiments. Fig 7 shows the three
scenes and the different lighting variations we have considered.

We used Lowe’s SIFT [25] to extract the point-sets X and Y from the two images to be
matched. Tentative correspondences between each pair of points are determined based on the
Euclidean distance between their SIFT descriptors, as done in [25]. We extract 4,000 interest
points per image.

Adelaide Dataset. The Adelaide dataset was presented in [17] (http://osf.io/gb5yc) and is
the standard for testing robust multi-structure matching algorithms. Unlike in the Book dataset
where we tested the homography estimation case, in the Adelaide dataset we intend to test the
fundamental matrix estimation. By testing different fitting models across multiple datasets we
can have further insights on the performance of all compared methods under different situa-
tions and image warps. The dataset contains several scenes showing either buildings or objects;
the building scenes are used to evaluate a model based on homography estimation and only
contain a single structure in terms of fundamental matrix estimation. Since we already assess
the homography estimation performance in the Book dataset, we focus on the object scenes
containing multiple structures for evaluating the fundamental matrix estimation performance.
We show some sample example images of this dataset in Fig 8.

Baselines

For Homography estimation the baseline algorithms we consider are the state-of-the-art meth-
ods Multi Guided Sampling (MultiGS) [10] and Agglomerative Correspondence Clustering
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Different Scenes

Fig 7. First row:Sample images from the 3 scenes in the Book dataset. Second row: Different illumination settings from one scene. The pairwise
combination of the three different illumination settings between two scenes produces the 9 possible combinations.

doi:10.1371/journal.pone.0145846.9007

Different Scenes

Fig 8. Sample images from the Adelaide dataset. Each image pair includes several objects with different motions that can be explained by a fundamental
matrix. In this dataset there are no illumination changes that might affect the number of features detected on the same object between the two images.

doi:10.1371/journal.pone.0145846.9008
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(ACC) [11]. We compare homography estimation performance on both baselines. MultiGS by
itself is not a robust matching algorithm but rather a sampling strategy. We perform a compar-
ison using a pipeline similar to RANSAC but in which the sampling is not random but per-
formed using Multi Guided Sampling. This sampling approach has showed to obtain state-of-
the-art results when performing matching as can be seen in [10].

For Fundamental Matrix estimation the baseline algorithms we consider are: MultiGS[10],
PEARL[15], FLOSS[14], QP-MF[16], ARIMC[19] and RCMSA[20]. We exclude ACC from the
comparison in the Adelaide dataset since it is not designed for fundamental matrix estimation.
We performed 2 different experiments, a first and more detailed one comparing our approach
and MultiGS with the aim of giving insights on the performance of the approach. On the sec-
ond one, we compared the rest of the methods following a standard validation strategy already
used in previous works.

The correspondences between points are the same for all approaches. We use the MATLAB
implementations provided by the authors for the MultiGS and ACC methods and we use the
reported performances for the rest of the methods.

Homography Estimation

The first model we tested is the homography estimation on the Book dataset. The inlier thresh-
old for RANSAC has been set to 0.001, the time constraint has been set to 13 seconds and a
maximum number of iterations to 25,000. We have tested each of the possible scene combina-
tions and we show charts of the results in Fig 9, where each row accounts for a particular scene
combination. Note how the proposed method consistently outperforms the other two baselines
both in the number of correctly detected structures as in number of eliminated incorrect
matches.

As seen in Fig 10, the amount of change in illumination might significantly reduce the num-
ber of matches of a structure. This makes finding that structure much more difficult. If the
number of inliers is small it becomes difficult to determine whether we have a correct structure
or just incorrect matches that reproject close to the matching point.

As we have seen, MSClique outperforms state-of-the-art methods both in the number of
structures found and in the number of incorrect matches correctly discarded. The proposed
approach detects a higher number of structures than the rest of the methods because it groups
points into clusters by taking into account their spatial relationships. This allows to even detect
very small structures regardless the number of their inliers as long as they consistently match
points in a cluster from one image to points in a cluster from the other image. This can be seen
in the three structures in the left-hand side of Fig 10 highlighted with ellipses, which are only
detected by our method.

Fundamental Matrix Estimation

The second case we test is the fundamental matrix estimation on the Adelaide dataset [17]
(http://ost.io/gb5yc). In this case, the inlier threshold has been set to 0.0001, the time constraint
to 6 minutes and a maximum number of iterations is 25,000. The time constraint difference
with respect to the Book dataset comes from the additional complexity required to estimate the
fundamental matrix (estimating a fundamental matrix requires 8 point correspondences, while
a planar homography can be estimated with 4 point matches). Fig 11 shows the results. Again,
our approach yvields better results than the baseline methods both in number of structures and
in number of incorrect matches not eliminated.

We also compare the proposed method to the reported performance by a number of meth-
ods in a selected subset of challenging images from Adelaide dataset containing a high number
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Fig 9. Homography estimation results on the book dataset. We show results for MultiGS, ACC and our method. Horizontal axis shows each particular
experiment defined by a combination of lighting conditions between the two images to match. Vertical axis shows the number of correct structures detected
(first column) and the number of incorrect matches produced (second column). As we can see, MSClique outperforms the competing approaches both in the
number of correct structures and incorrect matches discarded.

doi:10.1371/journal.pone.0145846.9009
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ACC

Fig 10. Examples results in the Book dataset. We obtain significantly more structures and produce less incorrect matches than any of the competing
approaches. The yellow ellipses indicate difficult structures containing only a few matches that are found by our method and missed by the others.

doi:10.1371/journal.pone.0145846.9010
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Fig 11. Fundamental matrix estimation results on the Adelaide dataset for Multi GS[10] and our approach. The first chart shows the number of
structures found by each method. The second chart shows the number of incorrect matches produced by each method. If a structure contains incorrect
matches we still count it as found. It can be seen that we obtain better results than the baseline method both in number of structures and number of incorrect

matches discarded.

doi:10.1371/journal.pone.0145846.9011

of structures (we use the same images as in [20]). We use the following measure of segmenta-
tion error which penalizes both wrongful assignments and incorrect groupings of the data [20]:

SE(g) =min > 3(e! #g) @)

where g is a vector assigning each initial correspondence in fa label denoting the estimated
structure (with C being the total number of correspondences), ¢" is the ground-truth structure
membership variable and I" denotes a permutation over the structure labels. Each structure in
our method corresponds to each estimated cluster-wise correspondence (i, j) € F. Therefore, all
the correspondences contained in the same cluster-wise correspondence will be assigned the
same structure identifier.

Table 2 shows the quantitative performance of each method on each of the images and Fig
12 shows the qualitative results by our method.

When considering the comparisons in Table 2, it can be clearly be seen that our approach
outperforms the rest in most cases. As we can see, the average performances indicate that our
approach outperforms the rest in 5 out of 9 objects, while the second best approach outper-
forms the rest in only 3. As shown in Fig 12, the segmentations of the different objects obtained
by the proposed method are correct in most of the cases. Also, it is worth noting the significant
advantage obtained by our method in the Biscuitbookbox and Dinobooks images. An analysis
of the different characteristics of the methods suggests that the success of QP-MF might be due
to the strategy of enforcing the non-overlapping constraint between pairs of structures. A simi-
lar conclusion could be drawn about the effectiveness of the strategies adopted by RCMSA,
namely, (i) instantiating the structures using non-minimal subsets of points and, (ii) assuming
that points in the same structure tend to be clustered in space. In light of this, the apparent
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Table 2. Quantitative segmentation results.

Datasets
PEARL

Biscuitbookbox 8.11
Boardgame 16.85
Breadcartoychips 12.24
Breadcubechips 9.57
Breadtoycar 10.24
Carchipscube 10.30
Cubebreadtoychips 9.02
Dinobooks 19.17
Toycubecar 12.00

doi:10.1371/journal.pone.0145846.t002

Segmentation Error

QP-MF FLOSS ARJMC RCMSA MSClique
7.72 11.58 11.58 7.72 2.32
17.20 17.92 19.35 12.90 11.82
10.97 15.82 13.92 9.92 8.43
6.96 11.74 10.43 9.78 6.95
8.73 11.75 10.84 8.73 15.66
9.09 16.97 15.76 4.85 9.09
7.34 11.31 9.94 8.87 9.48
17.78 20.28 20.56 17.50 11.11
10.50 13.75 13.50 11.00 14.00

success of the proposed method could be due to the fact of containing all these seemingly suc-
cessful characteristics as well as exploiting the hierarchical relationships of the point-sets to
drive the selection of structures at the correct scales.

Discussion

There are two important factors influencing the performance of multiple-structure discovery
(MSD) methods, namely, the accuracy of point-pattern matching and the particularities of the
geometric arrangement of the objects in the scene. Therefore, it is important to consider such
factors when evaluating robust MSD methods.

The performance of point-pattern matching is mainly affected by variations in the imaging
conditions, such as lighting changes. Although advanced local feature matching methods such
as SIFT [25] are to some extent robust to such conditions, they are still affected by severe
changes such as drastic lighting variations as the ones shown in the book dataset. One of the
aims for creating the book dataset was to evaluate the robustness of MSD methods under such
conditions. As shown in Fig 10, the rate of detections in some structures can get reduced to just
a couple of correspondences. Under such circumstances, methods adopting a random sampling
strategy [10, 17, 18] are particularly prone to missing structures because, by definition, they
have fewer chances of picking the smaller ones. Another limitation of the methods using the
random sampling strategy, is that they instantiate the structure hypotheses using minimal sub-
sets of points, which can decrease the reliability of the results, as already pointed out in [20].
Similarly as in [20], our method instantiates structure hypotheses using larger-than-minimal
subsets of points. Moreover, our method incorporates the novel property of generating the
structure hypotheses via agglomerative clustering of the point-sets, thus exploiting the geomet-
ric information at multiple scales. Results in Fig 9 demonstrate that this strategy is more robust
under such conditions.

There is also the risk of under-segmenting the objects given some particularities in their
geometric arrangement across the scene. For example, in the homography case, a co-planar
arrangement of the surfaces of several objects may lead to under-segment them as a single
object. Incorporating the prior knowledge that points in the same structure usually lie close to
each other, helps preventing to wrongly merge objects which are far apart. This is the strategy
followed by our method and also by [14, 20]. We argue that the success of our method in avoid-
ing under-segmentation and correctly detecting a higher number of structures, as shown in
Figs 11 and 12 and in Table 2, is due to the unique combination of the following features: (i)
enforcing detected structures to be non-overlapping as in [16], (ii) instantiating hypothesis
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Biscuitbookbox

Breadcartoychips

Breadcubechips

Cupbreadtoychips

Breadtoycar Carchipscube

Dinobooks Toycubecar

Fig 12. Qualitative results on the adelaide dataset. Points belonging to the same structure are denoted by same-color circles in both images. Outliers are

denoted as black crosses.

doi:10.1371/journal.pone.0145846.9012

using non-minimal subsets of clustered points as in [14, 20], (iii) exploiting the hierarchical
organization of the points.

The issues of under- and over-segmentation can be modelled in our method via the parame-
ter K, namely, the number of clusters in the binary tree in breadth-first order. The larger the
value of K, the deeper the trees and the smaller the clusters in the leaves. In fact, this value
defines the size of the smallest object we are able to segment. If K is too small, some objects will
already be under-segmented in the leaves. This parameter defines a trade-off between segmen-
tation fineness and efficiency, since larger K values produce larger association graphs which
require longer time to be solved for. In our case, a value of K = 60 produces good results in the
order of seconds.

On the other hand, over-segmentation occurs when one object is detected as various objects
and, as opposed to under-segmentation, it does not imply losing any structure. In our method,
over-segmentation may occur when the aggregation of points produced when performing the
agglomerative clustering follows exactly the same pattern in both images and the number of
inliers by a single whole-structure match is the same as the sum of inliers in many smaller-scale
matches. Such a case violates the assumption illustrated in Fig 5 and as result, our method has
no longer preference for the whole-structure match. We have rarely encountered this issue
with the proposed configuration. Although not desirable, this issue does not introduce any fit-
ting error and can be easily solved in many contexts just by applying simple heuristics that pre-
vent the transformations from the different clusters to be equivalent.

Conclusions

Multi-structure robust matching is a complex task and most previous work tends to solve this
problem using sampling strategies inspired on the RANSAC strategy, but adapted to the multi-
structure case. RANSAC is effective in detecting the dominant structure in a scene, but it is not
designed to simultaneously find multiple structures. Related approaches for multi-structure fit-
ting acknowledge this fact and use different statistical techniques to guide the random sampling
towards the discovery of multiple-structures. Nevertheless, sampling strategies have limited
ability in finding the less dominant structures. We approach this problem in a fundamentally
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different way by exploiting the fact that points on the same structure are prone to be close to
each other and then, we evaluate structures in terms of cluster-wise correspondences between
images. With this procedure, we can even detect very small structures as long as there exist
matches between corresponding clusters in the two images. As shown in the experiments, the
proposed method detects a higher number of structures, while minimizing the number of
incorrect matches, compared to other approaches.
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