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Abstract

Atomic three-grating Mach-Zehnder interferometry constitutes an important tool to probe fundamental aspects of the quantum theory. There is, however, a remarkable gap in the literature between the oversimplified models and robust numerical simulations considered to describe the corresponding experiments. Consequently, the former usually lead to paradoxical scenarios, such as the wave-particle dual behavior of atoms, while the latter make difficult the data analysis in simple terms. Here these issues are tackled by means of a simple grating working model consisting of evenly-spaced Gaussian slits. As is shown, this model suffices to explore and explain such experiments both analytically and numerically, giving a good account of the full atomic journey inside the interferometer, and hence contributing to make less mystic the physics involved. More specifically, it provides a clear and unambiguous picture of the wavefront splitting that takes place inside the interferometer, illustrating how the momentum along each emerging diffraction order is well defined even though the wave function itself still displays a rather complex shape. To this end, the local transverse momentum is also introduced in this context as a reliable analytical tool. The splitting, apart from being a key issue to understand atomic Mach-Zehnder interferometry, also demonstrates at a fundamental level how wave and particle aspects are always present in the experiment, without incurring in any contradiction or interpretive paradox. On the other hand, at a practical level, the generality and versatility of the model and methodology presented, makes them suitable to attack analogous problems in a simple manner after a convenient tuning.
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1. Introduction

Matter-wave interferometry constitutes an important application of quantum interference with both fundamental and practical interests [1-3]. In analogy to optics, this sensitive technique allows us to determine properties of the diffracted particles as well as of any other element acting on them during their transit through the interferometer. It was at the beginning of the 1990s when Kasevich and Chu [7] showed that matter-wave Mach-Zehnder interferometry can be achieved by using the same basic ideas of its optical analog: if the atomic wave function can be coherently split up, and later on each diffracted wave is conveniently redirected in order to eventually achieve their recombination on some space region, then an interference pattern will arise on that spot. For neutral atoms this can be done by means of periodic gratings, which play the role of optical beam splitters. This property, exploited in different diffraction experiments with fundamental purposes [8-12], gave rise to the former experimental implementations of atomic Mach-Zehnder interferometry.
interferometers in the early 1990s, first with transmission gratings [13] and then with light standing waves [14]. These interferometers are based on a very efficient production of spatially separated coherent waves [15]. Similar interferometers are also used for large molecules [16–18], although due to their relatively smaller thermal wavelength, they work within the near field or Fresnel regime, benefiting from the grating self-imaging produced by the so-called Talbot-Lau effect [19, 20], a combination of the Talbot [21–24] and Lau [25–27] effects.

To describe and analyze this kind of experiments different analytical and numerical treatments have been proposed in the literature [2–4, 28]. Nonetheless, there is a substantial gap between simple models and exact numerical simulations, which makes difficult getting a unified view of the physics involved in these experiments. Consequently, many times our understanding of them is oversimplified, which leads us to emphasize “paradoxical” aspects of quantum mechanics. One of these aspects is, for example, the commonly assumed wave-particle dual nature of quantum systems. Depending on how the experiment is performed, one “decides” between one or the other, which manifests as one or another type of outcome. Now, leaving aside ontological issues, a pragmatic, accurate description of the experiment requires the use of a wave function. The evolution of this wave function in the course of the experiment is strongly influenced by the boundary conditions associated with such an experiment, as well as by any other physical effect that might take place (e.g., presence of photon scattering events [4]), which will unavoidably lead to different outcomes. That is, any trace of paradox disappears if we just focus on the wave function and all the factors that affect it during the performance of the experiment — we obtain what should be obtained, leaving not much room for speculating about dual behaviors. This is precisely the scenario posed by atomic Mach-Zehnder interferometers, where it is common to describe the evolution between consecutive gratings in terms of classical-like paths (see Fig. 1), although their recombination (and, actually, also their emergence) has to do with a pure wave-like behavior.

Moved by these facts and their important implications, here we revisit the problem with a working model consisting of a set of three gratings with Gaussian slits (slits characterized by a Gaussian transmission function), while its analysis is conducted by means of a combination of the position and momentum representations of the (atomic) wave function. As is shown, the synergy between analytical results and numerical simulations obtained in this way helps to describe and understand the functioning of these interferometers in a relatively simple manner. Specifically, we provide a clear picture of the wavefront splitting process that takes place at the gratings, showing how the typical path-like picture of the interferometer [29] (see Fig. 1) coexists with the complex interference patterns exhibited by the wave function between consecutive gratings. This is a key point to understand the simplified models commonly used in the literature to explain this type of interferometers, where the particular shape of the wave function is neglected and only the momentum carried along the paths associated with each involved diffraction order is considered. In this regard, we have introduced the concept of local transverse momentum, borrowed from the Bohmian formulation of quantum mechanics [30], as analytical tool. By means of this quantity it is possible to properly
quantify the local value of the momentum (not to be confused with the usual momentum expectation value) at each point of the transverse coordinate, which is related to the quantum flux evaluated on that point. Furthermore, we would also like to stress the practical side of this model as an efficient tool to attack analogous problems with presence of incoherence sources and/or decoherent events in a simple manner.

This work has been organized as follows. The general theoretical elements involved in our analysis of the atomic three-grating Mach-Zehnder interferometer are described in Sec. 2, including the Gaussian grating model considered. Analytical results obtained from this model in the far field are presented and discussed in Sec. 3. The outcomes from the numerical simulations illustrating different aspects of the wave-function full evolution between consecutive gratings are analyzed and discussed in Sec. 4. The conclusions from this work are summarized in Sec. 5.

2. Theory

2.1. General aspects of grating diffraction

Atomic three-grating Mach-Zehnder interferometers consist of three evenly-spaced and parallel periodic gratings, as it is illustrated in Fig. 1. In this sketch the slits are parallel to the \( y \) axis and span a relatively long distance (larger than the cross-section of the incident beam). This implies translational invariance along the \( y \) axis, which makes diffraction to be independent of this coordinate and allows a reduction of the problem dimensionality to the transverse (\( x \)) and longitudinal (\( z \)) directions. Under realistic experimental working conditions, taken from the former 1991 experiment by Keith et al. [13] (see Sec. 2.2), the propagation of the atomic beam along the longitudinal direction is typically faster than its translational spreading [33]. From the experimental data reported in [13], we notice that the distance between consecutive gratings is of the order of half a meter, while the separation between consecutive diffraction orders is about a few tenths of microns. These are just paraxial conditions, which allow us to decouple the transverse and longitudinal (translational) degrees of freedom for practical purposes. This assumption not only simplifies the analytical treatment, but also provides us with a neater dynamical picture of the emergence of well-resolved diffraction orders and their subsequent recombination (see Sec. 4), avoiding the complexities involved by reflections at the gratings [34]. Also for simplicity, short-range interactions between the diffracted particles and the gratings [34, 35], as well as imperfections or thermal effects associated with the latter [17, 36, 37], are neglected in this work, although they can be easily implemented by varying some of the parameters of the model (see discussion in this regard in Sec. 2.2).

The atoms leaving the source follow a Boltzmann velocity distribution at a temperature \( T \), which implies an associated average thermal de Broglie wavelength \( \lambda = 2\pi\hbar/\sqrt{3mk_B T} \). Although the beam is not fully monochromatic under these conditions, the presence of two consecutive collimating slits beyond the source leads to a nearly plane (monochromatic) wavefront behind the second of these slits. This is the beam impinging on \( G_1 \). In spite of possible deviations from full monochromaticity, for practical purposes and analytical simplicity we assume that this beam is nearly monochromatic. Accordingly, if \( k^2 = \frac{p^2}{2m} \), where \( k = 2\pi/\lambda \), we can assume that \( k_z \gg k_x \) and \( k \approx k_z \). This allows us to express the atomic wave function at any time as a product state,

\[
\Psi(x, z, t) \approx \psi(x, t) e^{i k_z z - i E_z t/\hbar}.
\]

The longitudinal component is a plane wave with average momentum \( p_z = \hbar k_z \) and energy \( E_z = p_z^2/2m = \hbar k_z^2/2m \). The transverse component, \( \psi(x, t) \), is a solution of the time-dependent, free-particle Schrödinger equation

\[
i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x^2},
\]

with initial condition \( \psi(x, 0) \).

Solutions of Eq. (2) can be readily found by computing the Fourier transform of \( \psi(x, t) \) [30],

\[
\psi(x, t) = \frac{1}{\sqrt{2\pi}} \int_3 \tilde{\psi}(k_x, t) e^{ik_x x} dk_x.
\]
Physically this is just a way to recast $\psi(x,t)$ as a linear combination or superposition of plane waves, $e^{ik_xx}$, each one contributing with a weight and phase specified by $\tilde{\psi}(k_x,t)$. Notice that $\tilde{\psi}(k_x,t)$ is just the representation of the wave function in the momentum (reciprocal) space, which depends on the reciprocal variable or momentum $k_x$. Substituting (3) into Eq. (2) leads to

$$i\hbar \frac{\partial \tilde{\psi}}{\partial t} = \left( \frac{\hbar^2 k_x^2}{2m} \right) \tilde{\psi},$$

which, after integration in time, yields

$$\tilde{\psi}(k_x,t) = \tilde{\psi}(k_x,0)e^{-i\hbar k_x^2 t/2m}. \tag{5}$$

The initial condition $\tilde{\psi}(k_x,0)$ corresponds to the representation of the initial wave function, $\psi(x,0)$, in the momentum space,

$$\tilde{\psi}(k_x,0) = \frac{1}{\sqrt{2\pi}} \int \psi(x,0)e^{-ik_xx}dx. \tag{6}$$

The solution (5), with initial condition (6), allows us to rearrange Eq. (3) as

$$\psi(x,t) = \sqrt{\frac{m}{2\pi i\hbar}} \int \psi(x',0)e^{im(x-x')^2/2\hbar t}dx', \tag{7}$$

after integrating in $k_x$. Notice in this latter expression that the quantity

$$K(x,x') \equiv \sqrt{\frac{m}{2\pi i\hbar}} e^{im(x-x')^2/2\hbar t} \tag{8}$$
corresponds to the free-particle kernel or propagator, which can be alternatively obtained by means of a rather longer way using path integrals [38].

Given that the longitudinal component of the wave function is a plane wave that propagates with velocity $v = \hbar k_z/m \approx \hbar k/m$, the problem can be reparameterized in terms of the longitudinal coordinate, $z$. That is, the wave function (7) describing the wave function evolution along the transverse direction (accounted for by the $x$ coordinate) can be recast in terms of this coordinate,

$$\psi(x,z) \approx \sqrt{\frac{k}{2\pi i z}} \int \psi(x',0)e^{i(kx-x')^2/2z}dx', \tag{9}$$

with $z = vt \approx (\hbar k/m)t$. This form is mass-independent and therefore can be used advantageously to describe massive particles as well as light (when the latter is described by a scalar field [39]).

The difference between various problems is established by the initial condition $\psi(x,z_0)$, where $z_0$ denotes the starting position along the $z$ axis from which the (transverse) wave function starts its propagation. If the gratings are assumed to be infinitesimally thin along the longitudinal direction, we can consider a simple relationship between the ansatz and the incident wave function:

$$\psi_G(x,z_0) = \hat{T}_G\{\psi_{inc}^G(x,z_0)\}, \tag{10}$$

where $\psi_G(x,z_0)$ is the ansatz (diffracted) wave function just behind the grating $G$ (located at $z_0$), $\hat{T}_G$ is the transmission operator characterizing $G$, and $\psi_{inc}^G(x,z_0)$ is the wave function incident onto $G$. The transmission operator plays here a role analogous to that of the scattering operator or $S$-matrix in scattering theory [40]; the details of its action on the incident wave function are described below in the context of Gaussian-slit gratings. Now, taking into account Eq. (10), the propagation between two consecutive gratings, given by Eq. (9), acquires the functional form:

$$\psi_G(x,z) = \sqrt{\frac{k}{2\pi iz}} \int \hat{T}_G\{\psi_{inc}^G(x',z_0)\}e^{ik(x-x')^2/2z}dx'. \tag{11}$$
For practical purposes, and without loss of generality, later on the problem will be piecewise solved, particularizing Eq. (11) to the transit from $G_1$ to $G_2$ ($\psi_{G_1}$) and from $G_2$ to $G_3$ ($\psi_{G_2}$). For both transits the origin will be set at the corresponding grating (i.e., $z_0 = 0$ in both cases). As for the incident wave functions, $\psi_{\text{inc}}^{G_1}(x,0)$ will be an incoming plane wave, while $\psi_{\text{inc}}^{G_2}(x,0) = \psi_{G_1}(x,z_{G_2})$.

In general the integral (11) cannot be solved analytically except for Gaussian states. Nonetheless, in the far field ($\text{ff}$) or Fraunhofer regime it acquires a simpler form and admits some additional analytical solutions (11). In this regime, we have $x \gg x'$ and therefore the phase factor of Eq. (9) can be approximated by

$$\frac{k(x - x')^2}{2z} \approx \frac{kx^2}{2z} - \frac{kxx'}{z}.$$  \hfill (12)

This allows to recast Eq. (9) as

$$\psi_{\text{ff}}^{G}(x,z) \approx \sqrt{\frac{k}{2\pi iz}} \frac{e^{ikx^2/2z}}{z} \int \psi(x', 0) e^{-ikx'} dx', $$  \hfill (13)

where we introduce the definition $k_x = kx/z$, with $x/z$ being the direction cosine (12) with respect to the origin at the grating $G$ (another physical explanation will be provided for this choice of identifying $k_x$ with a transverse momentum; see Sec. 1.1). Comparing this integral with (6), we find that except for a phase factor the wave function in the far field is proportional to the representation of the initial wave function in the momentum space:

$$\psi_{\text{ff}}^{G}(x,z) \approx \sqrt{\frac{k}{2\pi iz}} \psi_G(k_x) e^{ikx^2/2z}. $$  \hfill (14)

Fraunhofer diffraction can then be understood as the Fourier image of the initial wave function. Physically, this means that in the far field (asymptotically) the global shape of the probability density is independent of the distance from the grating, mimicking the transverse momentum distribution: $|\psi_{\text{ff}}^{G}(x,z)|^2 \propto |\psi_G(k_x)|^2$.

Furthermore, because $\psi_G(k_x)$ is related to the grating transmission, the far-field wave function is just a manifestation of the grating structure, thus providing us with information about it and not only about properties of the diffracted atom. Note the analogy with optics (13), where the wave amplitude in the far field or Fraunhofer regime is just the Fourier transform of the aperture function evaluated at a spatial frequency precisely given by $k_x$.

Regarding the phase factor that appears in Eq. (14), it has not been recast in terms of $k_x$ on purpose, because of its quadratic dependence on $x$. As it can be noticed, if we apply the usual (transverse) momentum operator, $p_x = -ih\partial/\partial x$ to (14), we find

$$p_x \psi_{\text{ff}}^{G} \propto \left( \frac{hkx}{z} \psi_G - i\hbar \frac{\partial \psi_G}{\partial k_x} \right) e^{ikx^2/2z}$$

$$= \frac{hk}{z} \left[ \int (x - x') \psi(x', 0) e^{-ikx'} dx' \right] e^{ikx^2/2z}$$

$$\propto \frac{hkx}{z} \psi_{\text{ff}}^{G} = h k_x \psi_{\text{ff}}^{G}, $$  \hfill (15)

where we have considered the equality $\partial/\partial x = (\partial k_x/\partial x) \partial/\partial k_x = (k/z) \partial/\partial k_x$ in the first line, and the approximation $x \gg x'$ in the last step. Hence, to some extent it can be said that the far-field wave function evolves locally (at each point) as an effective plane wave with (effective) momentum $p_x = h kx/z = h k_x$ (see Sec. 1.1). Taking this into account, Eq. (14) can be recast in terms of plane waves, as

$$\psi_{\text{ff}}^{G}(x,z) \propto \tilde{\psi}_G(k_x) e^{ikx^2}.$$  \hfill (16)
2.2. The Gaussian grating model

In order to get a more quantitative idea on the amplitude splitting process and the subsequent recombination, now we are going to introduce a simple model consisting of three identical periodic gratings with Gaussian slits. By Gaussian slit we just mean a slit characterized by a Gaussian transmission function \( e^{-x^2/2\sigma^2} \), i.e., a transmission which is maximum at the center of the slit and decreases smoothly in a Gaussian fashion towards the slit boundaries. This behavior can be observed, for example, in situations where the problem is tackled from a scattering viewpoint and the interaction between the slit and the diffracted particle is modeled by means of a realistic interaction soft potential \([34, 35]\). Gaussian transmissions are also in compliance with the fact that the incident beam is not fully monochromatic (see Sec. 2), which leads to a relatively fast decay (actually, in a Gaussian fashion) of eventual diffraction orders as we move apart from the incident propagation direction (in agreement with real matter wave experimental observations).

As it will be seen, this model is very convenient both analytically and numerically. Regarding the value of the different physical parameters, we have considered without loss of generality those reported by Keith et al. \([36]\) in their former experiment on three-grating Mach-Zehnder interferometry with sodium atoms. Accordingly, the thermal de Broglie wavelength of the sodium atoms is \( \lambda = 16 \) pm \((k = 0.393 \text{ pm}^{-1})\), the grating period is \( d = 0.4 \) \( \mu \)m, the slit width is \( w = 0.2 \) \( \mu \)m, and the distance between two consecutive gratings is \( L = 0.663 \) m.

The action of the transmission operator on an incident wave function is modeled as

\[
\hat{T}_G \{ \psi_{\text{inc}} \} = \sum_{j=1}^{N} \beta_j e^{-\left(\frac{x-x_j}{\sigma_j}\right)^2/4\sigma_j^2 + ik_{j,0}x},
\]  

(17)
i.e., each slit produces a Gaussian diffracted wave with a width \( \sigma_0 = w/2 \), such that it covers an effective distance of \( d/2 \) (it is almost zero at \( x = x_j \pm w/2 \)). If \( \psi_{\text{inc}}^G \) is not a plane wave, the amount of probability transmitted through each slit will be different. In order to account for this fact, we introduce an opacity parameter \( \beta_j \) specifying how much the \( j \)th slit (i.e., the slit centered at \( x_j \)) contributes to the total diffracted wave function. In particular, here we have considered \( \beta_j = |\psi_{\text{inc}}^G(x_j, z_0)|/\sqrt{\max(|\psi_{\text{inc}}^G(x, z_0)|^2)} \). In this context, \( N \) must be understood as the total, effective number of slits that contribute to the diffracted wave (we have neglected contributions from slits such that their associated \( \beta \) are below a certain onset). Finally, it can also happen that the transverse momentum varies locally along \( \psi_{\text{inc}}^G \). This effect is taken into account by associating a momentum \( k_{j,0} \) with each Gaussian wave, with its value being determined by the local momentum of \( \psi_{\text{inc}}^G \) at the center of the \( j \)th slit. As shown below, this model is very convenient both analytically and computationally.

In order to show how the model works in a simple case, consider that the wave function incident onto \( G_1 \) is a plane wave given by

\[
\psi_{\text{inc}}^{G_1}(x, z) \sim e^{ik_{0}x}.
\]  

(18)

where \( k_{0} = k_0 \sin \theta \), with \( \theta \) being the angle between the \( z \) axis and the direction of the incident wave vector (later on we will particularize to the case of normal incidence, so that \( k_{z0} = 0 \)). For example, according to the experiment, the passage of the sodium atoms through two 20-\( \mu \)m–slits produces a collimated beam of about 20 \( \mu \)m width, which covers about 50 slits at \( G_1 \). In this sense Eq. (18) constitutes a reliable guess. After its substitution into (17), with \( \beta_j = 1 \) and \( k_{j,0} = k_{z0} \) for all \( j \), we obtain the ansatz (10) behind \( G_1 \) (i.e., the initial, diffracted wave function), which is a coherent superposition of Gaussian wave packets,

\[
\psi_{G_1}(x, 0) \approx \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \left( \frac{1}{2\pi \sigma_0^2} \right)^{1/4} e^{-\left(\frac{x-x_j}{\sigma_j}\right)^2/4\sigma_j^2 + ik_{z0}x}.
\]  

(19)

In this expression, the symbol “\( \approx \)” comes from the fact that all the overlapping terms in the normalization condition are assumed to be negligible. The prefactors \( 1/\sqrt{N} \) and \( (2\pi \sigma_0^2)^{-1/4} \) are introduced in order to keep \( \psi_{G_1} \) normalized. The opacities have all been set equal to one, because the probability density associated with the plane wave (18) is uniform. As it is described in more detail in Sec. 4.2, in the passage through \( G_2 \) the value of the opacity factors is not homogenous, since the probability density associated with the wave

\[
\psi_{G_1}(x, 0) \approx \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \left( \frac{1}{2\pi \sigma_0^2} \right)^{1/4} e^{-\left(\frac{x-x_j}{\sigma_j}\right)^2/4\sigma_j^2 + ik_{z0}x}.
\]  

(19)
Figure 2: Probability density $|\psi_{G_1}^{ff}(x,z)|^2$, given by Eq. (20), evaluated at $z = z_{G_2} = 0.663$ m for different values of the number of slits (see legend); notice that the green dotted line corresponds to the Gaussian single-slit envelope. For an easier comparison, the maximum intensity has been set to one in all cases.

function reaching this grating is not uniform along $x$. More importantly, the particular functional form displayed by Eq. (19) makes evident where nonlocality enters the problem, by specifying the nonseparable connection between the local value of the wave function at any point $x$ with the simultaneous action of the partial waves coming from each slit (centered at spatially separated points $x_j$). This combined action has not only to do with a probability density, but with the generation of an overall phase field that governs the dynamical evolution of the wave function at each point of the configuration space and can be measured through the local value of the transverse momentum (see Sec. 4.1).

3. Far-field analytical results

3.1. Beam splitting and subsequent recombination

The paths depicted in Fig. 1 behind $G_1$ or $G_2$ constitute a convenient and simplified representation of the tracks followed by the different diffraction orders that develop from the transmitted atomic wave function. To understand the origin of these paths we need to focus on how this wave function evolves in the far field, where its shape only depends on the aspect ratio $x/z$, as it is indicated by Eq. (16). With this in mind, let us first consider the transit between $G_1$ and $G_2$. Provided the far-field condition (12) is fulfilled, we can start describing the behavior of the wave function between these two gratings directly from Eq. (16). If $x_j = x_0 + (j - 1)d$, with $x_0 = -(N - 1)d/2$ for convenience (the origin $x_0$ is irrelevant, since it only adds a global phase factor), we find

$$\psi_{G_1}^{ff}(x,z) \propto \left[ \frac{\sin(\Delta k_x N d/2)}{\sin(\Delta k_x d/2)} \right] e^{-\sigma_0^2 \Delta k_x^2},$$

(20)

where $\Delta k_x = k_x - k_{x,0}$. In this expression, the term between square brackets describes the interference produced by the coherent superposition of the $N$ diffracted waves, while the exponential (envelope) term accounts for the diffraction associated with a single Gaussian slit. Equation (20) displays a series of principal maxima whenever $k_x = k_{x,\ell} = k_{x,0} + 2\pi\ell/d$ (vanishing denominator), with $\ell = 0, \pm 1, \pm 2, \ldots$, which give rise to the corresponding diffraction orders (other secondary maxima also appear in between, but become meaningless as $N$ increases and are therefore physically irrelevant). The intensity of these diffraction orders depends on how fast the Gaussian envelope (see the green dotted line in Fig. 2) falls. The ratio of intensities for these maxima with respect to the zeroth diffraction order can be readily determined [45], reading

$$R_{0,\ell} = \frac{|\psi_{G_1,\ell}^{ff}(x,z)|^2}{|\psi_{G_1,0}^{ff}(x,z)|^2} = e^{-2(2\pi\ell\sigma_0/d)^2}.$$

(21)
When numerical values are substituted into this expression, we find that the intensity for \( \ell = \pm 1 \) is about 70\% weaker than for the zeroth-order one (\( R_{0,\pm 1} \approx 0.29 \)), and that for \( \ell = \pm 2 \) it is essentially negligible (\( R_{0,\pm 2} \approx 7.2 \times 10^{-3} \)). In other words, the grating produces an effective splitting of the amplitude of the incoming wave function into three well separated wavefronts. The diffraction orders \( \ell = 0, \ell = +1, \) and \( \ell = +2 \) are displayed in Fig. 2 for different values of \( N \).

Given the linear relationship between \( x \) and \( z \) in the far field, the position of the diffraction orders at a distance \( z \) from the grating is determined by

\[
x_\ell = \left( \frac{k_{x,\ell}}{k} \right) z = \left( \frac{k_{x0}}{k} + \frac{\ell \lambda}{d} \right) z.
\]

(22)

The width of the corresponding intensity peaks, measured between the two adjacent minima, is given by

\[
\Delta x = \left( \frac{2\lambda}{N d} \right) z,
\]

(23)

which depends on \( N \) (it decreases as \( N \) increases), but not on the incident wave vector, \( k_{x0} \). Substituting the numerical parameters given in Sec. 2.2 into these expressions, we find that Eq. 22 reads as \( x_\ell = 40 \times 10^{-6} \ell z \). That is, at a distance \( z = 2d_{G2} = 0.663 \text{ m} \) from \( G1 \), the two relevant diffraction orders reach the positions \( x_{\pm 1} \approx \pm 25.42 \mu\text{m} \approx \pm 60d \), with a width \( \Delta x \approx 53.04N^{-1} \mu\text{m} \approx 133(d/N) \). This means that, in principle, if the far-field condition is fulfilled, the width of the diffraction orders becomes negligible with \( N \) (see Fig. 2) and their evolution along \( z \) can be approximated by the paths displayed in Fig. 1. In this figure, the two paths between \( G1 \) and \( G2 \) represent the evolution along \( z \) of the diffraction orders \( \ell = 0 \) and \( \ell = +1 \). Of course, only far from \( G1 \) this representation in terms of separated paths is be correct (see Sec. 4). Nonetheless, notice that because of the Gaussian envelope in Eq. 20 it is expected a slight shift of the position described by Eq. 22. As seen in Fig. 2, particularly for \( \ell = +1 \) (for \( \ell = +2 \) the intensity is negligible), this effect decreases as \( N \) increases, since the peak becomes narrower and narrower, eventually approaching a \( \delta \)-function.

The amplitude splitting between \( G1 \) and \( G2 \) also takes place between \( G2 \) and \( G3 \), thus closing the two “arms” of the interferometer. More specifically, what happens is that the two diffraction orders that reach \( G2 \) around \( x_0 \) and \( x_{+1} \) give rise to two diffracted waves around them. Our description after \( G2 \) can then be formulated in terms of a coherent superposition of two spatially separated waves, each one leading again to a series of diffraction orders. Let \( \ell^{(0)} \) and \( \ell^{(+1)} \) be the labels for the diffraction orders\(^1\) coming from the waves diffracted around \( x_0 \) and \( x_{+1} \), respectively. We notice that the diffraction orders \( \ell^{(0)} = +1 \) and \( \ell^{(+1)} = -1 \) eventually coalesce on the same spot or region on \( G3 \) around \( x_{G3} = 25.42 \mu\text{m} \). As seen in Fig. 4, these two paths complete the Mach-Zehnder like structure of the atomic three-grating interferometer.

3.2. Measurement role of the third grating

Once the interferometer structure is demonstrated, one may wonder about the role played by the third grating. This grating can be laterally displaced, which allows us to modify the flux of transmitted atoms around \( x_{G3} \), as already shown by Carnal and Mlynek \(^{16} \). Notice that unlike the maximum structures that appear around \( x = 0 \mu\text{m} \) or \( x \approx 51 \mu\text{m} \) (the spots respectively reached by the zeroth diffraction order of each wave), the coalescence of \( \ell^{(0)} = +1 \) and \( \ell^{(+1)} = -1 \) produces an interference pattern with the same period \( d \) of the gratings. This can be easily shown as follows. The momenta of these diffraction orders are

\[
k_{x,\ell^{(0)} = +1} = k_{x,0} + 2\pi/d = 2\pi/d,
\]

(24)

\[
k_{x,\ell^{(+1)} = -1} = k_{x,1} - 2\pi/d = 0,
\]

(25)

where \( k_{x,0} \) and \( k_{x,1} \) are the zeroth-order momenta associated with each one of the diffracted waves. The corresponding momentum transfers are then equal, but opposite in sign, i.e., \( \Delta k_{x,\ell^{(0)} = +1} = k_{x,\ell^{(0)} = +1} - k_{x,0} = \)
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\[1\]This notation may seem to be a bit “indigestible”, but it is unambiguous enough to denote diffraction orders coming from different diffracted beams generated at \( G2 \).
2π/d and Δk_{x,f(+)=-1} = k_{x,f(+)=-1} - k_{x,+1} = -2π/d. If Eq. (20) is evaluated replacing \( G_1 \) by \( G_2 \) (now the starting point is \( G_2 \)) and taking into account the above momentum values into account, we find the far-field expression for the two diffraction orders around \( x_{G_3} \):

\[
\psi_{G_3,f(0)=+1}(x) \propto e^{-(2πσ_0/d)^2 e^{2πx/d}},
\]

\[
\psi_{G_3,f(0)=-1}(x) \propto e^{-2(2πσ_0/d)^2}.
\]

The extra factor 2 in the argument of the exponential of \( \psi_{G_2,f(+)=-1} \) arises from the exponential prefactor inherited from the transit between \( G_1 \) and \( G_2 \). The coherent superposition that we find around \( x_{G_3} \) is

\[
\psi_{G_3}(x) \sim \psi_{G_3,f(0)=+1}(x) + \psi_{G_3,f(0)=-1}(x) \propto \left[ 1 + e^{-(2πσ_0/d)^2 e^{-2πx/d}} \right] e^{2πx/d},
\]

which gives rise to an interference pattern, described by

\[
|\psi_{G_3}(x)|^2 \propto 1 + \text{sech}[(2πσ_0/d)^2] \cos(2πx/d).
\]

(Here we prefer the new denomination \( \psi_{G_3} \) instead of \( \psi_{G_2}^{ff} \) because the latter refers to the full far-field wave function reaching \( G_3 \) from \( G_2 \), while \( \psi_{G_3} \) only refers to the section of the wave function \( \psi_{G_3}^{ff} \) around \( x_{G_3} \).)

There is no full fringe visibility because each beam reaches the region around \( x_{G_3} \) with a different intensity, although the period of the fringes is \( d \), as it is for the gratings. This is the reason why the spot around \( x_{G_3} \) is the interesting one regarding interferometry. Because of this periodicity any perturbation happening inside the interferometer (i.e., among the gratings) eventually translates into a loss of fringe visibility and/or a phase shift [17].

As formerly done by Carnal and Mlynek [16], the number or flux of transmitted atoms can be measured taking advantage of the interference pattern around \( x_{G_3} \). By keeping \( G_3 \) aligned or misaligned with this interference pattern, the total outgoing atomic flux collected behind this grating will be larger or smaller, respectively. The grating \( G_3 \) then acts like a mask to sample the interference pattern. Thus, consider that the misalignment along the \( x \) direction is measured in terms of a variable \( \chi \), such that \( \chi = 0 \) means perfect alignment of \( G_3 \) with the interference pattern, and \( \chi = d/2 \) is maximum misalignment. The amount of atoms passing through \( G_3 \) will depend on \( \chi \), and so the total flux collected behind \( G_3 \). The total flux is obtained from a convolution integral:

\[
T_{G_3}(\chi) = \int |\psi_{G_3}(x)|^2 T_{G_3}(\chi - x) dx \propto 1 + 2 \left[ 1 + e^{-(2πσ_0/d)^2} \right]^{-1} \cos(2πx/d),
\]

where the subscript \( G_3 \) means that the flux is measured at \( z_{G_3} \), and \( T_{G_3} \) is the transmission function associated with this grating, which consists just of a bare sum of Gaussians [i.e., as in Eq. (17), but with \( \beta_j = 0 \) and \( k_{j,\neq 0} = 0 \) for all \( j \)]. Notice that although \( T_{G_3} \) displays a similar functional form to the probability density [29], it is a different quantity: it measures the amount of transmitted intensity (number of atoms) as a function of the position of the grating \( G_3 \) with respect to the interference pattern [29]. Nonetheless, one can measure the flux for different values of \( \chi \) beyond \( d \), and the measurements collected will be in direct correspondence with the interference pattern. An analogous functional form to Eq. (30), also displaying the same periodicity, was previously numerically found [39] for slit transmission functions described by hat-functions instead of Gaussians. As a final remark, we would like to note that in the integral (30) no assumption on the spatial extension of the spot around \( x_{G_3} \) has been introduced. Obviously, the interference pattern [29] has a finite spatial extension that has to be taken into account. In the simulations below the limits of Eq. (30) have been chosen in such a way that no contributions from nearby diffraction orders (around \( x = 0 \, \mu \text{m} \) or \( x \approx 51 \, \mu \text{m} \)) “contaminate” the flux related to this interference pattern.

4. Numerical analysis

4.1. Methodology

How close are the previous analytical results to the actual evolution of the atomic wave function inside the interferometer? In order to investigate this question, we decided to perform a series of numerical simulations...
that illustrate both the full evolution of the wave function between gratings. We would like to stress that the model that we are using is fully analytical (the integration in time of each diffracted Gaussian wave packet $\psi_j$ is fully analytical [49]), and therefore the numerical issue only concerns the evaluation of the superpositions or the calculation of some associated quantities. Thus, it can be readily shown that the use of Eq. (7), or equivalently Eq. (11), leads to the analytical solution

$$
\psi_{G_1}(x,z) \approx \frac{1}{\sqrt{N}} \left( \frac{1}{2\pi \sigma_z^2} \right)^{1/4} \sum_{j=1}^{N} e^{-(x-x_j,z)^2/(4\sigma_x^2 + ik_0(x-x_j,z) + ikx_j + ik^2 z^2/2k)},
$$

(31)

where $x_j = x + (h k z / m v) z = x_j + (k z \lambda / 2\pi) z$ and $\hat{\sigma}_z = \sigma_z [1 + (iz / 2k \sigma_z)]$. In particular, for this initial state we have chosen $\beta_j = 1$ for all $j$; all the slits are assumed to be identical (see Sec. 2.2). This expression is very useful in the analytical derivation of some diffraction properties in the near and far fields, as it has been done elsewhere in more detail [50].

To inquire questions specifically related to the local transverse momentum (in terms of the wave vector), we are going to introduce the new function $K_x$, defined as

$$
K_x(x,z) = \text{Im} \left[ \frac{1}{\psi(x,z)} \frac{\partial \psi(x,z)}{\partial x} \right],
$$

(32)

which provides the value of the local transverse momentum $K_x$ as a function of the $x$ coordinate at a given distance $z$ from a grating (or whichever the $z$-axis origin is). Notice that this momentum is connected to the usual quantum flux,

$$
J_x = \frac{\hbar}{m} \text{Im} \left[ \frac{1}{\psi} \frac{\partial \psi}{\partial x} \right] = \frac{\hbar}{m} K_x |\psi|^2,
$$

(33)

commonly used in the Bohmian formulation of quantum mechanics [30]. In the far field, for example, it typically coincides with the transverse momentum value associated with the different diffraction orders, as it can readily be seen by substituting the ansatz (31) into Eq. (32) and then considering the corresponding limits [50]. This renders

$$
K_x(x,z) \approx k_{x,t}.
$$

(34)

Analogously, if we substitute the far-field expression (14) into (32), we find

$$
K_x(x,z) = \frac{k x}{z} = k_x,
$$

(35)

which justifies our choice of $k_x$ and the recast of Eq. (14) as (16) in Sec. 2.2

4.2. Results

In order to show the reliability on the far-field expression given by Eq. (20) at $z = z_{G_2} = 0.663 \mu m$, where the grating $G_2$ is placed, the probability density $|\psi_{G_1}(x,z_{G_2})|^2$ is plotted in Fig. 3(a) for $N = 3$ (red dashed-dotted line) and $N = 11$ (blue dashed line), and in Fig. 3(b) for $N = 51$ (we have split up the graph for visual clarity). When comparing the results of this figure with the homologous cases in Fig. 2 we find that the agreement gets worse as $N$ increases, which can already be noticed in the nonzero secondary minima observed in Fig. 3(a). This effect is related to the fact that, as $N$ increases, the near-field region spreads further away and therefore longer distances from the grating than $z_{G_2}$ need to be considered in order to satisfy the far-field condition. Actually, as seen in panel (b), for even larger $N$ the expected very narrow diffraction orders do not appear, but rather wide diffraction, plateau-like structures, with a width analogous to the one experimentally reported of about 30 $\mu m$ [13]. In this latter case, although there are well separated diffraction orders, they are not of the kind described by the far-field expression given by Eq. (20). This expression was obtained under the assumption that the wave is already in the far field, where the number of slits only influences the width and number of maxima —this approximated expression rules the behavior of the wave function along the transverse direction without taking into account the longitudinal one.
We are very familiar with the probability density, but what about the transverse momentum? Does this momentum agree with the assumption that it should be equal to the one carried by each diffraction order? This issue can be easily analyzed by inspecting the right-hand side panels of Fig. 3, where the transverse momentum \( K_x (x,z_{G_2}) \) is shown for \( N = 3 \) (red dash-dotted line) and \( N = 11 \) (blue dashed line) in panel (c), and for \( N = 51 \) in panel (d) (again, the graph has been split up for visual clarity). Surprisingly, as seen in panel (c), for low \( N \) we find no trace of the momenta related to the diffraction orders, \( k_{x,\ell} \). In these cases, \( K_x \) essentially behaves linearly with the \( x \) coordinate in compliance with the relation \( K_x = (k/z)x \), except at some particular values, where a kind of sudden positive or negative kink is observed. The \( x \) values at which this behavior appears are those for which \( |\psi_{G_1}(x,z_{G_2})|^2 \) vanishes (nodes between maxima). As can be seen, all the spikes that appear in the region from the center of a diffraction order to half the distance between this order and the next one are below the line described by the relation \( K_x = (k/z)x \); all the spikes in the opposite region are above this line. This indicates a trend: the quantum flux tends to be redirected along the directions of the diffraction orders. Close to the position of the diffraction order, the spikes are relatively weak, while as we move far from it they start increasing. To the left of the diffraction order they are positive, which causes a net effect of pushing the quantum flux towards the right, i.e., approaching it to the position of the diffraction order. On the other hand, as we move to the right of the diffraction order, the spikes increase negatively, pushing the flow leftwards. The combination of both effects leads to an effective confinement or “quantization” of the quantum flux around the corresponding diffraction orders. This becomes more apparent as \( N \) gets significantly larger [see panel (d)], when \( K_x \) starts displaying a staircase structure. This
structure corresponds to the momentum quantization associated with the appearance of separated diffraction orders; the emerging well-defined values or steps of (transverse) momenta are precisely $k_{x,\ell}$. This staircase allows us to specifically determine the spatial domain associated with each diffraction order, which has some computational advantages with respect to the numerical simulation of the wave function evolution behind $G_2$, as seen below.

The full evolution of the probability density between $G_1$ and $G_3$ is displayed in Fig. 4 for $N = 51$ (left) and $N = 11$ (right), respectively, in the form of contour-plots [color scale: maxima are denoted by red, while minima are indicated by blue; because of the faint visibility of the diffraction order $\ell = -1$ in the upper panels (a) and (c), we have introduced a truncation of the maximum contour]. The propagation from $G_1$ to $G_2$ [see panels (b) and (d)] has been carried out considering that all the slits illuminated contribute with the same weight, while in the transit from $G_2$ to $G_3$ [see panels (a) and (c)] we have considered $\beta_j$ to be proportional to the square root of the probability density reaching $G_2$ at the center of the corresponding slit, $j$. In this latter case, if the probability density (normalizing its maximum to unity) was smaller than 0.01, the corresponding $\beta_j$ was chosen to be zero. Regarding the momenta $k_{j,x_0}$ for the diffracted wave beyond $G_2$, we have considered the domains of Fig. 3(d), setting $k_{j,x_0} = k_{x,\ell}$ for all $j$ such that $x_{j,0}$ is confined within the region associated with the $\ell$th diffraction order. Given the limited number of Gaussians used to simulate the transit from $G_2$ to $G_3$ according to the above prescription (329 for $N = 51$ and 265 for $N = 11$), it has been observed that a direct identification of $k_{j,x_0}$ with the local value of $K_x$ at $x_{0,j}$ introduces remarkable numerical errors into the simulations due to the fast oscillatory behavior of $K_x$ as $N$ increases. This is the reason why this second method to choose $k_{j,x_0}$ has been rejected in the current work —although a priori it
Figure 5: Magnifications to emphasize a series of aspects from Fig. 4. Left: Contour-plots of the probability density $|\psi_G_1(x,z)|^2$ in the near field (close to $G_1$) showing the emergence of the Talbot carpet for $N = 51$ (a) and $N = 11$ (b). Right: Contour-plots of the probability density $|\psi_G_2(x,z)|^2$ in the far field (close to $G_3$) for for $N = 51$ (c) and $N = 11$ (d), where interference features due to the coalescence of the $\ell_0 = +1$ and $\ell_{-1} = -1$ diffraction orders coalesce around $x = 25.42 \mu m$ are apparent. At every value of the $z$-coordinate, the maximum value of the probability density has been set to one for visual clarity.

may seem physically reasonable, it carries computational disadvantages.

The two cases considered in Fig. 4 demonstrate the Mach-Zehnder interferometer configuration formed by the corresponding diffraction orders. Because the diffraction orders are narrower in the case $N = 11$, a certain widening is observed from $G_2$ to $G_3$, as $z$ increases —this behavior is expected from relatively narrow wave packets [33]. Nonetheless, the most relevant aspect, common to both cases, is the relatively complex structure displayed by the wave function along its evolution. Although at a qualitative level one can represent the interferometer in terms of the paths displayed in Fig. 1 (i.e., particle-like behavior), a closer inspection reveals a rather convoluted structure due to the wave nature of the atomic beam all the way through, which cannot be just neglected. In this regard, two structures are worth discussing, namely the near-field carpet that can be seen just behind each grating, and the interference pattern in the far field observable in panels (b) and (d).

The repetitive structures near both $G_1$ and $G_2$ are associated with a typical effect of periodic gratings on extended waves, namely the so-called Talbot effect [21, 24, 50, 51]. This effect is shown with more detail in the enlargements near $G_1$ displayed in the left-hand side panels of Fig. 5. The grating acts on the impinging wave as a collimator that generates a series of identically diffracted waves. The periodicity in the distribution of these waves is such that, if one recast each diffracted wave as a superposition of plane waves, a certain quantization condition arises, which only allows certain momenta [50]. The larger the number of slits the lesser the number of allowed momenta, until reaching a minimum given by the ideal case of $N \to \infty$. Due to
this finite basis of momenta, as \( z \) increases we observe that the probability density displays recurrences along \( x \) within a distance \( d \). Thus, at distances \( z = 2z_T = 2d^2/\lambda = 20 \text{ mm} \) we find an exact copy of the initial probability density, where \( z_T \) is the so-called Talbot distance. Now, because there are no physical boundaries separating different slits, we also find exact copies of the probability density at the Talbot distance, although they have a half a period displacement with respect to the initial pattern. These copies will cover a larger spatial region as \( N \) increases, because the basis of momenta will be more limited (compare panels (a) and (b)). Also, if the transmission is different for each slit, we can still observe the Talbot carpet, although with some distortions (see Figs. 4(b) and (d) near \( G_2 \)).

In the far field with respect to \( G_2 \), just around \( x_{G_3} \) at \( G_3 \), we find the the second type of pattern, as can be seen in the right-hand side panels of Fig. 5. Regardless of the number of illuminated slits, this pattern has a period \( d \). It is then clear that if \( G_3 \) is gradually moved laterally with respect to this pattern, for some positions the atomic flux passing through the grating will be maximum (in phase), and for other it will be minimum (out of phase), observing a periodic variation (with period \( d \)), in compliance with Eq. (30). As it was stressed above, the emergence of this pattern is precisely the reason why this peak is important for interferometry: any small perturbation on any of the two paths selected between \( G_1 \) and \( G_2 \) affects its fringe visibility, which can be directly detected through the amount of flux measured behind \( G_3 \). The interference pattern at \( G_3 \) and the amount of transmitted flux as a function of the displacement \( \chi \) for \( N = 51 \) and \( N = 11 \) are plotted in Figs. 6(a) and (b), respectively, where the experimental data reported in Ref. [13] are also included (full blue circles in panel (b)). More specifically, in order to avoid contamination from other adjacent diffraction structures, we have performed the convolution integral in both cases within the range \( x = 20 \mu m \) and \( x = 32.5 \mu m \) (just around \( x_{G_3} \)), with \( \chi \) varying between \(-6d\) and \(6d\) —in the figure only two periods are shown. In agreement with Eq. (30), the results of panel (b) display the same cosine dependence with \( \chi \) in either case, in good agreement with the experimental data reported. Nonetheless, because the total amount of flux collected is larger for \( N = 51 \) than for \( N = 11 \) (the extension covered by the interference pattern is larger), and also for a better comparison with the experimental data, instead of directly plotting Eq. (30), we have considered the normalized function

\[
\zeta = \frac{T_{G_3}(\chi) - \bar{T}_{G_3}}{\Delta T_{G_3}},
\]

where \( \bar{T}_{G_3} = (T_{G_3}^{\text{max}} + T_{G_3}^{\text{min}})/2 \) and \( \Delta T_{G_3} = (T_{G_3}^{\text{max}} - T_{G_3}^{\text{min}})/2 \). Moreover, the maxima of the numerical calculations have also been shifted in order to align them with those of the experimental data. Nonetheless,
unlike the models considered in the literature, we would like to highlight that here no best-fit procedure has been used in any of the steps to adjust our results to the reported experimental data; the agreement between our simulations and the experiment directly arises from the few working hypotheses considered above.

5. Concluding remarks

We have shown that by using the relationship between the configuration and momentum representations of a wave function it is possible a simple analysis of atomic three-grating Mach-Zehnder interferometers. This analysis shows how three gratings behave in the same way as the set of two beam-splitters and two mirrors does in conventional optical Mach-Zehnder interferometers. As a convenient working model we have considered a Gaussian grating given its analytical and computational advantages. On the one hand, this type of grating has allowed us to obtain a series of analytical expansions and results in the far field, which can be readily compared to the experiment, providing us with an important physical insight on the interferometers here considered. On the other hand, the fact that the time-evolution of Gaussian wave packets (or, equivalently, their propagation along the longitudinal direction) is fully analytical, also constitutes a remarkable simplification in the design of simple numerical codes that allow to compute the probability density or the local transverse momentum at any intermediate step between two consecutive gratings. In this regard, the local transverse momentum has been introduced as an important analytical tool, borrowed from the Bohmian formulation of quantum mechanics and related to the usual flux operator. Based on this working model, a reasonable ansatz for the passage through the second grating can also be easily proposed, without any need to use more complex and higher time-consuming wave-packet propagation techniques [32], where the presence of gratings is usually introduced in terms of interaction potentials [34].

The information obtained from the analytical and numerical results not only complements each other, but is very valuable to understand different aspects of how atomic three-grating Mach-Zehnder interferometers work. From experimental data, the analytical results have shown in a simple manner how the two branches of the interferometer appear as well as how, later on, they coalesce and give rise to an interference structure with the same period of the gratings. In particular, first one readily notices that because the diffraction orders are well separated spatially, one can work with only two of them, neglecting other contributions. This fact relies on the property that only the probability along the diffraction orders \( \ell = 0 \) and \( \pm 1 \) is physically relevant. This has been confirmed by the numerical simulations. In spite of the rather complex evolution displayed by the wave function between consecutive gratings, particularly in the corresponding near field regions, in practice this does not count much, this showing the correctness of oversimplified sketches like the one displayed in Fig. [1]. Hence, bringing back the old wave-corpuscle dichotomy, we have shown that wave and particle are not incompatible aspects, but the misuse that we typically do of them to explain and understand these experiments. The incident atomic beam behaves as a wave all the way through, although in the transit one can simplify the picture by assuming that the atoms behave as classical point-like particles moving along straight lines. Of course, this is done at the expense of neglecting the rich interference structures that arise along the way.

From a practical viewpoint, we would also like to highlight the fact that the simplicity of the model here considered makes feasible the analysis of incoherence due to a lack of full periodicity in the gratings, presence of thermal vibrations, or decoherence by an external environment in a simple manner. This can be done by playing around with the different parameters associated with the Gaussians as well as with the way how the latter overlap. Indeed, both the model and the methodology here developed are not constrained to the system that we have analyzed, but they can be easily and conveniently implemented in other experimental contexts due to their versatility. Notice that, generally speaking, the main purpose of this work consists in providing a clear, precise and simple methodology (working model) to simulate, analyze, understand and explain interference processes and interferometry experiments. This is something in the borderline between the simplistic approaches often considered in the literature (which always require of fitting parameters and do not account for the full dynamical process that takes place inside the interferometer), and tough and serious (very realistic) quantum-dynamical calculations implying determining the potential energy surfaces associated with the interaction between the diffracted particles and the diffracting gratings as a function of the distance (e.g., atom-atom, atom-molecule or molecule-molecule scattering processes). In a few words,
by means of this procedure we have tried to make quantum mechanics less mystic, showing that a relatively complex dynamical process can be easily explained by means of a few working hypotheses and a simple model.
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This can be easily shown by taking into account the relations:

\[ \sin(2N\theta) = 2\sin(N\theta)\cos(N\theta), \]

\[ \sin(N\theta) = \sum_{n=0}^{N} \binom{N}{n} (\sin\theta)^{N-n}(\cos\theta)^n \sin[(N-n)\pi/2], \]

\[ \cos(N\theta) = \sum_{n=0}^{N} \binom{N}{n} (\sin\theta)^{N-n}(\cos\theta)^n \cos[(N-n)\pi/2], \]

with \( \theta = \Delta k_d/4. \)


